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ABSTRACT

Intensified diurnal tides are found along portions of the Oregon shelf (U.S. West Coast) based on analyses

of high-frequency (HF) radar surface current data and outputs of a 1-km resolution ocean circulation model.

The K1 tidal currents with magnitudes near 0.07m s21 over a wider part of the shelf (Heceta Bank complex;

448–44.58N), previously predicted by Erofeeva et al., are confirmed here by newly available HF radar data.

Intensified diurnal tides are also found along the narrow shelf south of Heceta Bank. In the close vicinity of

Cape Blanco (42.88N), diurnal tidal currents (K1 and O1 constituents combined) may reach 0.3m s21. Ap-

preciable differences in diurnal tide intensity are found depending on whether the model is forced with tides

and winds (TW) or only tides. Also, diurnal variability in wind forcing is found to affect diurnal surface

velocities. For the case forced by tides alone, results strongly depend on whether the model ocean is stratified

[tides only, stratified (TOS)] or not [tides only, no stratification (TONS)]. In case TONS, coastal-trapped

waves at diurnal frequencies do not occur over the narrow shelf south of 43.58N, consistent with the dispersion

analysis of a linear shallow-water model. However, in case TOS, diurnal tides are intensified in that area,

associated with the presence of coastal-trapped waves. Case TWproduces the strongest modeled diurnal tidal

motions over the entire Oregon shelf, partially due to cross-shore tidal displacement (advection) of along-

shore subinertial currents. At Cape Blanco, diurnal tidal variability dominates the modeled relative vorticity

spectrum, suggesting that tides may influence the separation of the alongshore coastal jet at that location.

1. Introduction

Summer circulation off the Oregon coast is charac-

terized by wind-driven coastal upwelling varying on

temporal scales of several days, driving a southward jet

with a mean speed near 0.5m s21. As summer prog-

resses, the cold SST front (Fig. 1a) is driven offshore by

Ekman transport, eddy variability, and separating

coastal jets. Tides are dominated by the M2 constituent

(period of 12.42 h), with barotropic (depth averaged)

currents of up to 0.06m s21 over the shelf and internal

tides reaching 0.15m s21 (Hayes and Halpern 1976;

Torgrimson and Hickey 1979; Erofeeva et al. 2003;

Kurapov et al. 2003; Osborne et al. 2011). Energetic

diurnal tidal currents may also occur locally along the

Oregon coast. A data-assimilating shallow-water ocean

tidal model (Erofeeva et al. 2003) suggests that K1 tidal

currents (period of 23.93 h) may exceed 0.10m s21 over

the wide Heceta Bank portion of the Oregon shelf

(448–458N). Reexamining historical current-meter data,

Erofeeva et al. (2003) also found that O1 currents could

reach up to 0.08ms21. The intensification of K1 currents

was attributed to coastal-trapped waves at a subinertial

diurnal tide frequency. These have been associated with

intensified diurnal tides in several places around the

world, for example, St. Kilda Island, United Kingdom

(Cartwright 1969), Vancouver Island, Canada (Crawford

and Thomson 1982; Cummins et al. 2000), and the Sea of

Okhotsk, Russia (Kovalev andRabinovich 1980; Yefimov

and Rabinovich 1980; Rabinovich and Zhukov 1984;

Odamaki 1994; Rabinovich and Thomson 2001).

While tidal currents are usually less energetic than

wind-driven currents off Oregon, our recent model re-

sults using a comprehensive three-dimensional coastal

ocean model (described in section 2) reveal that the

shape of the SST front may be sensitive to details of

barotropic tidal forcing. Cases using atmospheric forcing

only (Fig. 1b), atmospheric forcing plus M2 tides along

the open boundaries (Fig. 1c), or atmospheric forcing

plus eight tidal constituents (from shortest to longest

period:K2, S2,M2,N2,K1, P1,O1, andQ1; Fig. 1d) yield,

after 5 months of simulation, SST fronts of a quite
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different shape. For comparison, the observed August

2002 SST field [from the Geostationary Operational

Environmental Satellite (GOES) observations; Maturi

et al. 2008] is shown in Fig. 1a. While differences in the

SST front geometry possibly reflect the high sensitivity

of the nonlinear hydrostatic model to small changes in

the boundary conditions (Oliger and Sundstr€om 1978), it

is also possible that tides influence dynamics at subtidal

frequencies, for example, affecting coastal jet separation

and offshore transport. This sensitivity has motivated us

to look closer at diurnal tides using model results and

surface currents observed by high-frequency (HF) ra-

dars (HFR). Strong observed and modeled diurnal

currents are found in the area identified by Erofeeva

et al. (2003) (section 3). Large tidal velocities are also

found near Cape Blanco (see Fig. 1), resulting from

a combination ofmechanisms discussed in sections 4 and

5, including coastal-trapped waves and the cross-shore

advection of the subinertial alongshore jet by the diurnal

tidal current.

2. Model

The model is based on the Regional Ocean Modeling

System (ROMS; Shchepetkin and McWilliams 2005;

www.myroms.org) that describes nonlinear evolution of

stratified flows using hydrostatic and Boussinesq ap-

proximations. Use of terrain-following coordinates in

the vertical makes it particularly suitable for shelf flow

studies, because the surface and bottom boundary layers

can be finely resolved. Details of the implementation

used here are very similar to Osborne et al. (2011). The

model domain is (418–468N, 127.68W–coast), with a res-

olution of 1 km in the horizontal and 40 terrain-

following levels in the vertical. The study period is from

April through August 2002. Unless noted, winds are

daily averages from the Coupled Ocean–Atmosphere

Mesoscale Prediction System (COAMPS; Hodur 1997),

and parameters for surface heat flux computation are

monthly averages from the National Centers for Envi-

ronmental Prediction (NCEP) reanalysis (Kalnay et al.

1996). The daily averaged winds are used to remove

atmospheric diurnal variability, isolating diurnal tides as

the only forcing mechanism with a 24-h period. An ad-

ditional model run is done using high-frequency (hourly

resolution) winds to assess the response of near-surface

currents to diurnal atmospheric variability. Subtidal

boundary conditions are obtained from a 3-km regional

ocean circulation model (Koch et al. 2010) and baro-

tropic tides from a U.S. West Coast 1/308 shallow-water
data-assimilating model (Egbert and Erofeeva 2002;

http://volkov.oce.orst.edu/tides/). Tidal forcing is ap-

plied by periodically varying (at each of the eight tidal

frequencies) the velocity and sea surface height along

the boundaries. No tidal forcing is applied at interior

grid points. Several cases are considered below. The case

‘‘tides plus winds’’ (TW) is forced by the winds, atmo-

spheric heat fluxes, and the eight dominant tidal constit-

uents. The case ‘‘tides only, no stratification’’ (TONS) is

forced by tides only and simulates the response of the

FIG. 1. August 2002 mean SST: (a) GOES observations (Maturi et al. 2008), (b) ROMS forced by winds only (case WO), (c) ROMS

forced by winds and theM2 tide (case W1M2), and (d) ROMS forced by winds and eight tidal constituents (case TW). White lines mark

the 200-m isobath. Selected geographical features are indicated.
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unstratified ocean that has zero initial velocity. The case

‘‘tides only, stratified’’ (TOS) is forced by tides only

applied to the stratified ocean, which was initially at the

state of rest (zero velocities and horizontally uniform

stratification corresponding to average summer condi-

tions off Oregon; Smith et al. 2001). Instantaneous

model outputs are saved hourly for subsequent filtering

and harmonic analysis.

3. Case TW: Comparison against high-frequency
radar surface currents

Erofeeva et al. (2003) noted local intensification ofK1

andO1 currents over the broader portion of the Oregon

shelf between 448 and 458N (Heceta and Stonewall

Banks). In their study, surface velocities from short-

range (40 km) HF radars were assimilated, but those

data did not cover the entire Heceta Bank area. The

strongest modeled K1 tides were more than 40 km from

the radar, thus no direct observational evidence was

available at that time to confirm the strongest model K1

tides. Surface current data from three 150-km long-

range HF radars with overlapping coverage are now

available in this region (Figs. 2a–c and 3a–c; Kosro 2005;

Kosro et al. 2006; Saraceno et al. 2008), located at 42.848N
[Cape Blanco Long (CBL)], 43.678N [Winchester Bay

(WIN)], and 44.688N [Yaquina Head Long (YHL)].

We analyze hourly observations from CBL and WIN

for June–August 2002 (92 days) and hourly observa-

tions from YHL (installed later) for June–July 2008

(61 days). Crawford and Thomson (1984) conclude that

seasonally varying ocean conditions (currents and

stratification) may have a significant impact on diurnal

tides. Comparisons using model outputs and data from

different years are justified because they are from the

same time of year. Each radar senses the radial com-

ponent of the surface currents, along the line from the

radar to the measurement point. While maps of two

orthogonal velocity components (i.e., east–west/north–

south) can be obtained in areas of overlapping coverage,

we choose to analyze the radial velocity component

data here, because they provide more uniform accuracy

(no issue with geometric dilution of precision) and better

resolution.

The HF radar radial velocity component time series

have been harmonically analyzed using the T_TIDE

software package (Pawlowicz et al. 2002). We infer for

the P1 constituent, as none of the time series are long

enough to separate the P1 and K1 constituents (178-day

beat period). Here, we provide analysis of both the K1

and O1 tidal amplitudes. The observed K1 signal is

stronger than O1, but may be contaminated by diurnal

wind-driven variability. The diurnal wind frequency

differs from the K1 frequency by 1 cpy, such that sig-

nals at these two frequencies are difficult to separate in

2–3-month time series. The diurnal wind stress vari-

ability can be relatively large in the vicinity of Heceta

Bank, as compared to the daily mean over the summer

season. Perlin et al. (2004) examined twice-daily Quick

Scatterometer (QuikSCAT; Liu 2002; Liu and Xie 2001)

observations from June to September during 2000 and

2001 and found that the mean difference between moor-

ing and evening winds may be as large as 0.04Nm22 over

a vast area of the Oregon shelf and slope, extending as far

as 100km offshore.

The observed O1 signal, though weaker than the K1

signal, is more easily separated from atmospherically

forced diurnal signals. Comparing maps of diurnal cur-

rent amplitudes at the K1 and O1 frequencies, we will

attempt to delineate areas influenced by the tides and

diurnal atmospheric variability.

Observed harmonic amplitudes are plotted in Fig. 2

(left) and Fig. 3 (left) for the K1 and O1 constituents,

respectively. The K1 observations between 448 and

458N (Figs. 2a,b) show large areas with radial currents

up to 0.05m s21, qualitatively consistent with the re-

sults of the data-assimilating shallow-water tidal model

of Erofeeva et al. (2003). Observed O1 currents in this

area are up to 0.04m s21. Radial current amplitudes

from YHL and WIN over the shelf near 44.58N differ.

TheK1 andO1 tidal currents are north–south polarized

in this area. This makes them nearly orthogonal to the

radial direction of the YHL radar, but better aligned

with the radial direction of the WIN radar. The strongest

K1 and O1 radial velocity amplitudes are observed

near Cape Blanco (see Figs. 2c and 3c), where K1 am-

plitudes are in excess of 0.08ms21 andO1 amplitudes are

up to 0.05ms21.

Areas of intensified O1 tidal currents observed by the

HF radars generally repeat those of K1, with smaller

amplitudes (cf. Figs. 2a–c and 3a–c). An exception is the

shelf area north of 44.78N sensed by theYHL instrument

(cf. Figs. 2a and 3a), whereK1 currents are amplified and

O1 currents are not. Similarly, in the region offshore of

the 200-m isobath between 43.48 and 43.98N, the ob-

served K1 amplitudes (Fig. 2b) are much larger than O1

(Fig. 3b). Perlin et al. (2004) find large diurnal variability

in wind stress in these areas, and thus we suggest diurnal

wind variability may contribute here to the diurnal vari-

ability in currents.

To compare the model solution to HF radar obser-

vations, model surface current velocities are in-

terpolated to HFR observation locations, projected

in the direction of HF radials, high-pass filtered, and

then harmonically analyzed with T_TIDE. We first

consider model cases forced with daily averaged wind
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FIG. 2. Tidal amplitudes (m s21) of K1 surface current radial amplitudes from (a)–(c) HFR, (d)–(f) model forced with daily averaged

winds, and (g)–(i) HF (hourly) winds. This is given for YHL (top), WIN (middle), and CBL (bottom) radar. YHL observations are from

June and July 2008, the first year such observations are available.WIN andCBL observations are from June toAugust 2002, the same year

as the model. Black lines mark the 200-m isobath and the coast.
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fields (Figs. 2d–f and 3d–f). Harmonic amplitudes of

the model and HF radar K1 and O1 velocity radial

components qualitatively agree with each other.Model

K1 amplitudes also agree with the model results of

Erofeeva et al. (2003). In the coastal region north of

44.78N and offshore region south of 43.98N, where

observed increased diurnal variability in K1 estimates

may possibly be driven by the atmospheric forcing

(Figs. 2a–c), the modeled K1 currents are small (see

Figs. 2d–f). Because the diurnal variability is removed

FIG. 3. As in Fig. 2a–f, but forO1 currents. Tidal amplitudes (m s21) ofO1 surface current radial amplitudes from

(a)–(c) HFR and (d)–(f) daily averaged wind model. This is given for YHL (top), WIN (middle), and CBL (bottom)

radar. YHL observations are from June and July 2008, the first year such observations are available. WIN and

CBL observations are from June toAugust 2002, the same year as themodel. Black lines mark the 200-m isobath and

the coast.
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from the model wind forcing, finding that model am-

plitudes are weaker than observed amplitudes is also

consistent with the hypothesis of atmospherically

driven diurnal surface velocity variability in these two

areas. As an additional indication, modeled O1 am-

plitudes in the above-mentioned locations agree with

observations (Fig. 3).

To further test the hypothesis of atmospherically

driven diurnal surface velocity variability, we have com-

puted a solution forced with high-frequency (hourly)

winds. The mean wind stress field, June–August 2002, is

shown in Fig. 4a and the mean difference in wind stress

between 2000 LT (0300 UTC) and 1100 LT (1800 UTC)

in Fig. 4b. Wind stress magnitudes near Heceta Bank

vary by up to a factor of 2 over the course of a day, from

0.02 to 0.07Nm22.

The K1 model radial component amplitudes using the

high-frequency wind solution are shown in Figs. 2g–i.

Between 42.78 and 44.38N and 44.58 and 45.28N, larger

model amplitudes are found offshore of the 200-m iso-

bath than in the case with daily averaged winds, in better

agreement with HF radar observations. Amplitudes are

also larger over the shelf north of 44.78N and south of

43.98N. Curiously, at approximately 44.48N, the high-

frequency wind solution has near-zero K1 amplitude

(Fig. 2h), while both the HF radar (Fig. 2b) and the daily

averaged wind solution (Fig. 2e) have local maxima in

K1 amplitudes. It is possible that surface flow generated

by diurnal wind variability near 44.48N opposes tidal

currents in that area. Perlin et al. (2004) showed that in

a number of atmospheric models, the accuracy of wind

variability in the diurnal band may be limited. Despite

the inconsistency between observed and modeled K1

estimates from HF radar at the WIN location, we may

conclude that the surface current response to the diurnal

wind variability may explain observed variability in

some parts of the coastal ocean off Oregon.

The high-frequency wind solution was also analyzed

at theO1 frequency and results (not shown) were similar

to the O1 analysis of the daily averaged wind solution.

HF radar data and model results were similarly ana-

lyzed for the P1 and Q1 frequencies. Amplitudes were

less than 0.02m s21 and greatest over the Heceta Bank

area and the tip of Cape Blanco.

FIG. 4. (a)Meanmodel wind stress for 1 Jun–31Aug 2002. (b)Mean of the differences of local evening (0300UTC)

and local morning (1800 UTC) wind stress for 1 Jun–31 Aug 2002. Note the difference in scales. The 200-m isobath

and coast are contoured.
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4. Sensitivity of the model diurnal tide estimates to
ocean background conditions

To gain additional perspective on diurnal tides over the

entire Oregon shelf, the root-mean-square K1 tidal cur-

rent amplitudes RMSA5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(j~uj2 1 j~yj2)/2

q
are computed

over the shelf area between 41.58 and 458N; here ~u and ~y

are harmonic constants of high-pass-filtered modeled

surface currents computed using time series for June and

July 2002 (Fig. 5). Diurnal velocity RMSA is found to be

very sensitive to details of the background ocean state.

In case TW (forced by atmospheric fields and tides in

combination; Fig. 5a), elevated RMSA is found over the

long portion of the Oregon shelf (41.78–44.78N). Areas

of particularly intense RMSA are qualitatively consis-

tent with the results of the HF radar current analysis,

described above. The RMSA is largest in the close vi-

cinity of Cape Blanco, reaching 0.18m s21.

To test sensitivity of the K1 tidal velocity to the

background ocean conditions, we run case TONS for 20

days and obtain the surface velocity harmonic constants

by harmonically analyzing (with T_TIDE) the last 16

days. The RMSA plot corresponding to this case (Fig.

5b) reveals strikingly lower amplitudes than case TW

over the entire shelf (including areas north and south of

Cape Blanco and the Heceta Bank complex). The only

significant area of intensification is at the shelf break

between 448 and 44.58N (the west edge of Heceta Bank).

Case TOS is run and processed identically to caseTONS.

It reveals larger amplitudes than case TONS, but not as

large as case TW (Fig. 5c). An exception is the area near

and north of Cape Blanco, where additional analysis (not

shown) reveals the presence of a tidal-mixed front along

the inner shelf. The associated alongshore geostrophic

current is advected by the cross-shore tidal currents,

which contribute to larger RMSA in the harmonically

FIG. 5. K1 RMSA in case (a) TW, (b) TONS, and (c) TOS. The black line marks the 200-m isobath.
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analyzed velocity time series. Such a front is not normally

formed under time-varying background conditions re-

sponding to upwelling- and downwelling-favorable winds

and is thus absent from case TW.

Erofeeva et al. (2003) associated intensified tidal ve-

locity amplitudes at the edge of the Heceta Bank with

coastal-trapped waves at diurnal frequencies based on

the numerical eigenvalue analysis of the shallow-water

equations over the alongshore uniform bathymetry

(using a bathymetric profile from Heceta Bank). Here,

we provide a similar analysis using the bathymetric

profiles at 42.88N (Cape Blanco) and 44.28N (Heceta

Bank) in the regions of larger RMSA. Additionally, we

analyzed the section at 43.48NbetweenCapeBlanco and

Heceta Bank. In these computations, a rigid-lid shallow-

water model (Brink 1982; Chapman 1983) is utilized.

The model variables are assumed to vary proportionally

with exp[i(vt 2 ly)], where l is the alongshore wave-

number component. Dispersion curves for each profile’s

first wave mode, showing angular frequencies v/f (nor-

malized by the Coriolis frequency f) as functions of l, are

presented in Fig. 6a (and corresponding bathymetric

profiles in Fig. 6b). The dispersion curve for Heceta

Bank (44.28N; Fig. 6a, thin black line) crosses the hori-

zontal dashed lines corresponding to the K1 and O1

frequencies, indicating that coastal-trapped waves in an

unstratified ocean can exist at this location at the diurnal

tide frequencies. The dispersion curve for the Cape

Blanco profile (42.88N; Fig. 6a, thick gray line) nearly

reaches the O1 frequency, but does not reach the K1

frequency. Dispersion curves computed for the gentler

slopes south (not shown) and north (Fig. 6a, thick black

line) of Cape Blanco show maximums at frequencies

much less than diurnal. These are consistent with the

generally low K1 RMSA south of Heceta Bank in

case TONS.

The effect of stratification on the dispersion proper-

ties of coastal-trapped waves was discussed by Chapman

(1983), who showed that with increasing stratification

the ascending branch of the dispersion curve (at low

wavenumbers) is moved toward higher frequencies (i.e.,

closer to the diurnal frequencies). Although we do not

repeat this analysis here, it is likely that the dispersion

curve for 42.88N that reached the O1 frequency would

rise, reaching the K1 frequency in case TOS, permitting

coastal-trapped waves that would contribute to differ-

ences in RMSA between cases TOS and TONS.

To verify basic properties of the diurnal tide as

a coastally trapped wave, barotropic (depth averaged)

K1 model tidal currents (case TW) are decomposed into

counterclockwise (CCW) and clockwise (CW) rotary

components (~u6 i~y)/2 (Pugh 1987). Their amplitude and

phase are shown in Fig. 7. The coastal-trapped wave on

the Oregon shelf is characterized by CW velocity rota-

tion and south-to-north phase propagation. In Fig. 7,

CW amplitudes are generally large where RMSA is

large and CCW amplitudes are small everywhere, ex-

cept around several large capes.Within a few kilometers

of Cape Blanco, horizontal barotropic current ellipses

are linearly polarized, with the direction of the velocity

FIG. 6. (a) Dispersion curves for the first-mode coastal-trapped waves at Heceta Bank (44.28N; thin black line),

43.48N (thick black line), and Cape Blanco (42.88N; thick gray line). Dashed black lines indicate the Coriolis-

normalized K1 and O1 tidal frequencies. (b) Bathymetry along those sections. Note that for eigenvalue analysis,

bathymetry has been artificially flattened in the abyssal plane.
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FIG. 7. (a) CCWdepth-averagedK1 rotary currents from case TW. (b) CW depth-averaged

K1 rotary currents from case TW. The thick black lines mark the 200-m isobath and the coast,

while the thin black lines mark the rotary current phase (every 308), and the shading marks

rotary current amplitude.
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vector rotation poorly defined. There, maximum CCW

and CW amplitudes are approximately equal, close to

0.10m s21.

The CW rotary current phase shows northward wave

propagation over the shelf in large regions between 42.58
and 43.758N and 448 and 44.758N. Between 42.58 and

43.758N, the K1 wavelength is about 165 km. Between

448 and 44.758N (Heceta Bank), the K1 wavelength is

about 250 km.

For the O1 constituent (not shown), the CW rotary

current shows patterns of coastal-trapped waves similar

to K1. The O1 CW rotary current amplitudes at Heceta

Bank and Cape Blanco are up to 0.04 and 0.08m s21,

respectively.

5. Intensified diurnal tides near Cape Blanco

Data from the HF radar located at the tip of Cape

Blanco confirm extreme velocities at diurnal frequency

very close to the cape. Figure 8 shows a 50-day time series

during June–August 2002 of high-pass-filtered HF radial

component velocity (generally in the north–south di-

rection), both observed (black) and modeled (gray), at

a point off Cape Blanco (marked in Fig. 9). The chosen

location is at the closest radial distance sampled by the

FIG. 8. Time series of HFR-observed (black) and modeled (gray) radial velocity components

near Cape Blanco (location marked in Fig. 8).

FIG. 9. Color field signifies 40-h low-pass-filtered y from 2300 UTC 25 Jun. Black contours

signifyK1 1O1 u (which are in phase during 25–27 Jun) at 0.025, 0.05, 0.075, and 0.1 cm s21, as

computed from high-pass-filtered, harmonically analyzed currents for April–August 2002. The

star marks the location of the HFR time series in Fig. 7.
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instrument. Here observed radial speeds may exceed

0.3m s21. Modeled currents are somewhat larger; the

RMS amplitudes of the model and HFR time series are

0.17 and 0.15m s21, respectively.

The model K1 amplitudes increase toward the tip of

the cape, so it is possible that diurnal tidal currents might

exceed 0.3m s21 closer to the cape. The model predicts

the phase of diurnal oscillations remarkably well and

also predicts variability in diurnal current amplitudes.

These are generally largest whenK1 andO1 are in phase,

during episodes of diurnal spring tides. The period of the

diurnal spring–neap cycle is 13.58 days, about 1 day less

than the 14.88-day period of the M2–S2 spring–neap

cycle.

Events of intensifiedM2 tide may also be identified in

this area. These are intermittent, associated with in-

ternal tide motions, and less predictable than diurnal

tides. An area of strong barotropic-to-baroclinicM2 tide

conversion on the continental slope, 60 km to the

southwest of the cape (see Osborne et al. 2011), may be

influencing circulation here. Still, oscillations evident in

Fig. 8 are predominantly diurnal.

The presence of a narrow, alongshore coastal jet in the

vicinity of this point potentially affects tidal speeds due

to the advection of the jet by the cross-shore tidal com-

ponent. To provide a crude estimate of the significance of

this effect, let (u, y) be the orthogonal (cross shore and

alongshore) surface tidal velocity components. Let us as-

sume that these evolve in the presence of the steady

alongshore background jet V(x). Then the linearized

momentum equation would include the u–V advection

term: yt 5 2uVx 1 . . . , where subscripts denote partial

derivatives with respect to time t and the cross-shore co-

ordinate x. The magnitude of this term is estimated using

model outputs on 2300 UTC 25 June, when both the

model and the HF radar show intensified diurnal currents

near Cape Blanco (see Fig. 8). During this time, the K1

andO1 tides are in phase. In Fig. 9, we show the modeled,

instantaneous (subtidal), alongshore surface current

(vectors), the magnitude of the instantaneous meridional

component V (color), and the amplitude of the average u

(zonal) component of surface diurnal tide currents (theK1

andO1 constituents combined; black contours). The tidal

amplitude estimates have been obtained by harmonic

FIG. 10. (a) Time series of Coriolis-normalized relative vorticity (vertical component) from case TW (gray) and

WO (black) at the point marked with the star in (c). (b) Spectra of vorticity time series from case TW (gray) and case

WO (black), as computed from the entire model run. (c) Close up of Cape Blanco region. Star marks the location of

the time series in Fig. 7 and this figure. Black lines mark the 50-, 100-, 150-, and 200-m isobaths.
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FIG. 11. Instantaneous modeled Coriolis-normalized surface relative vorticity during 20 Apr 2002 for

case (left) TW and (right)WO.Horizontal image pairs [i.e., (a) and (b), (c) and (d), (e) and (f), and (g) and

(h)] are at the same time for the two cases. Image pairs are separated by 6 h [i.e., (c) and (d) are 2 h after

(a) and (b)].
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analysis of the 5-month model time series (April–

August). The location where velocities (shown in Fig. 8)

are sampled is marked by the star. The alongshore ve-

locity in the jet changes between 0.25 and 0.5m s21 over

a distance of 5 km; the corresponding shear is Vx 5 5 3
1025 s21. The cross-shore advection by the diurnal tidal

current with an amplitude of u5 0.07m s21 will provide

a contribution to the tidal y amplitude of uVx/v 5
0.05m s21. So, near the cape, this mechanism may con-

tribute 20%–30% of the observed intensified diurnal

signal. The rest may be attributed to the coastal-trapped

waves and topographic effects.

The same scaling estimates may be applied to other

areas of the shelf, in particular, the wide Heceta Bank

shelf area. Here, case TOS yields K1 amplitudes near

0.02m s21 and case TW near 0.05m s21. The 0.03m s21

increase in the amplitude may be explained easily as the

effect of the advection of the upwelling jet by the diurnal

tidal current. The HF radar (see Figs. 2 and 3) senses the

diurnal tide influenced by this advection.

In addition to being a site with strong tides, Cape

Blanco is a separation point for the equatorward coastal

jet (Barth et al. 2000; Koch et al. 2010; Kurapov et al.

2011). Energetic tides here may contribute to eddy dy-

namics and modify cross-shelf transport. Figure 10a

shows the time series of the model-derived relative

vorticity (vertical component) normalized by the Cori-

olis parameter, f21(›y/›x2 ›u/›y) (where u and y are full

surface currents), in cases TW (gray) and WO (winds

only; black), sampled at the same point as above (see

also map in Fig. 10c) and plotted for the entire model

run. Case TW shows periodic high-frequency variability

in normalized vorticity with peak values exceeding 2,

suggesting strongly nonlinear flows. Vorticity spectra

(Fig. 10b) confirm that case TW (gray) has more power

at higher frequencies than case WO (black), with peaks

appearing at 1 and 2 cpd, corresponding to diurnal and

semidiurnal tides. Also, the Coriolis-normalized vortic-

ity in case TW shows spatiotemporal variability not seen

in case WO. As an example, we show instantaneous

maps of vorticity every 6 h on 20April 2002 (Fig. 11). On

this date, the location of frontal structures in cases TW

and WO are still similar (after a 20-day spinup from the

same initial conditions). Both cases show large vorticity

near Cape Blanco, but the tide acts to fundamentally

change the model kinematics. In the vicinity of Cape

Blanco, the diurnal tide may displace the jet (identified

by the patch of large positive vorticity) by as much as

10 km over one tidal cycle (see Fig. 11, left). In com-

parison, the vorticity field in caseWO is relatively steady

during this time period (Fig. 11, right). Additional

studies will be needed to describe this tidal modulation

in more detail and understand mechanisms that may

influence jet separation at Cape Blanco and other large

capes along the U.S. West Coast (Strub et al. 1991).

6. Summary

Analyses of HF radar surface current data confirm

areas of intensified diurnal tidal currents along the

Oregon coast. In the vicinity of Cape Blanco, where

observed diurnal currents exceed 0.3m s21, the currents

may be a combination of coastal-trapped waves and

advection of the subtidal, wind-driven coastal jet by the

tidal currents. The lattermechanismmay contributemore

than 50% to the diurnal tide current amplitudes over the

wider part of the Oregon shelf (Heceta Bank complex).

Our study reveals the effect of the linearized advec-

tion on diurnal current amplitudes at the surface on

average over the summer season. In future studies, it

would be interesting to learn how this effect extends

through the water column and whether changes in the

strength of the subtidal current influence diurnal current

amplitudes on temporal scales from days to seasonal.

Diurnal wind variability also contributes to elevated

diurnal surface current amplitudes, in particular, in areas

where the strong upwelling jet is found. It is possible that

atmospherically driven diurnal ocean variability in the

area of the jet is also in part determined by the advection of

the alongshore coastal jet by wind-driven diurnal motions.

The 1-km resolution model describes diurnal tide

variability in the vicinity of Cape Blanco qualitatively

correctly and accurately predicts the timing of in-

tensified diurnal tide events. These come during periods

of the diurnal spring tide, when the K1 and O1 tides are

in phase. Variability in the ocean response from one

spring tide period to another may be affected by in-

termittent semidiurnal internal tides and the intensity of

the coastal jet. The ocean model also identifies areas of

locally intensified diurnal tidal currents in the vicinity of

a number of smaller capes. Additional studies will be

needed to understand details of three-dimensional tid-

ally driven circulation around Cape Blanco, as influ-

enced by headland topography (e.g., Signell and Geyer

1991; Geyer 1993; McCabe et al. 2006).

Strong tidal modulation of surface currents in the vi-

cinity of the capes may affect material transports, in

particular larvae dispersion. Areas of high larvae re-

tention rates have been proposed as marine protected

areas. Numerical simulations of larvae dispersion (e.g.,

Kim and Barth 2011) should account for tidal variability

to more accurately predict particle movement and re-

tention in shallow coastal environments.
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