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In cases where complex systems routinely experience extreme operating conditions,

preventative maintenance is often employed to guard against system failure. Yet,

with accessible real-time data and the standard practice becoming prohibitively

expensive, the test stand can serve as a vital contributor to the development of

system health and reliability estimations. Utilizing a research methodology stem-

ming from the prognostics and health management community, this thesis presents

two separate, but related projects where test stands were tasked with populating

component failure model databases. First, an actuator test stand design is as-

sessed and optimized for in-flight experiments, where design recommendations are

offered and the model is shown to rapidly develop electromechanical actuator test

stand couplings. Second, a bearing test stand is used to derive empirical models

for estimating the wear of polymer bearings installed on wave energy converters.

Forming the foundation of the approach is an applicable wave model, sample data

set, and method to impose loading conditions similar to that expected in real seas.

The resulting wear rates were found to be linear and stable, enabling coarse health



estimations of the bearing surface. Further, limitations to the approach and plans

for future experiments are also discussed. The work described in this thread pro-

vides a benchmark for a larger, more comprehensive reliability assessment of wave

energy devices.
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Chapter 1 – General Introduction

Complex system design is an exhaustively iterative process that requires decades

to perfect, particularly where extreme operating conditions exist [3, 4]. It is these

operating conditions that render (from an engineer’s perspective) the success of

a complex system be illustrated with reliability statistics and budget overruns.

And so, typically during the design process, various test stands are built to prove

concepts, validate mathematical models, and generally instill confidence in the

system’s performance estimates. These estimates can range from an engine’s power

output, to a communication antenna’s gain, to an actuator’s failure rate. The latter

being used precisely as a means to quantify reliability. Here, the component failure

rates and other related failure information are of great importance because they

build a foundation for the system health management framework and ultimately,

the system reliability estimations.

Therefore, a test stand can be tasked with validating, where applicable, the fail-

ure rate used within reliability calculations and system health decisions. In other

words, by designing the test stand to impose comparable operating conditions,

single or multiple components can be sacrificed to gain the necessary information

for modeling the component’s failure (i.e., life), and subsequently the system’s

health [5]. Yet, the quality and efficiency at which the test stand itself is designed

and implemented can impact the system’s original cost projections, performance

estimates, or project feasibility.

And so, a methodology born in the prognostics and health management (PHM)

research community [6] was consulted to provide a platform on which test stand
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research can be integrated into a larger, more comprehensive effort to assess system

health. A general outline is shown in Fig. 1.1, where the path to implementing

and relying upon a prognostic solution begins with high-level system requirements

(health predictions for subsystems and / or the system itself) that define the sub-

sequent metric, fault, and sensor selection process. Next, the third block deter-

Select	
  
metrics,	
  
faults

System	
  
Requirements

Determine	
  sensor	
  
suite,	
  approach,	
  
component	
  

samples	
  required

Develop	
  test	
  
scenarios	
  to	
  
age	
  the	
  

components

Build	
  models,	
  
RUL	
  algorithms	
  
(uncertainty)

Es@mate	
  RUL	
  and	
  
compare	
  with	
  
actual	
  failure	
  

@mes

Verify	
  and	
  
validate	
  models	
  
+	
  algorithms

Figure 1.1: A universal PHM research methodology.

mines the most appropriate approach in terms of desired performance, available

resources, and acceptable uncertainty to satisfy the component-level predictions.

Here the proper number of samples to sacrifice for an accurate inference is also

set. The fourth block ascertains the test scenarios, design of experiments, testing,

and data collection, while the fifth block is dedicated to building models and re-

maining useful life algorithms for nominal and faulted conditions. The last two

blocks encompass the health estimation and actual usage comparisons, in addition

to the verification and validation sequences. A good application of the entire PHM

research methodology estimated battery capacitance over time using high quality

test chambers [7]. For this work however, only a few blocks of the methodology

are addressed for two prognostic domains.

1.1 Thesis Organization

This thesis is presented in two parts: the first lies within the actuator prognostics

domain, where questions contained in blocks three and four are addressed, while

the second is concerned with polymer bearing prognostics and addresses questions
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contained in blocks three, four, and five. In each part, a test stand was the fulcrum

of research, where first, an actuator test stand design was optimized for electrome-

chanical actuator experiments and second, a bearing test stand was employed to

produce bearing health estimations. In summary, the purpose of this research is to

provide the designer with insight for assessing test stand design aspects that affect

failure information collection and ultimately, how to effectively use a test stand

within a system’s health estimation research methodology.

The two parts of this manuscript thesis are built off three papers that de-

scribe the effect of a prognostics and health management (PHM) based research

methodology on test stand design and practice. Specifically, the application of

electromechanical actuator failure experiments and wave energy converter bear-

ing wear estimations. The first two papers make up part one, while the third

manuscript is part two. The contributions of each paper are as follows:

• Treating the test stand as a system, reliability assessment procedures were

applied to determine design issues that affect test stand availability and

reliability to the researcher. Design modifications and recommendations are

also suggested for future electromechanical actuator test stands.

• Using the original actuator test stand as an example, a coupling was opti-

mized for a commercially available actuator to improve performance and fail-

ure data correlations. By implementing this model, researchers can rapidly

develop their own electromechanical actuator test stand couplings.

• An initial effort to assess wave energy converter bearing health based on

PHM techniques is described. Test stand benchmarking is conducted to

classify polymer bearing wear for representative set of wave parameters.
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1.2 Limitations of the Research

As with many research projects, there are use cases where the contributions are

directly applicable and other, similar cases, where significant re-work would be

needed. For the actuator test stand investigation, the contributions can be ap-

plied to the original actuator test stand that is currently in use [8] and future

test stands with one load actuator and two test actuators, regardless the type of

actuator. When considering the bearing test stand, the use case is limited to pres-

sures and velocities safely achievable by the test stand. Therefore, applications of

the bearing test stand can increase by enabling force (and consequently pressure)

control coupled with a smoother, larger range of surface velocities.
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Chapter 2 – Reliability Based Design Recommendations for an

Electromechanical Actuator Test Stand

2.1 Abstract

The quality and robustness of data sets of faulted electromechanical actuators

(EMAs) are necessary to strengthen aircraft prognostic data analysis of such sys-

tems. Primary flight surface control actuators are of particular interest because

the lack of known failure data erodes the confidence of the component and subse-

quently sub-system health predictions. To aid in this research, an EMA test stand

has been designed and built to help in predicting the life and wear characteris-

tics of faulted actuators with respect to their nominal counterparts. Faults are

injected into the actuator during in-flight experiments while actuator parameters

are recorded and then post-processed on the ground. This paper provides a reli-

ability and availability assessment of the current EMA test stand design. Using

the performance history of similar components in the field, this work specifically

demonstrates design aspects of the test stand that affect test system operation

and fault data quality. The study has been conducted to validate the test stand

design, as well as offer design recommendations to increase test stand availability

to supply quality and robust fault to failure data sets.
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2.2 Introduction

Electromechanical actuators (EMAs) have been sought recently as the future of

primary flight control surface actuation [9]. Centralized hydraulic and electrohy-

draulic actuators are the current state of the art and although their installations

are well understood, they are inefficient, require massive amounts of maintenance,

and are susceptible to single point-failures [10, 11]. Commercial airlines have used

centralized hydraulics for over 30 years while the military has installed the electro-

hydrostatic actuators (EHA) onboard the most recent flagship aircraft: the F-35

joint strike fighter. EMAs provide an alternative to accomplish the same task

while at the same time being operable in space, passively cooled, lighter, more

maintainable, and easier to integrate both mechanically and electrically into the

aircraft [12]. Therefore, they are of particular interest over a wide range of appli-

cations from ships [13, 14] to aircraft [15, 16, 17]. However, their benefits come

with a price: the inherent failure modes within the EMA require an advanced

prognostics and health management (PHM) system and/or condition-based main-

tenance (CBM) system to be installed, guaranteeing the actuation system is as

reliable and robust as its predecessors. The task of the PHM/CBM system is to

detect and isolate incipient and abrupt failure modes as well as predict their ef-

fect on primary actuator control performance [18]. As embedded diagnostic and

prognostic technology matures, these systems can be implemented to complete life

and mission critical tasks [19, 20]. The science of prognostics is often convoluted

and difficult to apply to a complex system [21, 22, 23]. Yet, predicting faults in

components whose environment is often highly stochastic can be made easier by

employing knowledge bases of seeded failure data sets [24, 6]. Specifically, building

test stands to inject known faults into components, running experiments in an en-
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vironment similar to their operating conditions, recording component parameters

(motor current, temperature, position and velocity error rates, vibrations), and

identifying fault signatures in the actual operating environments become very crit-

ical. This is due to the fact that prognostics cannot rely on mathematical models

and real time data alone, because most diagnostic techniques assume the fault or

failure is either physically and mathematically derivable, insensitive to extraneous

variables, and uncorrelated with other features. In reality, one or more or these

assumptions are not true [5]. The true fault signature is most often buried deep

within the raw data and that very real fact is all the more reason to invest in the

collection and study of quality failure data sets.

Very little failure data is publically available to the field of prognostics that is

not from a laboratory setting or completely artificial [25]. To address this problem

for actuators in particular, a body of research has emerged to not only seed fail-

ures in EMAs [26, 27, 28], but also to diagnose, predict, and control them when

a failure does occur [29]. An EMA test stand is currently going through flight

experiments at NASA Ames Research Center. To complement the design for fault

seed experiments, a reliability and risk study must be completed, assessing the

test stands effectiveness at providing a platform for those experiments [30]. Meth-

ods and techniques will be taken from a mature field of research that focuses on

ascertaining system reliability [31, 32, 33, 34].

To address this need, this paper presents an availability and reliability study

conducted on the original operational flyable EMA test stand design [35, 1] using

three traditional fault and reliability analysis techniques, that is, FMECA, fault

tree analysis and reliability block diagrams. The purpose of the test stand is to pro-

vide a platform for running seeded fault experiments onboard aircraft. This paper

will help establish FLEA availability, as well as component and system reliability
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characteristics of these actuators during operation and testing. The comparison

of results from the different tools will help qualify the test procedures and the

test stand itself for airworthiness and for verifying that the data obtained can

be applied to actuator health predictions. The following sections present related

background for the study, how the software tools calculate the desired metrics,

uncertainties within the component models, followed by results, discussion, and

design recommendations.

2.3 Related Work

One of the goals of prognostics is to supply information about component and

system health in a timely manner to interested parties, including pilots (in case

of flight-critical failures), maintenance crews (asset management), field captains

(mission-critical failures), or even the aircraft itself (automatic reconfigurable con-

trol strategies). Having direct access to this information will improve air safety,

cost of ownership, and time for repairs. The military has published handbooks

NPRD-95 and MIL-HDBK-217F that contain high level component replacement

information, but nothing regarding types of failures, fault signatures, or actuator

class [36, 37]. The authors, in collaboration with NASA Ames, are beginning to

build the knowledge base for EMA failures by means of an EMA test stand designed

and built on behalf of NASA Ames Research Center. Having run flight test aboard

a C-17 and scheduled for the UH-60 platform, the test stand has demonstrated it

is operable in flight. At this stage, design improvements are sought, and can be

made regarding the assumptions behind the fault injections, test procedures, and

system operation; basically a study to decide the validity of inferences drawn from

the data sets [1].
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2.3.1 The EMA Test Stand

The EMA test stand, hereby referred to as FLEA (short for FLyable Electrome-

chanical Actuator) is a proof of concept platform built in 2009 to record data of

faulted EMAs passively operating onboard aircraft [35]. Installed as cargo, it con-

tains three EMAs one load and two test actuators coupled with electric magnets

(Fig. 2.1), a computer and data acquisition system, several sensors, and an exter-

nal shell filling a 450 mm cube. Adaptors for user/flight engineering interfaces are

located on the outside of the shell. FLEA communicates with the flight data com-

puter via serial or ethernet ports and obtains dynamic pressure, attack & incident

angles, and other parameters to calculate an input load for the respective actuator.

Each test actuator follows a flight profile in terms of position and velocity while

a switch arbitrarily determines if the nominal or faulted actuator is in service.

Each test actuator contains a sensor suite recording the same parameters: housing

and ball nut vibration, motor and ball nut temperature, motor current, voltage,

position, and velocity. These measurements are then recorded and available for

download and post-processing once the flight has ended.

2.3.2 The Need for Availability

In the models used for this paper, the concept of availability is used and is hence

defined briefly here. FLEA is unique in that it is not always operating, it undergoes

preparations in the lab before each experiment onboard the aircraft. Therefore,

any problem found during experiments can be addressed before the next one. Yet,

during experiments, FLEA must operate as designed because if a failure was to

occur, a great deal of time and money is wasted. A low probability of unavailability

during any given flight time is desired.
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Figure 2.1: The actuator assembly, where only one test actuator is connected to
the coupling at a time.

2.3.3 The Need for Reliability

In addition, the concept of reliability is used in the models that describe FLEA

usage. For FLEA to be considered reliable, it will have to operate successfully

for the duration of each flight, supplying quality data, without an unexpected

or unscripted error. Since the period of time required to obtain the test results

(beginning from fault inception to declared failure) is unknown, FLEA must be

able to operate for an indefinitely long period of time; or in other words, have a high

probability of reliability. FLEA is designed to operate in an aircraft environment

with the assumption that no failures will occur in the testing apparatus that are

not intentional. In a real world application, EMAs have proven to be unreliable

with respect to their ball nut assemblies. Part of the purpose of this study is

to determine what the useful life expectancies of FLEA components are as they

were designed. A reliable test stand will operate free of unintended errors until

the conclusion of the experiments. Risks associated with lowering this probability

include failure to provide usable data, generating misleading data, or the life of
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the load actuator (or even the actuator that is presumed nominal) being shorter

than expected.

2.4 Analysis Tool Characteristics

Assessing system reliability can provide critical insights and information to the de-

signer, including relative component contributions on a system level. By ensuring

that each possible failure mode of each component is examined for its effect on

the performance and reliability of the overall design, these methodologies greatly

reduce omission errors and increase system functionality. The analysis of FLEA

will be performed using ITEM Toolkit’s modules for fault tree analysis (FTA),

and reliability block diagrams (RBD) [38]. A separate FMECA will also be pre-

sented highlighting mechanical components custom built for the fault injection

experiments.

2.4.1 FMECA

Failure Mode, Effects and Criticality Analysis (FMECA) is a widely used infor-

mation tool in engineering [39, 40]. This reliability study will complete a brief

FMECA of parts of the system not already covered in related work [27]. Expert

knowledge will be the basis for the initial guesses of severity, detectability, and

occurrence. These three parameters will be multiplied together to form the Risk

Priority Number (RPN). By focusing design efforts on components with the largest

RPNs while cross checking with the reliability model predictions, a more reliable

FLEA may be designed. While FMECA is good at identifying initiating faults,

and determining their local effects, it is not good at examining multiple failures
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or their effects at a system level. The following tools allow for system inference of

failure propagation.

2.4.2 Fault Tree Analysis

Fault Tree Analysis (FTA) is a top down approach to failure analysis [41]. The

analysis begins with an undesirable top state and attempts to determine all of

the component failures or combinations of failures that could contribute to that

undesirable top state. As with FMECA, the data for this analysis relies on ex-

pert knowledge to correctly identify all of the contributing failures and the logical

connections between them in addition to populating the model with reliability

parameters.

The analysis tree is built with failure events coupled with logic gates to show

the contributions of each component on system reliability. FTA can indicate how

well a system can withstand single or multiple initiating faults and how those faults

interact. For this study, each failure event is focused on mechanical failures with

two reliability parameters failure rate and repair rate.

2.4.3 Reliability Block Diagram

A Reliability Block Diagram (RBD) is a graphical method for determining how

component reliability contributes to the reliability of its overall system [42]. An

RBD is a series of blocks representing system components that are connected in

series or parallel depending on whether or not the system is operable given the

failure. The system is available if and only if a linear unbroken path is possible

from start to finish. For this study, each component is given a failure and repair
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rate, assuming that after each failure the system is unavailable for the duration

of the failed components repair rate. Both FTA and RBD return the same prob-

abilities: system unavailability and reliability, along with percent of component

contributions to system reliability.

2.4.4 Component representation

The homogeneous Poisson process is an appropriate preliminary model to employ

for representing component failure rates in reliability block diagrams and fault

tree analyses [43]. Consider a component with attributes λi and µi denoting mean

failure rate relative to the total time (including repair durations) and mean com-

ponent repair rate for each failure, respectively. The value λi can be calculated

by dividing the number of component failures over a period of time by the pe-

riod length (include repair times). The value µi can be calculated by dividing the

number of component failures by the sum of repair times over a period of time.

For example, if a component took 48 hours to repair once, its repair rate value

would be 0.0208. Hence, the component model describes the random failures and

repairs of the component in rate per unit time, is completely described by the two

parameters λi and µi, and consequently holds the following assumptions:

1. Component failure rates do not change with time

2. Components experience random failures in time, independently of each other,

and each failure entails a random duration of repair before the component is

put back into service

3. Failed component repair duration is independent of the states of other com-

ponents
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4. The component faults within the system are ergodic, that is, the model

employs a statistical concept stating that inferences are possible about a

system over a short period of time that hold regardless of how long it has

been in operation.

The reliability models will use the following equations to calculate both component

and system probabilities and percentages. The following equation determines the

probability that a component (i = 1) is unavailable for operation at any given

time t (Eq. 2.5), known as component unavailability [38].

Q(t) =
λ

λ+ µ
(1− e−(λ+µ)t) (2.1)

The probability that a component will fail per unit time t, given that it was working

correctly at time zero, is denoted as the component failure frequency (Eq. 2.2).

ω(t) = (1−Q(t))λ (2.2)

2.4.5 System Representation

Once each component is modeled using dedicated failure and repair rates, cut sets

must be defined. A cut set is the minimum set of components whose joint failure

results in system failure. The failure frequency of an individual cut set is shown

in Eq. 2.3:

ωCutSet =
n∑
j=1

ωj
n∏

i=1 i 6=j
Qi (2.3)
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where n is the number of events within the cut set, ωj is the failure frequency of

the jth event in the cut set, and Qi is the unavailability of the ith event in the cut

set. The failure frequency of the system is shown in Eq. 2.4:

ωSystem =
n∑
i=1

ωCutSet(i)

n∏
j=1 j 6=i

(1−QCutSet(j)) (2.4)

where n is the number of cut sets within the system, ωCutSet(i) is the failure fre-

quency of the ith cut set, and QCutSet(j) is the unavailability of the jth cut set. Next,

the overall system reliability is calculated using the system unavailability, given by

Eq. 2.5:

R(t) = e−(1−Q(t)) (2.5)

Reliability is defined here as the probability the system is operating from time

zero to time t, given the system was repaired to an operational state at time zero.

Another parameter of interest is the conditional failure intensity (CFI) seen in

Eq. 2.6, which represents the probability the system will fail, given it was working

as designed at time 0.

λ(t) =
ωSystem(t)

1−Q(t)
(2.6)

Finally, to determine a specific events contribution to the system unavailability,

the Fussell-Vesely importance measure is used, shown in Eq. 2.7.

IMPFV =

∑
QCSwithBlockEvent∑

QCSTotal

(2.7)

Here, the metric sums the cut set unavailability given a specific failure with respect

to total cut set unavailability. A change in the unavailability of a high importance

valued event will have a significant effect on system unavailability.
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To summarize, component unavailability and failure frequency will be com-

puted for the system calculations, failure frequency is the probability of a failure

within time t, independent of whether a failure has occurred before time t. The

reliability and the conditional failure intensity metrics give pure values for the

probability of a working system and no failures occurring during operational time.

Keeping all this in mind, we can proceed with the mathematical modeling frame-

work. However, several uncertainties must be considered regarding component

integration and design before failure and repair rates are populated, discussed

next.

2.5 Component Reliability Models

The following discussion is intended to analyze potential sources of model uncer-

tainty and the effects on the components failure and repair rates.

2.5.1 Reliability Data Sources

In order for the analysis tools to be used, each component must be linked with a

failure rate (usually in failures per 106 hours) and repair rate (number of repairs

per duration of repair). NPRD-95 and MIL-HDBK-217F reliability data is derived

from maintenance records collected from 1970 to 1994 and statistically analyzed to

a standard measured in failures per million cycles; they will be the primary source

of failure information for this study. The fact that this information was collected

from actual field data increases the confidence of the model results. While the

failure data is not specific to any particular part or manufacturer, it is a good

indication of what can be expected from any given class of part. Neither handbook
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contains repair rates, therefore, they will be estimated for all components based

on expert knowledge of FLEA during building and testing [35]. Also, to complete

the models, failure rates of components not contained within the handbooks were

estimated by the authors.

For this study, it is assumed that the airborne rotary wing (ARW) or helicopter

environment can be used to adjust published reliability data numbers. Failure rates

under this designation generally have higher failure rates than those installed on

ground units or other airborne platforms. Tbl. 2.1 shows critical FLEA component

failure parameters. In this table, GB indicates a ground laboratory assignment, AI

Table 2.1: Components failure rates found within NPRD-95 and corresponding
environmental factors within MIL-HDBK-217F.

Component Environment Failures per 106 hrs Factor

Linear EMA ARW 1108 16

Linear EMA GB 78 1

Accelerometer AI 603 6

Thermocouple ARW 63 16

Optical Encoder GM 206 7

Load Cell GF 22 2

indicates general airborne inhabited areas without environmental extremes, GM

indicates equipment installed on wheeled or tracked vehicles, and GF indicates

ground fixed position. The purpose of Tbl. 2.1 is to show the relative failure val-

ues of similar components assumed to be designed and installed properly. For this

reason, if the data found for FLEA components was not directly taken from the

ARW environment, the actual failure rates were multiplied by the appropriate fac-

tor. However, the two components taken directly from ARW have been multiplied

by an additional factor based on built in design modifications for measuring ball
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nut vibrations. Furthermore, knowing FLEA was constructed as a prototype, it is

safe to assume that the component failure and repair rates will be much larger.

Repair rates will be estimated in terms of business days for completion includ-

ing time for: removal, shipping, custom machining, installation, calibration, and

testing. For example, the linear guide assembly repair rate is 0.0416 or one repair

per 24 business hours.

2.5.2 Base Plate

The foundation of the test stand is the base plate it constrains all actuator and

linear rail degrees of freedom. Vertical displacement and two rotational degrees

of freedom are constrained with the top face of the plate while the remaining

two displacements and one rotational degree of freedom are constrained by the

hole patterns. FLEA reliability is affected through misalignment of the actuator

and linear guide assemblies and indirectly from the strength of aluminum threads

within the base plate. Errors in the hole patterns for the actuator mounts and linear

rails as seen in Fig. 2.2 easily propagate to interacting components and the fault

data produced. Steel fasteners gall aluminum threads quickly as the linear rails

have been seen shifting during lab experiments and considering the high vibration

environment of a helicopter, the threads become a much more significant design

challenge. As for assigning a failure rate, the rate due to fully reversed shear

loading has been calculated as negligible, but thread failure rate due to fastener

insertion and removal has been estimated as 2.5 ∗ 10−4 per thread: assuming the

thread strips after 100 secure cycles and an average of 1 secure cycle per 40 hours.

Furthermore, base plate repair rate has been estimated at 0.0125.
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Figure 2.2: Hole patterns on the base plate.

2.5.3 Actuators

Three variables negatively affect the reliability of the three actuators installed,

including their alignment relative to each other and to the linear guide assembly,

coupling to the guide assembly, and fault modifications. Throughout the design

process it was assumed that the actuators would travel parallel to each other and

the linear rails. Misalignment however, has proven to be a very real problem in both

actuator performance and data collection. During misalignment, the motor will

draw additional current to overcome the additional resistance required to travel the

same distance shortening useful actuator life and masking the true motor current

signal with a false one. Next, space constraints required tabs to be welded under

the gearbox casing for added support and attachment to the base plate Fig. 2.3).

These actions are not manufacturer approved and introduce misalignment issues.

Next, the test actuators couple to the rigid bar via electric magnets and steel

disks threaded over the actuator stud. These disks (seen on the right of Fig. 2.4)

have unthreaded themselves during testing, ultimately resulting in zero actuator
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coupling. Assuming the actuator stud threads are rolled steel and experience 100

lbf of fully reversed tensile loading, fatigue analysis estimates 7.45∗109 cycles until

thread failure. Of course the threads do not undergo pure tensile loading due to

alignment issues, but for testing purposes thread failure is negligible. But, the

loosening of the steel disk is not, while it may shear threads if aggravated. Also,

several modifications to the actuator housing were completed so that sensors could

monitor important measurements, particularly aspects of the ball nut (Fig. 2.4).

Figure 2.3: Tabs on the bottom of the actuator housing provide additional support
and rigidity.

Figure 2.4: The thermocouple and accelerometer shown measure bearing raceway
temperature and ball nut vibrations respectfully.

Here, the seals have been bypassed and the lead screw is completely exposed to the

environment, exacerbating bearing and ball nut debris problems. In general, flight

certified actuators contain a thrust bearing for alleviating radial loads on the ball
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bearings, but one does not exist for the actuators FLEA is testing. Nevertheless,

each actuator is assigned a different failure and repair rate as seen in Tbl. 2.2. The

Table 2.2: Actuator failure and repair rates.

Actuator Failure Rate Repair Rate

Load 2.86 ∗ 103 1.38 ∗ 10−2

Nominal Test 3.32 ∗ 10−3 1.04 ∗ 10−2

Faulted Test 5.52 ∗ 10−3 0.83 ∗ 10−2

logic behind the failure rates is based first off the original 1108 failures per 106

hours value in Tbl. 2.1, factors for the quality of the actuator, fault modifications,

alignment (tolerance stack up from the base plate, actuator block mounts, rigid

bar, and linear rails contribute to a vertical misalignment of up to 0.01 inches),

couplings, and the load actuator for operating twice as long as either test actuator.

For estimation purposes, these values are reasonable for a prototype test platform.

2.5.4 Linear Rails and Guide Blocks

The linear rail and guide block assembly is the foundation of the coupling, leading

the actuators along a linear path and supporting the electric magnet. Positioning

the rails relative to the actuators is a significant step for assuring quality FLEA

operation. The linear rail manufacturer publishes formulas that will help predict

the life span of their slides based on an applied radial load P , as shown in Eq. 2.8,

50(
C

P
)3 = Life(km) (2.8)
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where C is the basic dynamic loading for the model of slide (8.33 kN). Misalign-

ment causes the applied load and although this load is difficult to calculate, the

manufacturer publishes empirical data linking vertical and horizontal displacement

with a rolling resistance [44] as well. Vertical misalignment is not an issue with

the linear rail life estimate as the guide block is able to absorb a vertical displace-

ment between the two rails up to 0.01 inches and the current tolerance is below

that value. Horizontal misalignment however is a significant issue as base plate

machining may easily produce tolerance errors where upon a displacement of 0.004

inches imposes almost 6 extra lbf of rolling resistance. Fig. 2.5 is used to infer the

linear guide assembly failure rate. The applied load P is derived by straining the

rigid bar for a displacement value, while the 4 inch travel along the rail is com-

pleted an average of once per ten seconds. Since the experimental failure rates for

the linear guide assembly were determined based on data from slide performance

in a laboratory setting, the actual failure rate was multiplied by a factor of ten to

approximate a helicopter environment. Therefore, assuming a 0.003 inches hori-

zontal misalignment, the failure and repair rate for the linear rail and guide block

assembly were set at 2 ∗ 10−30 and 4.16 ∗ 10−2 respectively.

2.5.5 Sensor Features

Equally as important as the components they are attached to, the sensors must

operate and record data reliably. Their installations are of particular importance

because of the prototype nature of FLEA. Four accelerometers, four thermocouples,

and one load cell are the most critical sensors because they measure essential pa-

rameters for the fault data sets, are exposed to the environment, and require wires

plus signal conditioning. The ball nut sensor installations require machining of the
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Figure 2.5: A graph depicting linear guide assembly failure rate (solid line) and
THK rolling resistance, relative to a horizontal displacement.

actuator housing for access and careful attachment and routing of accelerometer

and thermocouple wires. The thermocouple is located along the bearing raceway

inside the ball screw assembly, while the wiring to the signal conditioning board

is delicate. The accelerometer mounts to a metal block glued to the ball nut while

a few 4-40 threads secure the sensor in place. The load cell is rigidly connected

to the load actuator and rigid bar using two threaded bolts. Tbl. 2.3 shows the

suggested failure and repair rates within the models.

Originally taken from Tbl. 2.1, the sensors were multiplied by the environmental

factor and corresponding design uncertainties and divided by 106 to arrive at their

current value. The accelerometer bolt has loosened during testing and come in

contact with the actuator housing, rendering the experiment useless and along with

the load cell, is subject to high transient vibrations during testing and experiments.

The failure rates reflect the designers concern about flight environment effect on

critical sensors.
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Table 2.3: Sensor failure and repair rates.

Component Failure Rate Repair Rate

Accelerometer 7.60 ∗ 10−3 4.16 ∗ 10−2

Thermocouple 1.26 ∗ 10−3 2.50 ∗ 10−2

Load Cell 6.16 ∗ 10−4 4.16 ∗ 10−2

2.5.6 Others

Components not included in the handbooks, too abstract to calculate, or not con-

sidered critical to FLEA reliability are given an average failure rate of 2.0 ∗ 10−4

and 1.3 ∗ 10−2 repair rate. These components are either over-designed, electronic,

or software related.

2.5.7 Summary

This section has presented critical FLEA components and their integration issues

with the rest of the system and how they affect overall reliability. The following

models will indicate the component contribution to system reliability, opening the

design for needed changes.

2.6 System Reliability Model Development

With the necessary components thoroughly analyzed with respect to their reliable

generation of quality data sets, ITEM Toolkit can be used next to calculate the

system parameters of interest: unavailability, reliability, failure frequency, and in-

dividual component contributions to system availability. A FMECA is presented

along with fault tree and reliability block diagrams developed using ITEMs mod-

ules.
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2.6.1 FLEA FMECA

The FMECA presented in Tbl. 2.4 is the standard benchmark for critical compo-

nent identification. Completed from the original FLEA designer and testers point

of view, it encompasses custom FLEA components and actuator modifications not

covered in previous detailed FMECAs [27]. The table focuses on FLEA installa-

tion and operation. An interesting note is to see how the risk priority numbers

and Fussell-Vesely values correlate.

2.6.2 FLEA Fault Tree Model

The FLEA fault tree model is shown in Fig. 2.6. The fault tree has a top state of

bad/no data, meaning the analysis focused on finding origins of the measurement

and recording (or lack thereof) of non-quality data; non-quality data being an un-

reliable source in actuator health predictions. The model begins with identifying

the last place the data resides before download after flight experiments on the

computer hard disk. From there the model propagates through the electrical com-

ponents followed by the mechanical components, stopping at the FLEA structure.

Most of the electrical and computing entities of FLEA were not populated with

failure or repair rates because they were considered insignificant relative to their

mechanical counterparts and little justifiable reliability information is available.

Each of the initiating events (round symbols) represents a component of the test

stand that may introduce or cause misleading data. Primary focus is on the bot-

tom two levels of the tree; here the sensors, couplings, and actuators reside inside

the actuator assemblies.
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Table 2.4: A FMECA of the FLEA system, containing only custom components,
where D = Detectability, O = Occurrence, and S = Severity.

System Component Fault Failure D O S RPN

Actuators

Load Actuator ex. duty cycle no force control 3 6 8 144

misalignment bad data 6 5 3 90

Nominal misalignment bad data 6 5 3 90

Faulted fault inj. mod no data 5 5 8 200

Coupling

linear rail misalignment overloading 4 8 5 160

build error bad data 5 3 5 75

guide block misalignment bad data 4 8 5 160

overloading flaking / bad data 6 4 3 72

load cell overloading no force control 5 5 9 225

short circuit no force control 5 1 8 40

open circuit no force control 5 1 8 40

rigid bar misalignment bad data 3 4 5 60

electric magnet open circuit no couple/no data 7 1 8 56

short circuit no couple or data 7 2 8 112

steel disk loose thread liberation 6 7 9 378

fasteners strip thread bad data 3 6 8 144

Structures

base plate thread strip bad data 8 7 8 448

hole accuracy bad data 3 4 4 48

tslot loose fastener inc. vibrations 8 2 4 64

Data Acquisition

ball nut mount casing contact no vibration data 4 3 9 108

accelerometer high vibration no vibration data 3 3 7 63

coupling no vibration data 7 4 7 196

thermocouple ground no temp. data 3 4 7 84

severed wired no temp. data 7 3 7 147

signal processing open circuit no data 3 2 5 30

short circuit no data 3 3 6 54
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Figure 2.6: System fault tree model. Top state is no/bad fault data, dropping into
the central processor, data acquisition, sensors, actuators, and support hardware.
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2.6.3 FLEA Reliability Block Diagram Model

The FLEA reliability block diagram is shown in Fig. 2.7. Starting with the load

actuator, mechanical energy is imposed on the actuator assembly for the duration

of the flight experiment. A linear force is transferred to the coupling while an

equal and opposite force is transferred to the actuator mount. The nominal and

faulted test actuators distribute energy to their respective sensors, followed by the

securing components to the base plate. For availability verification, a node exists

after each parallel group of components that requires all paths flowing into it, be

available for successful system operation.

Figure 2.7: System reliability block diagram. START node on left initiates path
from flight computer, into the system, ending with the base plate and other sup-
porting structures.

2.7 Analysis Results

Running the models and calculating reliability values per the equations defined in

section 2.4.5, ITEM toolkit generates tabulated results detailed in the following

sections. A time of operation was defined as two hours, or the average flight test



30

Table 2.5: ITEM toolkit fault tree analysis results.

Parameter Probability

Unavailability (Q) 0.094

Failure Frequency (ωsys) 0.046

CFI (λ) 0.051

Reliability (R) 0.963

FV Contribution

Accelerometers 0.58

Fault Actuator 0.11

Thermocouples 0.10

Nominal Actuator 0.06

Load Actuator 0.05

duration for EMA fault injection experiments.

2.7.1 Fault Tree Analysis

The model suggests a high probability of reliable FLEA operation during a flight

experiment. The analysis results from ITEM, shown in Tbl. 2.5, indicate that

FLEA has over a 96% chance of operating as designed during the two hour test.

However, there is a 5% chance FLEA experiences some sort of failure during the

two hour window. It appears from the ranking of components via the Fussell-Vesely

calculation that the components most likely to cause problems are the accelerome-

ters, responsible for over half of the system unavailability. Comparing the percent

contributions relative to the FMECA, the components do not necessarily match

up with the highest risk numbers. This may be due to the bias within the FMECA

and lack of failure data regarding the custom components.
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2.7.2 Reliability Block Diagram Analysis

The second reliability model also suggests a high probability of experiment com-

pletion, as the analysis results indicate a 98% change of reliable operation. Tbl. 2.6

presents the output from ITEM; FLEA appears to be a more reliable system ac-

cording to this particular analysis. Furthermore, there is less than a 5% chance

FLEA experiences a failure during testing. The Fussell-Vesely calculations also in-

dicate the accelerometers contribute the most to system unavailability as a result

of the long repair time and multiple installations. Checking with the FMECA,

the one accelerometer does not have the highest risk, however when multiple are

added together, then the FMECA begins to agree with the fault tree analysis. The

high risk associated with the base plate and steel disk are not reflected with the

analysis.

Table 2.6: ITEM toolkit reliability block diagram results.

Parameter Probability

Unavailability (Q) 0.085

Failure Frequency (ωsys) 0.042

CFI (λ) 0.046

Reliability (R) 0.912

FV Contribution

Accelerometers 0.62

Fault Actuator 0.12

Thermocouples 0.11

Nominal Actuator 0.07

Base Plate 0.04
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2.8 Design Recommendations

The results presented here address critical component design and reliability anal-

ysis, and provide a dearth of design recommendations for building the next gen-

eration test stand that can more reliably generate quality actuator fault data sets

and hence enable better actuator health monitoring. First, we acknowledge the

fact that there is only one FLEA available for analysis, and that obtaining accu-

rate component failure and repair rates is difficult; nevertheless, we believe that

the reliability information was obtained from a legitimate source and used valid

assumptions. Second, the standard FMECA was completed by the original FLEA

designer and builder, which might introduce some bias; however, we believe that

the designer was most intimately involved with the test stand, and hence is a re-

liable source for this information. And finally, the study was taken a step further

by including fault tree and reliability block diagrams, albeit requiring stringent

model assumptions; they produced meaningful results, at least from a mechanical

point of view. Nevertheless, the validity of the model assumptions must be taken

into consideration. The output is not coupled with a confidence level because the

sample size is one, but that should not discredit the results. In fact, all of the as-

sumptions expressed in section 2.4.4 do not hold over the life of FLEA; component

failures do propagate through the system, failure rates do change over time, and

as with any system with humans in the loop, ergodic trends will surface. But for

a two hour flight time, the assumptions hold true. Therefore, the following FLEA

design recommendations are given:

• Require CNC machining for all alignment sensitive components

• Design for quick repair of high risk components
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• Secure FLEA components

• Increase actuator assembly work envelope

• Avoid the use of steel screws in aluminum plates

• Ensure FLEA enclosure is free of debris

• Add service loops and stress relief to all wiring within the test stand

2.8.1 Ensure Alignment

Refering to Tbls. 2.5 - 2.6, in order to reduce the actuator unavailability con-

tribution, actuator alignment is one design aspect that could be changed. Flight

surface control actuators are usually installed as two-force members, allowing for

additional degrees of freedom as the controlled flight surface directs the flight sur-

face. As a result, their alignment is constrained to a single plane. It is difficult

to replicate this setup in a test environment because the actuators are coupled

and de-coupled from their load; so the actuators must be constrained in all six

degrees of freedom and hence their fixed alignment is of paramount importance.

CNC machining is advised for the hole patterns on the base plate and the rigid bar

because the remaining actuator assembly parts are installed relative to their loca-

tion. To replicate the actuator environment and measure similar loading effects,

this recommendation is critical to the quality of FLEAs fault data sets.

2.8.2 Design for Quick Repair of Critical Components

Each repair rate holds the assumption that the component being repaired is not

immediately available and must be ordered, machined, installed and calibrated
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like new. Having sensors and other high-risk electrical or mechanical components

ready for installation is advised for quick turnaround. This practice would re-

duce the amount of accelerometer and thermocouple contribution to the system

unavailability.

2.8.3 Secure FLEA components

The steel target disks should be secured with cotter pins or lock nuts and wash-

ers. Press fits or synthetic thread locks are also an option. The liberation of

the steel disk within a high vibration environment is very likely, but nonetheless

unacceptable. The actuators, sensors, linear rails, and the rigid bar should also

be assembled with fasteners that contain lock nuts and/or lock washers to prevent

them from coming loose during flight. It is worthy to note that increasing the flight

time to four hours reduces system reliability to 85%. Knowing the models suggests

that accelerometers contribute the majority of the reliability issues; design efforts

should focus on more secure attachments, possible wireless applications, and good

maintenance.

2.8.4 Increase Actuator Assembly Work Envelope

Introducing additional uncertainty in the vertical alignment of each actuator in

the form of welded tabs is not advised; therefore increasing the size of the actuator

assembly will remove the need for tabs in the first place. Doing so will promote

accuracy in the installation and alignment of the actuators and increase the quality

of the data sets. To further improve horizontal and vertical adjustment issues, a

dedicated mounting bracket should be installed.
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2.8.5 Avoid the Use of Steel Screws in Aluminum Plates

Screwing a steel fastener into an aluminum-threaded body will result in galling,

regardless of the loading conditions. Stressing the fact that although, the base

plate contributes a small amount to system unavailability during flight time, it

should not be assumed that the threads are reliable. Steel fasteners should be

used as through bolts with steel nuts and washers to secure the actuators and

linear guide assembly. The FMECA risk priority number is the highest for the

aluminum thread failure (448) and although the reliability models do not reflect

this inference, a small design effort will eliminate this risk from affecting system

reliability. Steel hardware will also allow for slotting of the aluminum plate and

more adjustments available for alignment and installation of multiple actuators.

2.8.6 Ensure FLEA Enclosure is Free of Debris

Since the actuators casings have been opened to permit the installation of sensors.

The seals that would ordinarily keep out debris have been rendered useless. To pre-

vent actuator containments, the FLEA shell should keep out large particles. The

addition of gasket material where the shell joins together will aid in the protection

of the actuator lead screw assembly and prolong actuator availability.

2.8.7 Add Service Loops and Stress Relief to All Wiring

While it is not within the scope of this reliability study, it is worth noting that the

wiring required to carry signals and power within FLEA needs to be considered

airworthy and follow military specifications.
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2.9 Conclusion

This paper has contributed to the development of quality EMA fault data through

the analysis of critical component design and operation coupled with a reliability

study of the FLEA itself over a two hour flight experiment. This study presented

various analysis tools to help infer FLEA availability and individual component

contributions to system reliability and the guarantee of quality fault data sets. The

analysis shows FLEA to have 0.91-0.96 probability of reliable performance during

testing. The results for the two analysis types agree with each other, indicating

that the system was modeled correctly.

Using the design recommendations will be an essential part of the next gen-

eration FLEA, giving the designer the confidence that their implementation will

produce a more reliable EMA test stand, and generate quality and robust actuator

fault data sets.
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Chapter 3 – Electromechanical Actuator Test Stand Coupling

Design to Support Actuator Prognostic Model Development

3.1 Abstract

Uncertainty assessment and management is becoming an increasingly essential

aspect of good prognostic design for engineering complex systems. Uncertainty

surrounding diagnostics, loads, and fault progression models is very real and prop-

agating this uncertainty from component-level health estimates to the system-level

remains difficult at best. In this work, a test stand is used to conduct real-time

failure experiments aboard various aircraft platforms to collect failure response

data, expanding the actuator knowledge base that forms the foundation of com-

ponent health estimations. The research takes a step towards standardizing a test

stand design to produce comparable and scalable failure data sets, fostering un-

certainty reduction within the electromechanical actuator prognostic model. This

paper specifically presents a method to optimize the actuator coupling for a com-

mercially available actuator where a model was built to minimize the coupling

deflection and estimate the coupling life. Using this model, researchers can rapidly

develop their own electromechanical actuator test stands.
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3.2 Introduction

In an economy where large systems are becoming more complex and more plentiful,

it becomes essential for real time information about the system to be available and

useful. Complex system manufacturers have offered services of this nature for years

[45, 46]. When a system health prediction is warranted, diagnostic technology is

limited, whereas a prognostics architecture can be installed to infer this kind of

knowledge. Most often referred to in the medical field, a prognosis offers patients

a prediction of their future health. Within the engineering discipline, a prognosis

may be defined as an extended prediction in time of a component or sub-systems’

remaining useful life (RUL). Commonly modeled after a specific signal or fault

indicator, the RUL metric is ideally presented in the form of a probability distri-

bution function in terms of the model units (sliding distance, hours, missions, etc.)

[5]. Depending on the model and amount of information available, the prediction

carries with it a specific amount of uncertainty. Reducing this uncertainty is of

paramount importance for several parties: 1) the designers who rely on the accu-

racy of the prognosis for their operation and maintenance schemes, 2) the users

who query prognostic availability for real-time control, and 3) the managers who

consult health statistics into their fleet management decisions.

Two recent aircraft accidents motivate and offer prime candidates for RUL

modeling. One involves the extreme wear of a horizontal stabilizer trim actuator,

where all aboard perished [11] and the other, excessive wear of the main engines,

which resulted in the grounding of the entire fleet [47]. Effectively installed, a

prognostics architecture may have been able to predict these failures given a valid

model, confident diagnosis, and accurate previous usage history [48]. Yet, estab-

lishing a prognostics architecture in a complex system requires a great deal of prior
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knowledge - not only about the prognostic model itself, but the economic need be-

hind the development. The PHM community recognizes this problem: standard

elements of prognostic research have been proposed [6] in addition to performance

metrics to aid in the presentation and comparison of results [23]. In the case of

large aircraft and spacecraft, implementing a prognostic solution is obvious, yet

determining the optimal approach to characterize a diagnosis and its resulting

prognosis, is extremely difficult. The choice is determined by many factors, e.g.,

application, sensor(s) available, ability to replicate operating conditions in accel-

erated aging experiments, RUL algorithm structure, and acceptable uncertainties.

Of particular interest is the uncertainty management surrounding prognostic mod-

els, as several researchers from academia, industry, and government have shown

in their work [49, 50, 51]. This paper seeks to address and foster uncertainty

reduction through a standard approach to determine test stand design.

3.2.1 Paper Focus and Contributions

The typical prognostic model development path first chooses a test article, con-

ducts failure experiments, captures wear progressions, and finally builds RUL al-

gorithms in parallel with uncertainty assessment and management. The end goal

is a prognostic architecture populated with several component models and the

ability to propagate sub-system estimations to overall system health predictions

with confidence. In many cases where failure data is needed to populate an RUL

algorithm’s knowledge database, a test stand is built and components are run to

failure. Here, the experimental design and operations can directly affect the corre-

lation between the actual failure relationship and the relationship captured on the

test stand. By standardizing and methodically determining a test stand design,
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Figure 3.1: An example comparison of two couplings with their load occurrence
on the left and corresponding wear variable response on the right.

we can judge the validity of the failure data used in developing a prognostic model

[52]. As an example, consider Fig. 3.1 where two different couplings are shown

with their corresponding loads and resulting actuator response wear variable (e.g.,

temperature, vibration, hysteresis). In this example, coupling no. 1 has a higher

percentage of higher loads because the mechanical flexibility in the coupling exac-

erbates the problems the control scheme has with following its intended path. As

a consequence, the wear variable quickly reaches a certain threshold, most likely

not representing the underlying wear relationship the experiment is seeking. On

the other hand, coupling no. 2 is what the wear relationship that was measured

using an optimized coupling may represent. By carefully taking into consideration

the loading and layout, a stiffer coupling allows for better load profile following,

isolating the fault to failure progression, and thus allowing a more accurate repre-

sentative wear model to be captured. Not optimizing the coupling of a test stand
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conducting failure experiments may contaminate the data sets and eventually in-

crease uncertainty in the prognosis. This problem affects the actuator prognostic

model by associating a load profile with a wear model that may not be possible in

the real system.

Therefore, this paper presents a method to optimize a coupling for in-flight

actuator failure experiments. The design objective is to produce a coupling that

remains stiff during experiments while maximizing structural integrity for the du-

ration of test stand operations. This work contributes an optimization method for

deriving an actuator coupling design using geometry, material property, operating

condition, and other constraints. Beginning with a background of actuator test

stands and sources of prognostic uncertainty, an approach is developed given a

commercially available electromechanical actuator, experimental loads, materials,

and layout to produce a coupling design suited for reliable use in an experimental

test stand.

3.3 Background

Electromechanical actuator (EMA) technology is steadily improving and their ben-

efits over traditional hydraulic and the newer electrohydrostatic actuators are real

[18, 14, 12]. Researchers have begun to study the failure effects of EMAs in an effort

to test the robustness and reliability relative to the other actuators, should they be

used as replacements [9, 28]. Particularly, the Prognostics Center of Excellence at

NASA Ames Research Center [53] has recognized that, in order to accelerate the

adoption of EMAs in aircraft, their fault to failure propagations should be captured

and classified [26, 27]. Most recently, an in-flight experimental test stand has flown

aboard multiple military platforms with promising results [8]. Fig. 3.2 shows the
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Figure 3.2: A top view of the actuator coupling currently installed on the FLEA
[1].

actuators and coupling inside this test stand, named FLEA, where several sensors

monitor the actuators’ response. The usefulness of the data captured aims to spark

a trend towards more testing, with more test stands, and more actuators. With

more test stands, a standard design should be proposed and validated so as not to

introduce any confounding variables into the data sets [1]. Thus, the accelerated

failure data sets can be preserved for comparison between data sets from other test

stands and be confidently swapped between different prognostics models.

3.3.1 Uncertainty in Design and Prognostics

Regardless of what method is used, there will be uncertainty in the prognostic

models. Successfully assessing and propagating this uncertainty through the design

of complex systems is convoluted [54] and even if the sub-system RUL estimates are

available, actually implementing a complete prognostics solution within a complex
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system design is a very difficult task [21, 22, 55]. Hence, if a prognostics and health

management (PHM) framework is to be relied upon, its mathematical foundation

must be rigorously developed and tested. This stage of development though, brings

the argument and question of how to specify, design for, and ultimately validate

the prognosis. One such domain where the clarity of requirements and engineering

specifications cannot be ignored is in the design of military systems. Research is

underway to develop an enterprise-wide health management framework to solve

this problem [29, 56]. Yet, PHM still finds it difficult to gain traction within the

government and industry due to uncertainties surrounding its integration at many

levels. In response, program managers were advised at a PHM 2010 conference

panel session to fund development of PHM technology [57] in place of a deliverable,

e.g., one less end item.

Several aspects contribute to the uncertainty of prognostic models and their

resulting RUL estimations. At a high level, the entities that contribute to uncer-

tainty are shown in Fig. 3.3, where three main components (current state, future

load profile, and damage progression models) piece together the overall prognostic

model. Each of these components have associated uncertainties that may prop-

agate to other parts of the model and so it is important that the design of ex-

periments considers the requirements for the prognostic model. This in turn will

reduce uncertainty associated with the component/sub-system prognostic models,

ultimately increasing the confidence of the system prognosis.

Typically the largest source of prognosis uncertainty is that associated with

the damage progression model. One area that was known to be rushed during the

FLEA design was the coupling, where, during particularly intense use, the total

deflections may exceed 5 mm. The effect is difficult to observe in the data sets,

but extraordinary wear may be occurring that is not relative to position or force,
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Figure 3.3: A high level prognostic model [2].

yielding inaccurate model development.

3.3.2 Model Uncertainty

Model choice for PHM applications is an involved process where several approaches

(physics-based, data-driven, or hybrid) may be taken to accurately model compo-

nent RUL, which is most often a nonlinear relationship. Each model that is chosen

incurs a level of model uncertainty - as is the result of using simplified mathematical

relationships in place of the physical relationships occurring within the system [58].

In order to quantify the uncertainty, a model is first defined as being composed

of two parts: its structure and parameters. The model’s structural uncertainty

sources can be found in geometry, initial and boundary conditions, assumptions,

data, among others. Parameter uncertainty is more straightforward as it resides

in the actual confidence limits of the parameter values themselves, whereas the

calculation of structural uncertainty is difficult to fully assess and propagate, yet

it often contributes the most to model uncertainty [59]. Thus, by optimizing and
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proposing a standard actuator coupling, uncertainty between the data sets, and

thus prognostic models, may be reduced.

3.3.3 Load Uncertainty

Another source of uncertainty in the prognostic model is that associated with

the future load profile. Load uncertainty refers to the distribution of information

known by the prognostic model regarding the future load profile representation in

the near and extended time scales [2]. A battery model for instance, may have

known statistical parameters as to what its discharge load will be whereas a bearing

model may have a set of loads coupled with a set of rotational velocities. In our

case, an actuator model may have a set of load profiles for specific missions aboard

different aircraft. For example, a cargo supply mission will contain takeoff, enroute

maneuvers, and landing. The actuator prognostic model for this mission may

assume a nominal mission profile with a corresponding response [60]. Where, the

load uncertainty is realized during takeoff or landing when the pilot input is more

or less aggressive, resulting in a different response. Uncertainty assessment and

management dilemmas occur elsewhere in helicopter transmissions [61], batteries

[62], crack growth [63], and chemical interactions [64].

3.3.4 Actuator Application

Assessing and managing uncertainty for actuator prognostic models installed aboard

large aircraft is still several years off, but the current approach of fielding test

stands to run experiments is a good intermediate step. Apart from lab tests, the

in-flight experimental test stand is capable of monitoring actuators in real-time
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while imposing scaled down loads derived from the dynamic pressure and attack

angles of a given flight surface. Specifically, the load is calculated and imposed

via a load actuator that is rigidly coupled to the test actuator(s). Several aspects

of the test stand design affect the load transfer between actuators - the control

algorithms, load calculations, and the coupling itself. Mechanically, the coupling

offers a prime candidate for a design optimization problem given the prognostic

goal and test articles. In addition, solving the actuator coupling problem can im-

prove reliability of the test stand [65], facilitate future actuator research projects,

and possibly decrease uncertainty within actuator prognostic models.

3.4 Overview of the Approach

The following section describes the general approach for designing an in-flight ac-

tuator coupling. This approach will attempt to guarantee the structural integrity

of the coupling for the duration of the test stand operations and indirectly support

quality actuator prognostic model development. Beginning with the experimental

objectives and scope, the test articles, coupling layout, and optimization model

development are described next. The input to the model is actuator specifications

and their loading conditions. The optimization yields dimensions for a suggested

coupling with estimated deflections and cycles to failure. This approach is in-

tended for the researcher who wants to build a test stand of their own, populate

their failure model database, and generally continue discussion within the PHM

community as to what constitutes standard tests for determining actuator RUL.

Step 1: Define experimental goals and assumptions. The overall goal of

a test stand is to operate in an environment that closely resembles its future in-
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stallation and capture real time nominal and failure actuator response. The first

step will aim to set requirements and specifications that guarantee precise load

following during operations and data capture. It is important here to remember

that the data captured can be used to test 1) online diagnostic and prognostic

algorithms, 2) offline RUL models, and, 3) uncertainty assessment and manage-

ment tools. The data set’s ability to scale up to larger actuators will depend on

many factors: loading conditions, environmental exposure, and sensors available.

Beginning with a thorough conceptual design, the derivation of achievable require-

ments will specify allotted volume and mass in addition to actuator sample size

and science obtainable.

Step 2: Identify test articles and procedures. In this step, the purpose is

to identify and choose test articles that either are the exact actuator to be used

in system operation or a scaled-down version because the test actuator’s failures

will be characterized during the experiment. It is important that the architecture

(i.e., electric motor, gearbox, linear screw drive, ball nut) be similar, so that when

a model is constructed for the system actuator, the model scales up well. Linear

actuators will be the primary test articles for this study, but hydraulic actuators

could be used if they possess similar end attachments. Typically installed as a

two-force member, the linear actuator experiences routine loads during commer-

cial aircraft operations with a low probability of non-routine maneuvers. On other

military and government aircraft, the actuator’s load is somewhat stochastic, forc-

ing the load estimate to be uncertain. Regardless, the conditions surrounding the

actuator load depend highly on the aggressiveness of the control, possibly more

than the application or operating environment. Initially, the optimization model

will assume the maximum potential load supported by the coupling is
√

2 times
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the maximum operating load value. Consequently, knowing the load profile will

allow for a comparison with the calculated cycles to failure.

Step 3: Design the coupling layout. Given the chosen actuators and test

procedure, the next step is to design a coupling to transfer the load in a represen-

tative path similar to system operation (e.g., flight surface control). The model

choice for the layout is made given a specific number of actuators (load and test)

from experimental goals. Ideally, the data acquisition system should monitor both

a nominal and faulty response under almost identical operating conditions. This

is an important assumption and design decision. The researcher will benefit by

obtaining a response for both faulted and nominal actuator responses similar in

almost every aspect, except for the injected fault itself. Manufacturability, assem-

bly, and sensor access should be taken in consideration when refining the layout

as well. Only then can design variables be identified and materials suggested.

Step 4: Develop optimization model. Based upon the design variables and

coupling layout, the next step is to build a generic optimization model customized

to the test stand. The designer will tailor the model to minimize overall coupling

deflection while satisfying strict fatigue scenarios. This goal will attempt to deter-

mine a level of certainty that the coupling will not affect test actuator response.

Deflection of the coupling will be represented by an objective function of the form

minf = y(x), where x represents the set of design variables, and f represents total

coupling deflection. Several constraints in the form of design, stress, mass, and

fatigue will then be applied to the model. Five different constraints will be used in

the optimization: upper and lower bounds (e.g., x1 ≥ X1), linear equalities (e.g.,

x1 + x2 = C1), linear inequalities (e.g., x1 − 2x2 ≤ C2), nonlinear equalities (e.g.,
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x23 + x4 = C3), and nonlinear inequalities (e.g., x31 − x22 ≤ C4), where generally

speaking, xi represents some design variable and Ci represents some constraint

constant.

Step 5: Perform optimization. Once the coupling geometry, objective func-

tion, and constraints have been specified, the optimization is performed. First,

a monotonicity analysis is completed to verify that the design variables are well-

constrained. Understanding these relationships will help the engineer better un-

derstand the model. The flow of information starts with a solver running some

flavor of a minimization process, operating with the set of design variables, x, while

satisfying the constraints, c(x). The model is completed with the integration of

the force and position profiles. If the profiles are not available, estimate reasonable

ones.

Step 6: Analyze the Results. The final step is the output of the optimization

model. With information on coupling deflection relative to arm length, design

variable values, the solid model, and a life estimate, the engineer has several op-

tions. The solid model may be used for finite element analysis to verify structural

integrity and/or stiffness while the life estimate can be compared against the load

cycling found within the first few characteristic experiments. From here, the engi-

neer designs an arm & shaft fastening solution in parallel with the integration of

the remaining test stand equipment.

3.5 Demonstration / Numerical Example

In this section, a demonstration is presented to optimize a coupling for use in

an experimental EMA failure test stand. Two couplings will be designed for two
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different sets of test articles. The results are presented next following the steps

detailed in the previous section.

Step 1: The experiment. For this case study, it will be assumed that the

test stand objectives are in parallel with the previously designed flyable actuator

test stand currently in operation [8]. It will be flying aboard similar aircraft while

obtaining real-time flight information in order to calculate actuator loads and po-

sitions. For proper bias in the experimental data, the test stand will incorporate

two test actuators (one nominal, one faulted) and a load actuator. The sensor

suite will be comprised of a load cell for use in actuator force control, accelerom-

eters located on the test actuator’s ball screw, and thermocouples located on the

test actuator’s motor. Other sensors include motor current, potentiometer, and

rotary encoders. In order to properly maintain these sensors, especially the ball

nut accelerometer, access within the test stand must be available (these require-

ments will be embodied in the constraints). Previous experience suggests that the

coupling mass be approximately 2 kilograms. Also, a volume envelope set at 700

mm length, 150 mm wide, and 250 mm depth is not to be exceeded.

Step 2: The test articles and procedures. The test articles the coupling

will be designed for are the Ultra Motion Bug [66] and the Moog model 973 [67]

actuators. These actuators were chosen for demonstration because of their size and

design relevance to larger actuators. They both have similar strokes, force output,

and velocity capabilities. Assuming three actuators will be contained in the test

stand, the load actuator does not have to be the same as the test actuators, but

is advised for control and integration purposes. The two test actuators are mostly

identical except for their proposed fault injections (determined by which failure
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Figure 3.4: Coupling layout showing design values used in the optimization.

modes the experiment will test).

The first failure modes tested were a return channel jam and a lead screw spall

with promising results [8]. The test procedures will coincide with flight operations,

during which, the aerodynamic loads on the actuator of interest are calculated

using dynamic pressure and attack angle from the flight sensors in addition to the

wing geometry. From previous tests, the maximum operating load was around

315 N and the future experiments will be of similar magnitude. So a maximum

potential force of 445 N was used in the optimization model. The test actuators

will be controlled via a position loop where maneuvers from the pilot in the form

of pitch control determine the actuator extension. Therefore the load and test

actuators (controlled by different loops) will aggressively search for equilibrium

while being rigidly coupled and highly dependent on each other.

Step 3: The coupling layout. Taking an influence from pivots and constrained

motion techniques found in most flight surface control methods, the load and test

actuators will face opposite each other while the coupling layout will be centered

around a rotating shaft with extension arms. A side view of the solid model

layout is shown in Fig. 3.4. On the left is the load actuator (larger motor), while
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on the right is the test actuator. The other test actuator is stowed in a neutral

position when it is not coupled. To describe the figure labels, actuator length is

variable with a maximum of 386 mm and a minimum of 285 mm, space available

is a pre-specified allotment of space (700 mm), z is the arm length, and beta is

the angle between the actuator centerline and the arm centerline. The last two

parameters become important within the optimization model because they are

varied to search for the highest loading conditions. The load actuator is coupled to

a test actuator at all times as test actuators switch during experiments to capture

both nominal and faulted responses. The coupling is designed to be flexible for

different sized actuators, easily built, and simple to operate. The main components

of the coupling include the stepped shaft shown in Fig. 3.5 where a single piece

of bar stock is turned to different diameters estimated by the optimization model,

then specified by the engineer (ensuring press fits & standard bearings sizes are

met). The length of the shaft is defined as l = 2(AD+DE+1.5b+GH) where b is

the width of the mating surface between the shaft and arms, AD is a set bearing

length, DE is variable with a minimum of 10 mm, and GH controls the amount

of space allotted for sensor access. The arm is assumed to be a rectangular beam

with width b, height hi = di
2

+ 23, and variable length. Here the constant 23 mm

represents a built-in value for averaging the height at the shaft center relative to

the center of the actuator end connection. Retaining rings and keyways may aide

the press fit of the arm onto the shaft, preventing it from rotating about the shaft

axis. The coupling layout attempts to follow manufacturing and assembly design

principles.

During optimization analysis, the loading condition (symmetrical about the

shaft center, I) is assumed to be where a test actuator holds a fixed position.

The force variables Ft & Fr represent the tangential & radial force components,
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Figure 3.5: Cross section view of the coupling shaft with applied and reaction force
components.

respectively, of the total force from the load actuator (F ), applied relative to angle

β. Points of interest for sizing diameters should be shoulders (e.g., stress at H

will size d2), particularly G and H because they experience the highest moments

and torque in the stepped shaft. Closed-form analysis will assume A and B are

pin supports, while the maximum shaft length and mass are set to 152 mm and

2 kg, respectively. These values are based on engineering judgment and may be

adjusted to satisfy variable requirements. Therefore, the following design variables

have been specified: b, GH, d1, d2, d3, d4, and d5, where each is assigned to the

set of design variables, x (i.e., b = x1 , GH = x2, etc.). Materials being considered

for the coupling include 6061-T6 Aluminum and 1020 mild carbon steel.

Step 4: The model. Given the above layout and design variables, an opti-

mization model to minimize coupling deflection can be built. First, the coupling

geometry is solved, material properties are loaded, and force estimations are set.

Next, the objective function is formed to calculate the coupling deflection, followed
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by constraint estimation. To reiterate, the deflection of the coupling is of particular

interest because its minimization will provide a rigid support structure for testing

the actuators, where the resulting load following control is specifically designed to

be more accurate. To achieve a closed-form solution for the coupling deflection,

it must be broken into two parts: the rotating shaft and extension arms. The

following derivations can be found in [68]. End deflection of the arm is modeled in

Eqn. 3.1.

yarm(x) =
Ft
Frk

(tan kz − kz) (3.1)

where k =
√

Fr
EIa

, Ia =
bh31
12

, h1 = d1
2

+ 23, and z represents arm length. Again,

the constant 23 is a built-in value for averaging the height relative to the actuator

connection. At the arm and shaft mating surface (width = b), the design variable

h1 and h3 have the same relationship with their respective mating diameters, d1

and d3. The second half of the objective function is the shaft deflection, modeled

with Eqn. 3.2.

yshaft(x) =
2Fa

6EIsl
(2l − a)(l − a)xp +

√
R2
A1 +R2

A2

6EIs
x3p −

2F

6EIs
(xp − a)3 (3.2)

where a is the point along the shaft axis at which the force is assumed to be

imposed, E is the modulus of elasticity of the shaft material, Is = πd4s
64

(or found

in a lookup table derived from Is values in the solid model), ds is the effective

shaft diameter, l is the shaft length, and xp is the point at which the deflection is

being measured. These two deflections are added together, yielding the objective

function shown in Eqn. 3.3.

minf = yshaft(x) + yarm(x) (3.3)
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This objective function will estimate the total mechanical deflection of the coupling

at the fastener interface with the actuators. Indirectly, it also yields the slope

along the shaft axis which may be used for bearing selection. Points of interest

for xp would be the shaft center and any shaft shoulders. For the first estimate, it

was found that the highest deflection would occur at the center of the shaft after

completing the shear and moment diagrams.

Next, the optimization model constraints are described. First, lower bounds

were placed on the design variables to specify minimum values of b ≥ 15 and GH ≥

5. The bounded constraints ensure a minimum amount of material is in place on

the arm for the clevis connectors. Second, the linear relationships constrain spacing

for sensor access, diameter reductions, and maximum shaft length as shown below

in Eqns. 3.4-3.5:

c1 = −b−GH ≤ −s
2

(3.4)

1.5b+GH =
lmax

2
− AD −DE (3.5)

where s is equal to the width of an actuator plus 7mm for adequate user access and

lmax is the longest allowable shaft length. The maximum length has been divided by

two in Eqn. 3.5 because of loading symmetry and consequently, geometry symme-

try. The remaining diameters are set relative to each other for standard shoulder

heights: 1.1d3 ≤ d2 ≤ 1.25d3, 1.1d4 ≤ d3 ≤ 1.25d4, and 1.1d5 ≤ d4 ≤ 1.25d5.

Third, the nonlinear relationships limit fatigue failure criteria at various points of

interest with high stresses and geometry reductions in addition to a maximum cou-

pling mass. A maximum safety factor will constrain d2 and d3 as seen in Eqn. 3.6.

The stress derivations can be found in [69].

c2, c3 = nfmax ≥
SeSut

σ′aSut + σ′mSe
(3.6)



57

where Se is the endurance limit (Se = kakbkeS
′
e), S

′
e is the test specimen endurance

limit, and its k factors are calculated using the surface (ka = 2.7 Sut
1000

−0.265
), size

(kb = 0.91d−0.1572 ), and reliability (ke = 0.814) values. The safety factor is set to a

maximum as typical parts with small deflections will have large safety factors. Here

the safety factor has been set to a range between two and four based on previous

experience with coupling design and the uncertainty about imposing loads. The

alternating stress is represented in Eqn. 3.7.

σ′a =

√√√√32KfMa

πd32

2

+ 3
16KfsTa
πd32

2

(3.7)

where the stress concentration factors where Kf and Kfs are derived from their

static counterparts Kt and Kts, and Ma plus T a are the alternating moment and

torque. For the mid-range stress (σ′m), Mm plus Tm are used as taken from the mo-

ment and shear diagrams. The mass of the coupling is constrained using Eqn. 3.8

below.

c4 = mc ≤ 3x1x3zρ+ πr2s lρ (3.8)

where the mass of the arms is taken from their dimensions: width b, length z, and

height h. The mass of the shaft is calculated using its effective shaft diameter ds

(the average of the shaft diameters respectively weighted to their percentage of

total shaft length). Once the coupling mass has been limited (2 kg), the set of

constraints is complete and ready for implementation.

Step 5: Optimization. Here, the constraints, objective function, coupling ge-

ometry, and actuator specification come together to form the complete optimiza-

tion model. Any software package with an optimization solver will suffice for im-

plementation, particularly one that accepts nonlinear constraints. This work has
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been implemented in MATLAB, using the solver contained in the function fmincon

and verified with the built-in genetic algorithm ga. Before solving the model, a

monotonicity analysis is completed to ensure the model is well-constrained (shown

in Tbl. 3.1). Each relationship on the left denotes its effect on the optimization by

Table 3.1: Monotonicity Analysis.

Relationship
Design Variable

b GH d1 d2 d3 d4 d5

yarm – – –

yshaft – – – – – – –

c1 + +

c2 – – +

c3 – – +

c4 + + + + + +

holding a lower bound (–) or upper bound (+) on their respective design variables.

For example, the objective function components at the top of the table, show a

lower bound is held with yarm on b, d1, and d3. In addition, yshaft holds upper

bounds on b and GH and lower bounds on all five diameters. The remaining re-

lationships c1 through c4 complete the monotonicity analysis; indicating that each

design variable has either a lower bound when increasing or upper bound when

decreasing. To clarify, when c4 is active, it constrains d1, d3, d4, and d5, assum-

ing c2 constrains d2. Further, depending on the status of the optimization, c2 or

c3 will be active. Therefore, this optimization model is well-constrained by the

first monotonicity principle [70]. The block diagram in Fig. 3.6 shows the flow of

information through the optimization model. The main function loads the actua-

tor specifications, coupling material, and arm length, pushing it to the optimize

function. The solver minimizes the objective function while satisfying the set of
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Figure 3.6: The optimization model architecture.

constraints. Ten different arm lengths between 76 mm and 120 mm were applied

in the optimization process while global variables were used in the model to pass

material properties and geometric constants.

Step 6: Analysis of results. The coupling design has been optimized using

the design variable set x, constraint set c(x), and objective function f. This section

first presents total coupling deflection relative to arm length, followed by a chosen

coupling design, and ending with life estimates. The top level of the optimization

model parses through several different arm lengths and optimizes at each step, giv-

ing the engineer many options in terms of actuation envelopes. Fig. 3.7 shows the

arm length options for the two materials. The plot shows that at a 100 mm arm

length, both material couplings are estimated to have the same deflection, while

before and after, the deflection does not vary by more than 25% between mate-

rials. Overall, the deflection is never more than 0.04 mm. This is an acceptable

value considering previous couplings had displacements of more than 5 mm. The
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Figure 3.7: Deflection plot for both materials.

decision then depends on how the material will interact with other components

of the test stand (e.g., will magnets be used to couple and de-couple the two test

actuators? Will heli-coils be required for aluminum threads?) Nevertheless, a stiff

coupling design will positively influence the control scheme within the flyable test

stand, and consequently, the failure data produced. The effect of the constraints

is evident as the steel coupling deflection becomes larger. For a more detailed

look at how the variables change with the arm length, Fig. 3.8 and Fig. 3.9 show

the results for the aluminum and steel design variables, respectively, where b and

GH initially diverge, then remain constant and match the diameter’s behavior. A

similar relationship exists for the steel coupling except b and GH diverge in the

opposite direction throughout to account for the mass constraint. The aluminum

coupling never reaches the fully allotted mass of 2 kg, while the steel coupling mass

is always 2 kg. For further analysis, a coupling with an arm length of 100 mm will

be chosen. The design values for this coupling can be seen in Tbl. 3.2. Here, the
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Table 3.2: Optimization results for 100 mm arm length.

Material
Design Variable

b GH d1 d2 d3 d4 d5 unit

6061-T6 34.7 5.0 50.4 42.0 38.2 34.7 31.5 mm

+5 % 6.3 0.7 -6.0 -1.1 -6.3 -2.2 -1.0 %

1020 steel 11.6 39.7 39.9 33.2 30.2 27.5 25.0 mm

+5 % 0.4 4.7 -3.7 -2.9 -1.8 -1.8 -1.1 %

variables are presented along with their effect on the total deflection (originally

0.027 mm) if they were perturbed an additional five percent. Although very small,

no design variable perturbation results in a change of total deflection by more than

seven percent - a verification of the coupling stiffness. The behavior indicates that

as the coupling length was increased (b and GH), the shaft deflection rose, while as

the coupling diameters were increased, the shaft deflection lessened (a stiffer shaft

& higher arm moment of inertia). These design variables can be input directly
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Figure 3.9: 1020 mild steel design variables.

into a solid modeling program. Solidworks was utilized here, as shown in Fig. 3.10

for both test actuators coupled.

Next, the number of cycles until failure can be estimated using Eqn. 3.9.

N = (
Sf
a

)
1
b (3.9)

where, Sf = σa
1− σm

Sut

, a = (0.9Sut)2

Se
, and b = −1

3
log(0.9Sut

Se
). This calculation assumes

fully reversed loading (which is very conservative) and a failure indicating material

yielding. It is important to note that this is an initial estimate that will change

when the exact loading conditions are known. And so, taking the previous com-

ments into consideration, the steel coupling has an estimated life twice that of

aluminum; specifically, 8000 cycles compared to approximately 4000. Depending

on the actuator placement aboard the aircraft, the length of a cycle could be long

(possibly once or twice per flight), or less (around 100). From here, coupling de-

sign can be integrated with the rest of the test stand equipment - sensors, data
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Figure 3.10: Optimized actuator coupling solid model.

acquisition, signal conditioning, and control systems.

3.6 Discussion

An optimization of a coupling for in-flight failure experiments has been presented.

The goal of this work was to contribute a model and method to derive a standard

actuator coupling for one load actuator and two test actuators using geometry, ma-

terial property, operating condition, and other constraints. Outlining the method

and presenting the results for a given actuator yields several observations:

1. Prognostics and health management research is an expensive journey and by

design, usually results in extremely dependent findings. This is unavoidable

because of the large number of assumptions behind research efforts, espe-

cially when testing components to failure. In the case of electromechanical
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actuators, a goal of having a large knowledge base of fault to failure dam-

age progression responses (ideally scraped of sensor and ambient noises) is

not far off. Pulling information from these knowledge bases to model the

damage of an actuator would become commonplace, where techniques would

be developed to negotiate the differences between the actual response and

the actuator attempting to be modeled (geometry, loads, application, faults,

sensors available, etc.). Therefore, designing failure experiments with very

few confounding variables is good practice and this is where the optimization

model makes a contribution: by aiding the back end of a project (design)

while positively influencing the front end (RUL modeling).

2. The application of the optimization model is specific to the actuator geome-

try, loads, and coupling layout. For a coupling design with a different set of

actuators or layout all together, the same design principles can be applied.

Assuming the actuators possess two clevis connections is also important to

the model, as other actuator installations may include pivots or even a sec-

ond linkage. Having one load actuator and two load actuators is the most

economical and best choice for capturing data sets relative to nominal and

faulted cases almost simultaneously.

3. Designing a test stand coupling that multiple researchers can use in their

experiments enables collaboration, making the task of sharing and comparing

their results easier. This work supports the effort to standardize an aspect of

actuator prognostic research with the goal of creating an atmosphere similar

to that found in the medical field, where standard research methods such as

the double blind study have been used for decades.

4. Although this research is directed towards achieving high confidence data
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sets for actuator prognostic models, the technology can be applied anywhere

actuators are employed. One obstacle in monitoring the actuator response

elsewhere is the available sensor suite in the system of interest. The benefit

of the optimized coupling here is that the response captured by the sensors

is relative to the current state of the actuator (faults, force, length, environ-

ment) and little else, so transferring the current sensor’s response given a

known set of actuator variables is possible to another domain (e.g., manufac-

turing robots where a current sensor is likely one of the few sensors installed).

3.7 Conclusion

In this paper, a coupling for a flyable EMA test stand was optimized to propose a

standard design for a specific failure experiment actuator layout. The model has

shown to produce an extremely stiff coupling given the constraints and an esti-

mated several thousand cycle life. With a stiff coupling, the actuator’s load profile

following ability improves, focusing more energy to the actuators, and eliminating

a set of test stand design and operation dependencies when developing the actu-

ator prognostic model. Future work for this research will incorporate analysis of

actual failure experiments aboard the FLEA and their uncertainty quantification,

in addition to the development of new test stands.
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Chapter 4 – Wave Energy Converter Bearing Health Estimation

and Experimental Test Stand Benchmarking

4.1 Abstract

Ocean waves can provide a renewable and secure energy supply to coastal residents

around the world. This paper presents the application of a PHM based research

methodology to derive empirical models for estimating the wear of polymer bear-

ings installed on wave energy converters. Forming the foundation of the approach

is an applicable wave model, sample data set, and experimental test stand to im-

pose loading conditions similar to that expected in real seas. The resulting wear

rates were found to be linear and stable, enabling coarse health estimations of the

hypothetical bearing surface. The work presented here is an initial investigation

of a larger, more comprehensive reliability assessment for wave energy devices.
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4.2 Introduction

Aggressive development of new energy resources for an ever growing human pop-

ulation is currently underway, and ocean waves have shown promise as a viable

source of renewable energy. The interest in offshore power production is due in no

small part to the proximity of consumers: over the next 15 years, 75% of the world’s

population is projected to live within 200 km of the coast [71], while the worldwide

resource has been conservatively estimated to contain 200 - 500 GW of economi-

cally extractable energy [72]. Yet, designing, installing, operating, and maintaining

systems to harness this renewable energy is an extremely complex problem from

multiple standpoints. From an engineer’s perspective, the most immediate and

challenging problems revolve around device reliability and survivability within the

marine environment.

Located in extremely energetic wave climates, a wave energy converter (WEC)

is subjected to an array of loads and millions of oscillatory cycles per year. De-

pending on the device, certain components will degrade more rapidly than others,

particularly the bearing surfaces that many WEC designs rely upon. Here, prog-

nostics and health management (PHM) techniques and research methods can be

applied to help predict levels of degradation. Often times, the quality of the bear-

ing surface directly affects the total cost of the device in terms not limited to 1)

power take-off efficiency, 2) scheduled and/or non-scheduled maintenance, and 3)

device survivability. It is therefore apparent that the success of research efforts to

assess and manage WEC reliability remains a critical step to the growth of the

ocean renewable energy market.

The PHM system health research methods have proven fruitful for years [5] and

are sought to aide in WEC component-level experiments. A WEC’s complexity, al-
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though not as involved as an aircraft, automobile, or submarine, is intensified with

its naturally corrosive, brutal, and immense spectrum of marine operating condi-

tions. Therefore, extensive and efficient use of laboratory experiments is needed to

build the marine renewable community’s database of seawater based component

life models. To populate this database, an accepted and scalable methodology is

needed. This paper consults a proposed PHM research methodology [6] to lay the

foundation for an experimental approach to measure bearing wear. More specifi-

cally, this study aims to assess the wear characteristics of polymer-based bearings

immersed in seawater that are subject to loads and oscillations similar to those

experienced by a point absorber WEC in real seas. Our investigation has three

goals:

1. Verify and benchmark test stand design and operation for bearing wear mea-

surements

2. Conduct wave energy research following a proposed PHM methodology

3. Present an initial study of polymer bearing health estimation utilizing wear

models derived from a set of generalized representative sea states

4.2.1 Main Contributions of the Paper

The work presented here is the beginning of a larger research effort to assess and

manage WEC reliability, maintainability, and overall system health using PHM

based techniques. Beginning with the bearing design and operating effects, accu-

rate material wear models are a critical factor in determining the efficiency of the

device power output. The contributions of this study are itemized as follows:
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• Utilization of a PHM based methodology to determine polymer bearing wear

models with respect to their pressure and velocity parameters in seawater

• Wave climate load classification was detailed for a point absorber WEC in

generalized real seas

• Cumulative wear of proposed bearing material was estimated for a given

month

• Relevant information provided to ocean renewable developers and partners

so it may help them assess the applicability of the materials and improve the

technology

• An experimental test stand’s performance was benchmarked and recommen-

dations were offered for future bearing tests

4.2.2 Roadmap

The paper will begin with a brief background section including an introduction

to the point absorber WEC, application assumptions, and an overview of the

PHM research method consulted. Next, the wave climate and the process used

to determine experimental wave cases is discussed, followed by a description of

the experimental setup. Results of the bearing wear tests, their implications, and

future studies are also presented.

4.3 Background

This section will provide a brief description of the chosen wave energy converter

(WEC), test stand effects, and modeling considerations. To begin, there are gen-
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Figure 4.1: Oscillating wave energy converter devices.

erally four main groups of WEC designs: oscillating water columns, overtopping

devices, point absorbers, and attenuators (Fig. 4.1) [73, 74, 75]. Each device relies

on bearings to either support a turbine shaft (water columns and overtopping)

or provide a sliding surface on which two large masses can move relative to each

other [76]. Specifically, the point absorber and attenuator WECs are designed to

harvest the heave motion of a passing wave through their power take-off (linearly

or rotationally), where the relative motion of two or more large masses is exploited

to generate electricity. Other examples of seawater exposed bearing applications

include wind plus wave energy harvesters [77] and sea floor based rotational power

take-offs [78].

4.3.1 The Point Absorber

Focusing on the point absorber design, the system contains a few core subsystems:

power take-off, mooring, structures, control, and distribution (Fig. 4.2). The device
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is capable of translating in three degrees: heave (up/down), surge (forward/back),

sway (starboard/port) and rotating three degrees about its axis: pitch, yaw, and

roll. This investigation will only consider the structures subsystem of a point

absorber WEC (buoy and spar) and its heave dynamics relative to the sea state.

Power take-off, mooring, and control do play very important roles in the loading

conditions of the bearing surface, albeit require much more knowledge about the

WEC system itself that is not covered in this paper. Essentially, this study assumes

one degree of freedom (heave) and a float that is a perfect wave follower. In

other words, when solving for the heave dynamics, it will be assumed that as

each wave passes, the buoy will travel up and down with the water surface. This

relative velocity between buoy and spar is the exact velocity the bearing surface

will experience during operation (i.e., power generation). In storms however, the

WEC is most likely not converting energy and may switch to a survivability mode;

one possible technique locks the buoy in place to prevent system damage. The

Spar

Buoy

Power take-off

Electrical
Distribution

Mooring

Figure 4.2: A generic linear power take-off point absorber WEC architecture lay-
out, where relative motion between the buoy and spar provide energy conversion
opportunities.
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bearing subsystem is integrated into the structure of the WEC and provides a

surface on which the buoy and spar may move relative to each other. To avoid

installing a bearing material sleeve along the entire inner diameter of the buoy,

one possible solution lays two to four equally-spaced counterface extrusions around

the spar, where they are mated with bearing blocks impregnated within the buoy.

Here, the bearing requirements for many WEC technologies demand the surface

to be inexpensive, corrosion-resistant, low maintenance, and near-zero friction in

a large variety of loading conditions. One proposed solution utilizes a polymer-

based approach, similar to those found in current naval designs [79] and hydropower

applications [80, 81].

This simple polymer-based approach has proven to be beneficial in such applica-

tions for its ability to self-lubricate and deposit a transfer film on the counterface,

filling in surface asperities, linearizing the wear rate, and even reducing friction

in some cases [82]. However, water’s tendency of inhibiting or wholly preventing

transfer film formation is a research topic itself and will only be indirectly addressed

in this work. Research regarding wear characterization of polymer journal bearings

has been published at various pressures, velocities, and environmental conditions

[83, 84]; yet, few studies have been shared with the wave energy community pre-

senting the results of seawater immersion [85, 86], let alone under pressures and

velocities expected to be experienced by WECs [87]. So, with an immature tech-

nology being relied upon by a large complex system, an experimental test stand has

been designed and used to gain essential knowledge about the bearing material’s

performance characteristics under representative loading conditions.
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4.3.2 PHM Based Techniques

Previously mentioned, the research methodology born in the PHM community pro-

vides a good platform on which test stand research can be integrated into a larger,

more comprehensive effort to assess system health. A general outline is shown in

Fig. 4.3, where the path to implementing and relying upon a prognostic solution

begins with high-level system requirements (health predictions for subsystems and

/ or the system itself) that define the subsequent metric, fault, and sensor selection

process. Next, the third step determines the most appropriate approach in terms
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Figure 4.3: A universal PHM research methodology.

of desired performance, available resources, and acceptable uncertainty to satisfy

the component-level predictions. Here the proper number of samples to sacrifice

for an accurate inference is also set. The fourth step ascertains the test scenarios,

design of experiments, testing, and data collection, while the fifth step is dedicated

to building models and remaining useful life algorithms for nominal and faulted

conditions. The last two steps encompass the health estimation and actual usage

comparisons, in addition to the verification and validation sequences. A good ap-

plication of the entire PHM research methodology estimated battery capacitance

over time using high quality test chambers [7]. For this work however, only a few

steps of the methodology are addressed for estimating WEC bearing wear. Know-

ing that it would be useful to predict bearing wear in extreme marine conditions,

the initial approach to determine adequate experimental conditions and data col-

lection procedures is described in addition to how the test stand itself contributes

to the main goals of this investigation.
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4.3.3 Test Stand Considerations

The test stand design and operation is critical to the validity of the empirical

bearing wear models. Many interested researchers have built test stands to measure

the degradation of particular components including batteries [49], actuators [8, 28],

and polymer bearings [88]. The particular test stand employed for the experiments

presented in this paper is a modified version of American Society for Testing and

Materials’ (ASTM) standard test for ranking plastic resistance [89], where the

major changes to the standard include an oscillatory velocity, varying loads, and

immersing the sample in seawater. Being a relatively new field of research, a lack of

verification and validation of the modified test stand contributes to the uncertainty

of the results. A goal of this work is to verify and benchmark test stand design and

operation, ensuring the bearing wear measured repeatedly and accurately reflects

imposed loading conditions.

4.3.4 Modeling Considerations

When investigating and modeling polymer bearing wear, it is important to note

that multiple factors contribute to the wear rate. A polymer bearing / counter-

face tribosystem failure modes and effects analysis may contain only a few failure

causes, where a primary failure would be the direct result of the physical amount of

bearing material removed, and secondary failures may be attributed to biofouling

or sediment-rich seawater. This study only covers the primary failure (wear) and

does not address secondary failures. Also, a wear estimation is considered synony-

mous with a bearing health estimation because the bearing’s ability to perform as

designed is assumed to be directly attributed to the physical amount of material

remaining.
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We must also consider the naturally stochastic ocean waves. Their modeling

effort has been well documented [90, 91, 92] and the trade-off between the relevance

of a higher fidelity numerical model and a closed-form solution must be done. For

this work, the mapping of sea state to bearing pressure and velocity will be solved

analytically with several conservative assumptions (e.g., linear waves, buoy / spar

dynamics) that serve well as an initial attempt to assess the applicability of this

research.

4.4 The Wave Climate

Within the fourth step of the PHM methodology, expected sea states are sought

to derive the pressures and velocities experienced by the bearing surface. In order

to choose experimental cases representative of WEC oscillations and loads, a wave

climate comparable to permitted sites was chosen [93]. A wave climate is defined

here as the comprehensive aggregation of all the reported wave measurements taken

at a specific location. The most accessible sources for past wave climate information

include the Coastal Data Information Program [94] and the National Data Buoy

Center [95] who manages a worldwide buoy network. A buoy of particular interest

for its similarities to a potential WEC installation (proximity to coast / large

population areas, consistent and predictable wave energy) is located 15.5 nautical

miles northwest of Winchester Bay, Oregon (NDBC station ID: 46229), where the

water depth is 186 meters and the buoy is assumed to be a perfect wave follower.
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4.4.1 Wave Data

Wave information is often reported in the frequency domain as a wave spectrum,

where for each frequency and respective bandwidth, the energy or wave energy

density is registered [96]. Other parameters included in the report can denote the

wave direction, depending on the buoy. Much more wave data is also available

apart from the spectral information including the raw time series values, which

is of use for much higher fidelity WEC modeling. For the purpose of this study

however, only two parameters were used in defining the wave climate: significant

wave height (Hs) and dominant wave period (TD). The significant wave height (in

meters) is the average of the highest one-third of all the wave heights encountered

during the 20 minute sampling period. The dominant wave period (in seconds) is

the period with maximum wave energy as taken from the wave spectrum over the

sampling period [97].

4.4.2 The Sample Data Set

Significant wave heights and dominant wave periods were taken for years 2005 -

2010 [95]. Reporting data every hour until the end of January 2008, the sampling

rate was increased to every half hour. The entire dataset is not complete, as some

data points are erroneous (e.g., Hs = TD = 99) or absent altogether. To include

some of these reports in the sample dataset, the erroneous points were replaced

with the average of their nearest neighbors, whereas the absent points were left out

of the averaging process. No weighting was installed to unbias the months with

more hours reported over the months with lesser hours reported. There were four

major gaps in the data, where no reports were given for the following dates: 1/1/05
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- 4/1/05, 2/25/06 - 5/11/06, 5/29/06 - 7/13/06, and 3/16/09 - 4/1/09. Three of

the four gaps occur in the spring and summer, while the largest consecutive gap

occurs in the winter. This may be due to a more energetic sea state during these

months causing system failures. Overall, the six years of coverage yielded only 5.06

years of aggregate data. This fact affects the total wave climate picture in terms of

number of hours per particular sea state, but for the purpose of choosing test wave

parameters, it is not foreseen to affect the results of this study. Therefore, the data

set from which the experimental cases were determined can be seen in Fig. 4.4,

where each bin covers one second wave periods and half meter wave heights with

the average number of hours reported for that bin over the measured time period

displayed in the plot. The most common sea state was an 9 - 10 second period

and 1.5 - 2.0 meter wave height, accounting for approximately 3.8% of the yearly

total.
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Figure 4.4: The total wave climate, where each bin contains the average number
of hours for each sea state for an average year during the past six years (2005 -
2010).
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4.4.3 Choosing Experimental Cases

In order to effectively achieve a spread of experimental cases, the wave period

distribution was analyzed as shown in Fig. 4.5 while the wave heights were taken

at each period interval. An interval is defined here as a particular one second

period bin determined by the average and standard deviation of the cumulative

wave period distribution where the column of wave heights is then sampled to find

the exact experimental case (i.e., H and T ). For the test period of 10.89 sec, the

10 - 11 sec period bin was analyzed (Fig. 4.6), as were the other three test period

bins (7 - 8 sec, 13 - 14 sec, and 16 - 17 sec) to achieve all four experimental cases

(Tbl. 4.1).
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Figure 4.5: Wave period distribution over the entire climate data set, with an
average of 10.89 sec and a standard deviation of 2.95 sec.

4.5 Experimental Design

This section will explain the design decisions and limitations behind the bear-

ing wear experiments and their corresponding parameters, including the bearing
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Figure 4.6: Distributions of significant wave heights for the 10 -11 sec period bin
with an average of 2.3 m and a standard deviation of 1.0 m.

Table 4.1: Chosen test wave heights and periods.

Exp. Case T (s) H(m)

1 10.89 2.31

2 13.84 5.51

3 16.79 2.92

4 7.95 1.74
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health estimation algorithm - addressing step three and parts of step five of the

PHM methodology. Knowing the experimental wave parameters, the calculation of

pressures and velocities at the surface of interest is described. First, a description

of the procedure to compute the loading condition input for each bearing wear

experiment is presented, followed by a table containing each experimental case pa-

rameter. Many assumptions support the closed-form approach taken in this paper

and will be discussed as they are applied.

4.5.1 Wave Modeling and Force Calculation

First, the wave experienced by the WEC is classified using four main parameters:

water depth h, wave height H, wave length L, and wave period T (Fig. 4.7), where

η describes the wave surface elevation in terms of x and t while having a value

of z meters. The wave itself is assumed to be harmonic and linear (or regular);

Figure 4.7: A regular two dimensional wave with relevant parameters and coordi-
nate system shown.

other wave classifications include irregular, ocean, and stochastic ocean waves [98].

Generalizing the sea state under linear wave theory is the most basic approach to

modeling the ocean surface and is deemed appropriate for this initial study.

The generalization assumes the fluid to be incompressible and inviscid (irro-

tational), enabling the local water particle velocities to be explicitly solved and
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facilitating the use of Morison’s equation [99]. In a typical design, a software

program is tasked with computing the structural loading (e.g., AQWA, WAMIT).

However, in our case, the Morison equation will be shown as an initial approach

to calculate bearing pressure.

Next, assuming an intermediate water depth, the wave length is solved numer-

ically using Eq. 4.1, where g is the acceleration due to gravity. A water depth

of 91.4 meters was used in this study to mimic Oregon sites where large WEC

developers currently hold permits [93].

L =
g

2π
T 2 tanh

2πh

L
(4.1)

The wave length can be verified for use in an intermediate water depth by

checking the inequality (Eq. 4.2), where the wave number is k = 2π
L

. When calcu-

lating a kh scalar towards the lower or upper extremes, a shallow or deep water

assumption, respectively, would instead prove more accurate.

π

10
< kh < π (4.2)

Next, the water surface displacement, η, is given in Eq. 4.3, where σ = 2π
T

and its

correlated velocity potential, φ, is given in Eq. 4.4.

η(x, t) =
H

2
cos (kx− σt) (4.3)

φ = −gH
2σ

cosh k(h+ z)

cosh kh
sin (kx− σt) (4.4)

The closed-form velocity potential allows for the calculation of horizontal (−∂φ
∂x

)

and vertical (−∂φ
∂z

) water particle velocities, which can be seen in Eq. 4.5 and

Eq. 4.6, respectively.
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u = −∂φ
∂x

=
gHk

2σ

cosh k(h+ z)

cosh kh
cos (kx− σt) (4.5)

ν = −∂φ
∂z

=
Hσ

2

sinh k(h+ z)

sinh kh
sin (kx− σt) (4.6)

The local horizontal acceleration is shown in Eq. 4.7.

∂u

∂t
=
Hσ2

2

cosh k(h+ z)

sinh kh
sin (kx− σt) (4.7)

Using these equations, an estimation of the horizontal force imposed on the buoy

by a passing wave can be computed.

Typically used to design and estimate loads on columns embedded in the sea

floor, Morison’s equation (Eq. 4.8) can be extremely useful during conceptual WEC

design for computing the horizontal wave force imparted on the device by a passing

regular wave [100]. The equation is composed of two elements, the first captures

the drag forces and the second captures the inertial forces,

F (z) =
1

2
CDρDu|u|+ CMρV

Du

Dt
(4.8)

where CD, CM , ρ, D, and V represent the drag & inertial coefficients, seawater

density (1025 kg
m3 ), buoy diameter, and buoy volume. Ultimately integrated over a

water depth with respect to z, total horizontal force is represented in Eq. 4.9,

Fx =
∫ b

a
F (z) dz (4.9)

where b is usually the water displacement(η), and a is some value in the vertical

length (z) of the geometry. For example, if a = − h, the force would integrate

over a continuous column to the sea floor. The aggregation of Eqs. 4.3 - 4.9 can be
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viewed in Fig. 4.8 and Fig. 4.9, where the parameters of a H = 3 m, T = 12 sec

wave are plotted implementing the zero crossing method.
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Figure 4.8: Example surface displacement and corresponding water particle veloc-
ities for a H = 3 m, T = 12 sec wave.

4.5.2 Experimental Case Parameters

Incorporating the above wave model, chosen wave heights and periods, and force

calculations, the experiment case parameters can now be set (Tbl. 4.2). To reit-

erate, the experimental cases are a first attempt at a sample set of representative

wave parameters to classify polymer bearing wear during WEC operation. The

third column states the maximum velocity the counterface experiences during the

oscillatory profile (i.e., Eq. 4.6). Next, geometric assumptions that enable a spe-

cific velocity and pressure to be applied during wear tests are held and explained

as follows. A buoy diameter of 11 m was used in the Morison force calculation

while the force was integrated over a depth of 1.5 m. This depth was chosen based

off the assumed buoy height (1.5 m) and assuming the buoy was fully submerged

throughout the length of the passing wave. Next, knowing linear wave theory was
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Figure 4.9: Example force oscillation imposed on the buoy by a passing H = 3 m,
T = 12 sec wave, where Fd and Fi represent the individual components of Fx: the
drag and inertial forces, respectively. The actual normal force applied to bearing
sample was taken as the root mean squared value of the maximum Fx due to test
stand limitations.

Table 4.2: Experiment Case Parameters

Exp. Case T (s) H(m) νmax(m/s) Frms(kN) P (kPa) kh

1 10.89 2.31 0.66 78 334 3.1

2 13.84 5.51 1.25 120 500 2.0

3 16.79 2.92 0.55 47 202 1.4

4 7.95 1.74 0.69 108 445 5.8
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being utilized, the drag and inertial coefficients were taken as 1.3 and 2.0, respec-

tively [101]. The bearing pressure was computed using the wave force calculation

and an assumed bearing area of 0.232 m2. This particular area was chosen as a

conservative estimate of the total bearing area and set the active bearing pressure

below the bearing manufacturer’s recommendations.

The final parameter set for the wear testing experiments was the number of

runs for each experiment case. Using the operating characteristic (OC) curve to

minimize the type II error, Eq. 4.3 was implemented [102],

Φ2 =
nD2

2aσ2
(4.10)

where Φ and β (probability of type II error) make up the OC curve x and y param-

eters. Further, n is the number of runs for each test climate, D is the difference

between two treatment means desired to be detected (0.5), a is the number of ex-

perimental cases (4), and σ is the assumed maximum standard deviation of wear

rate at any power level (0.1). These values were based on previous wear studies

completed. Tbl. 4.3 shows the results of checking various sample sizes and it was

decided due to the infancy of this research that a probability of 0.85 would be ad-

equate for detecting a difference in wear means (D) for separate experiment cases.

Consequently, three test runs were specified for each experimental case.

4.5.3 Bearing Health Estimation

Once the bearing wear experiments have concluded, the post-processing of the

raw linear variable differential transformer (LVDT) measurements should ideally

indicate a linear and stable wear rate. Under these circumstances, the wear models
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Table 4.3: Determining each experimental case’s sample size using the operational
characteristic curves with α = 0.01.

n Φ2 Φ a(n− 1) β Power (1 − β)

2 6.3 2.5 4 0.5 0.5

3 9.3 3.0 8 0.15 0.85

4 12.5 3.5 12 0.01 0.99

can be pieced together to create a cumulative data driven life model of the bearing

surface. This inference allows ocean renewable developers the capability to predict

the bearing’s health after some length of time. For example, if the life model

indicates the amount of bearing material lost is approaching a critical threshold,

then operators and maintainers can make informed decisions. Given enough time,

the repairs could be scheduled to minimize the cost associated with servicing the

bearings. It is important to note that the prediction accuracy of the bearing health

estimation can be directly attributed to wear model quality and its associated

experimental design.

In order to quantify the raw bearing wear in a format applicable to wear pre-

dictions, the recorded vertical wear from the LVDT is multiplied by the constant

contact area to form the total volumetric wear for the sample seen in Eq. 4.11,

V = 2wrq sin−1(
l

2r
) (4.11)

where w is the vertical wear, r is the counterface outer radius, l is the sample

length, and q is the sample width (all variables in mm). To avoid biasing the wear

estimate to focus on force or distance or time alone, a specific wear rate variable

is used (Eq. 4.12),

V = eFs (4.12)
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where V is the total volumetric wear (mm3), e is the specific wear rate (mm3

Nm
), F

is the normal load (N), and s is the sliding distance (m). Solving for e using the

stable portion of the wear plot, a set of specific wear rates are then available to the

user for calculating volumetric wear of the bearing during different climates than

those tested in the experiment. Assuming the worst case scenario for the specific

wear rate model formulation, forces and sliding distances are then derived for each

particular hour of reported wave parameters. The cumulative volumetric bearing

wear is tracked using Eq. 4.13,
n∑
i=0

Vici (4.13)

where i is the bin index (wave height and period), V is the volumetric wear associ-

ated with a particular bin and c is the total number of hours the WEC experienced

seas classified to the particular bin. This purely data driven model would prefer-

ably be used in parallel with the wave climate in Fig. 4.4 and although relatively

elementary, could be enormously useful in estimating the overall bearing health,

while further informing WEC design, operation, and maintenance decisions.

4.6 Experimental Setup

This section will describe the bearing material and its mating counterface used

during this study - addressing step four of the PHM methodology. The test stand

is also shown and the procedure to measure bearing wear is described.

4.6.1 Bearing Material

Each bearing sample was machined out of disks (with an inner radius equal to the

counterface) 6.40 mm in width into sections of 15.85 mm in length and approxi-
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mately 10 mm in height. The Thordon SXL bearing material was used throughout

the study [103]. Each bearing sample was cleaned with methanol prior to each test

to guard against any incidental debris from contaminating the experiment.

4.6.2 Counterface

Two identical 316 stainless steel counterfaces were used during testing, each with

a diameter of 63.5 mm (derived from the rpm limit of the motor so as to maximize

the range of test surface velocities) as seen in Fig. 4.10. Before and after each

test run, the surface roughness of the counterface was measured using a Mitutoyo

surface roughness tester in an attempt to determine any transfer of material to the

counterface. As per design recommendations from the manufacturer, the coun-

terface surface roughness was made to be less than 0.8 µm Ra before each test.

In an effort to allow for better mechanical bonding of the polymer, roughening

was completed perpendicular to the direction of rotation [104]. The roughness

measurements were taken in parallel to the direction of rotation at three different

points along the width of the counterface and six different section widths around

the circle. Prior to each test, the counterface was also thoroughly cleaned with

methanol.
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4.6.3 Test Stand

Using a testing method derived from the ASTM G176-03 standard [89] for ranking

wear resistance of plastic bearings, the test stand can be seen in Fig. 4.11. Modifi-

cations to the setup have been made to allow for complete immersion of both the

bearing sample and counterface in seawater. A procedure to run a bearing wear

test follows:

1. Empty all seawater from reservoir and wash out with freshwater, lightly

touching the counterface (remove salt, but not the transferred bearing ma-

terial) and remove bearing sample.

2. Remove the counterface from drive shaft, air dry, and measure surface rough-

ness.

3. Take the second, prepped counterface and couple to drive shaft, ensuring

minimum change in deflection of the surface during rotation. The authors

recommend using a dial indicator to measure this deflection.

4. Set the new, prepped bearing material in place, load mass on vertical shaft,

latch front plate, fill reservoir, input test parameters to software, and begin

test.

The removable counterface is held in place with two plastic nuts on a stainless

steel drive shaft directly coupled to a DC brushed motor. A 0.5 µm resolution

LVDT was tasked with measuring the vertical wear of the bearing sample while

linked to the vertical shaft responsible for holding the mass load in place. The

drive shaft and all connecting parts were cleaned with methanol prior to each test.

The seawater used during testing is seawater filtered to 50 µm, taken from Yaquina

Bay in Newport, Oregon.
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Figure 4.11: The bearing wear test stand.

A National Instruments cRIO unit was programmed to control motor velocity

using the LabVIEW interface and shaft encoder relaying speed information. The

bearing samples were subjected to sinusoidal velocity profiles (ν) oscillating at

their specified frequency ( 1
T

) and each wear test was run for 20 hours with no

intermittent stops. In order to determine the correct mass to load the sample, the

test climate pressure (P ) was multiplied by the bearing sample projected area and

divided by the gravity constant, g.

4.7 Results

This section will present the results of all twelve wear tests, grouped into their

four respective experiment cases, followed by the specific wear rate model formu-

lation, a month long bearing health estimation, and the corresponding before and

after counterface surface roughness measurements. The raw LVDT readout was

smoothed for graphing purposes. Each wear plot contains two x-axes: sliding dis-

tance (computed from oscillation frequency, amplitude, and counterface radius)
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Figure 4.12: Experiment case one, pressure = 334 kPa, maximum surface velocity
= 0.66 m/s, mass = 3.382 kg.

and time (each wear test was 20 hours long). The first case is shown in Fig. 4.12,

while the second, third, and fourth cases are shown in Figs. 4.13 - 4.15, respec-

tively. General intuition is correct as the plots show the highest pressure resulted

in the highest wear rate, while the lowest pressure resulted in the lowest wear rate.

And for the majority of test runs, similar patterns exist within each experimental

case. However, test run number twelve is an anomaly: around hour seven, the

wear measurement diverges and increases 350% less than the previous two test

runs. Another test run that is unlike its counterparts is number eight, where its

wear measurements are offset 50 - 100% less than test run three and ten.

Next, ensuring wear was linear with respect to time and distance, hour six to

twenty was set as the stable portion of the wear plot for all test runs. Analyzing

this segment, a vertical bearing wear measurement can be used to derive the total

volumetric wear and specific wear rate for each test run. Here the results can be

seen in Fig. 4.16, where the dotted line represents a worst case scenario specific wear

rate model. For a month long wear estimation, the specific wear rate model was
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Figure 4.13: Experiment case two, pressure = 500 kPa, maximum surface velocity
= 0.1.25 m/s, mass = 5.000 kg.
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Figure 4.14: Experiment case three, pressure = 202 kPa, maximum surface velocity
= 0.55 m/s, mass = 2.045 kg.
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Figure 4.15: Experiment case four, pressure = 445 kPa, maximum surface velocity
= 0.69 m/s, mass = 4.442 kg.

used, where the volumetric wear for each hour of reported wave data was calculated

using 1) a specific wear rate, e from the model, 2) a normal force, F , derived

from Morison’s equation, and 3) a sliding distance, s derived from the particular

climate’s reported wave parameters. For the month of January 2011, a total of 4.5

mm was estimated to have been lost during the theoretical point absorber WEC

operation (Fig. 4.17). Additional information was recorded before and after each

test run that included the counterface surface roughness measurements (Tbl. 4.4).
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Figure 4.16: Specific wear rates plotted vs. applied bearing pressure for all twelve
test runs with the conservative model overlay (dotted line).
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Table 4.4: Stable wear rates for each test run and their corresponding before and
after surface roughness measurements (average, maximum, minimum).

Exp. Test Rate Before After

Case No. (µm
hr

) (µm Ra) (µm Ra)

1

3 18 .58 .69 .48 .71 .84 .56

8 8 .61 .71 .48 .61 .79 .46

10 16 .56 .69 .43 .53 .71 .38

2

5 45 .66 .81 .51 .63 .79 .41

7 37 .61 .76 .53 .51 .64 .43

11 42 .51 .58 .41 .48 .61 .33

3

1 9 .69 .76 .51 .58 .74 .43

4 7 .69 .74 .58 .69 .79 .58

9 8 .53 .69 .46 .53 .66 .41

4

2 25 .74 .79 .69 .64 .74 .58

6 21 .66 .76 .58 .71 .94 .51

12 5 .61 .71 .53 .56 .69 .43
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4.8 Discussion

This section discusses several factors contributing to the uncertainty in the results.

Topics affecting the accuracy of the prediction include the effect of counterface

surface roughness, wave modeling, wear data quality, and test stand effects.

4.8.1 Effect of Counterface Roughness

To begin, the effect of surface roughness on the stable wear rate is plainly apparent

and as one would expect, a higher roughness generally yields a higher wear rate.

Observing experiment case four in particular, test no. 12 yielded a stable wear rate

4 - 5 times smaller with a pre-test surface roughness less than 0.06 µm smoother

than test no. 2 or 6. Perhaps this result is specific to the experiment (relatively high

pressure and frequency oscillation) as the difference between pre-test roughness

measurements for experiment cases two and three are similar, yet their subsequent

stable wear rates are analogous. It should be noted that there are limits as to

how smooth the initial counterface can be as one study showed a roughness of

0.03 µm increased the wear rate by 33 times [105]. Experiment case one and

four both contain a test run dissimilar to the others while their pre-test roughness

measurement differences are negligible, indicating that there may be some other

factor affecting the results and warranting more experiments.

From previous experience, the bearing material studied exhibited an unusually

higher wear rate for their respective loading conditions in the majority of test

runs. Acknowledging the customization of the experimental setup and design, the

obvious absence of a transfer film may indicate the need for a better application of

pressure and velocity to the bearing sample itself via a different test stand design

and/or operation.
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4.8.2 Wave Modeling

Second, the method of wave modeling used in this investigation assumes a regular

wave, which is not an accurate representation of real seas. Utilizing linear waves

and the assumption of the buoy being a perfect wave follower are likely the most

influential assumptions within this study. The most rigorous of ocean wave model-

ing efforts solve the Navier Stokes non-linear differential equation for velocities and

pressure fields, yet is only suggested for higher fidelity investigations. However, the

success of applying the often used principle of superposition (as many frequency

domain wave models do) to the wear rates remains to be seen given the limitations

of linear wave theory [92]. Another, more promising approach would be to utilize

the WEC dynamic models as inputs to the bearing wear experiments [106].

Choosing NDBC 46229 as the source of ocean surface measurements was de-

signed to allow researchers the freedom of using either time or frequency domain

information. Also, for a more complete input to the wave climate, the authors

suggest using a more robust method that explicitly presents representative wave

spectra [107].

4.8.3 Wear Data Quality and Health Estimations

Third, the health estimation, however unrefined, was possible because of quality

wear data. The empirical models yielded few extraordinary anomalies and provided

a good basis for regression and validation of the sample size suggestion. Applying

the wear algorithm, approximately 6000 mm3, or 4.5 mm of bearing material was

estimated to be lost during the month long WEC operation. This initial estimate is

quite large and could be attributed to several factors, including the material itself,
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the loading conditions chosen, the load application via the test stand’s design and

operation, or the counterface’s surface roughness.

Also, a method for how to rectify the fact that wear rates do not exist for

each bin within the wave climate has yet to be developed and would constitute a

very interesting future work. Although the experiments do not change parameters

during the 20 hour tests, future work would require the programming of varying

parameters, resulting in more accurate loading conditions. Also, some of the next

steps in this research would apply more advanced aspects of PHM by incorporating

uncertainty assessment [2] and prognostic evaluation [23].

4.8.4 Test Stand Effects

Fourth, the effects of the test stand on the bearing experiments is inherent in the

wear data, so only by modifying the test stand and running the same experiments

would the effects be measurable. During testing, the motor was observed to jerk

near the crest and trough of the sinusoid velocity profile, indicating poor torque

control. This phenomenon occurred with greater intensity during experimental

cases with higher pressures, possibly inhibiting transfer film formation. A torque

sensor and higher torque motor would be ideal, so as to accurately and smoothly

follow the desired velocity profile. Some of the first test stand modifications to pro-

duce more accurate results would be the integration of a varying pressure function

and time domain velocity profile. Currently, the test stand is limited to constant

force application and only after running these initial experiments has it become

readily obvious that the test stand is not capable of accurately recreating loading

conditions that a bearing sample would see in the field - a much smoother control

of the counterface motion is required.
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4.8.5 Lessons Learned

Often times PHM is an afterthought in complex system design because of many

unanswered questions regarding prognostic requirements and their resulting val-

idation sequence [108]. This research focused on one component of the WEC

even as developers work to install production-level devices, where bearing health

estimation may be the lowest of priorities. Promoting a scalable approach to classi-

fying bearing wear for WECs early in the growth of the industry can be extremely

beneficial to all parties.

4.9 Conclusion

Twelve bearing wear experiments were conducted using a detailed approach suited

for polymer bearings installed on a point-absorbing WEC. A stable and linear wear

rate was established for each experiment, leading to the use of empirical methods

for estimating bearing wear. Not only was essential information gained regarding

the limits of the experiments, but the actual research methodology as well. Even

though much work remains, progress was made towards careful benchmarking of

the test stand and successful employment of PHM research tenets, all while pushing

the state of technology for WEC-based bearing health estimation forward.
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Nomenclature

PHM Prognostics and Health Management

WEC Wave Energy Converter

TD dominant wave period

Hs significant wave height

η water surface displacement, a function of x and t

k wave number

φ water particle velocity potential

Fx horizontal force imposed on buoy by passing wave

e specific wear rate

i bin index (wave height and wave period)

Vi volumetric wear

ci total bin index hours
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Chapter 5 – General Conclusion

Three manuscript papers have been presented, outlining the attributes of test stand

design and operation affecting the success of system reliability estimations within

a prognostics and health management research methodology. While the actuator

test stand captures failure information for numerous faults and the bearing test

stand measures bearing wear, both essentially collect component health data that

is aggregated and used in prognostic algorithms to estimate overall system health.

Data from the bearing test stand was post-processed to illustrate an initial attempt

at predicting bearing health for a given month. Again, the quality of data used by

an aircraft’s health management system or wave energy converter’s maintenance

engineer is especially important, and has yet to be validated on a practicing system

or by an approved standard.

5.1 Applications and Future Directions

Obtaining real-time system performance data has become easier with recent tech-

nological leaps in electronics and data acquisition. However, real-time failure in-

formation is more difficult to achieve, as it is often due to the classifying, filtering,

processing, and inferring processes required. And so, flyable test stand research

becomes applicable: with known failure models derived from the test stand, the

prognostic model can learn the past component performance characteristics and

ideally yield a confident health assessment. The contributions within this thesis

can be applied to either the current test stand or to the design of a new one,
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where the insight and results provided can assist interest researchers in their own

projects. With adequate resources, multiple test stands could be built to foster ac-

tuator prognostic research, expand actuator failure model databases, and improve

confidence in actuator health estimations. More research and work is needed to

address the faults chosen for the failure experiments, because often times faults

progress to failure at the extremes of the time scale - milliseconds or years, and

thus does not bode well for modeling algorithms.

Second, as ocean renewable investment grows, it is important that system

health and reliability estimations be derived from an accepted research methodol-

ogy so that comparison between studies is efficient and scalable. The bearing wear

data is an ideal candidate for integration into a system reliability assessment due

to its simplicity and impact on multiple sub-systems. By using a similar approach

to that presented in manuscript three, future wear experiments can effectively con-

tribute to the total bearing health model and succeeding wave device reliability

model. Further, verification and validation of this research approach would enable

more informed WEC design and maintenance decisions.

In closing, this thesis has highlighted the importance of test stand design and

operation within research efforts aimed at assessing component reliability and

health. Many factors have been shown to affect the success of failure experiments

and it is the author’s belief that learning what factor carries the largest uncertainty

will be the key to implementing effective prognostic solutions.
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