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1 INTRODUCTION

1.1 Motivation

The Freudenthal-Tits magic square of Lie algebras provides an interesting relation-

ship between the four normed division algebras over the reals—R, C, H, and O—and

certain Lie algebras [10, 20, 2]. Most notably, it relates four of the five exceptional Lie

algebras—f4, e6, e7, and e8—to groups of 3 × 3 matrices with elements coming from the

octonions (the unique nonassociative, noncommutative normed division algebra over the

reals). The fifth exceptional Lie algebra, g2, generates the automorphism group of the

octonions, so in a sense the magic square reveals that all of the exceptional Lie algebras

can be understood through properties of the octonions.

While the algebras appearing in the magic square are well understood, the corre-

sponding Lie groups are not. In particular, the geometric significance of E7 and E8 is not

clear [1]. While understanding these groups is an interesting topic in its own right, the

suspected relevance of the groups E6 and E8 to theoretical physics [11, 16, 5, 13, 19, 6, 17]

provides further encouragement for their study. Unfortunately, it is not yet clear how best

to proceed in a description of E7, let alone E8; it is hoped that the present work represents

an initial step toward such a description.

Specifically, we consider a simplified magic square involving groups of 2×2 matrices

rather than 3 × 3 matrices. Previous work [3, 18, 8, 22] has established a close analogy

between the first two rows of the 2× 2 and 3× 3 magic square, interpreting the first rows

respectively as SU(2;K) and SU(3;K) and the second rows respectively as SL(2;K) and

SL(3;K). In focusing on the H′ ⊗C slot of the 2× 2 magic square, this work represents a

first step toward providing a unified description of the third row of the 2×2 magic square

at the group level. It is hoped that such a description will then extend naturally to a
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description of the third row of the 3× 3 magic square, in turn providing an identification

between E7 and an as-of-yet unidentified octonionic matrix group.

1.2 Summary

In Chapter 2 we give a brief overview of necessary background material. Section

2.1 provides a standard construction of the normed division algebras C, H, and O and

their split counterparts. In Section 2.2 we introduce the groups of orthogonal, unitary,

and symplectic matrices, identify these as Lie groups, and introduce the notation for Lie

groups and algebras. Finally, in Section 2.3 we introduce the Freudenthal-Tits magic

square and, following [22], present the interpretation of the first two rows of the magic

square incorporating the split division algebras as SU(3;K) and SL(3;K), respectively.

Section 2.3 concludes with a discussion of the 2× 2 magic square, one cell of which is the

focus of this work.

Chapter 3 contains the primary results of this thesis, which are representations of

the Lie group SO(4, 2;R) in terms of 4 × 4 and 2 × 2 matrices with elements in H′ ⊗ C.

Ideally, the 2×2 representation will admit an interpretation as “SU(2;H′⊗C)”. Chapter 3

concludes with an explicit construction of the well-known isomorphism between SO(4, 2;R)

and the conformal group on 3 + 1 dimensional spacetime in terms of the new 4 × 4

representations constructed here.

1.3 Notation

Before proceeding, some comments must be made on the notation we employ. We

adhere throughout to the following not-necessarily-standard conventions:

• All sums are explicitly written using capital-sigma notation. In particular, sym-
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bols of the form pµΓµ do not, in themselves, indicate sums despite the superficial

resemblance to Einstein’s summation convention.

• Matrices are indicated by bold-faced symbols.

• In order to avoid ambiguity, the underlying field of all matrix groups is explicitly

stated.
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2 BACKGROUND

We present here a review of the mathematical structures that we will be using.

2.1 Normed Division Algebras

We start with a brief overview of normed division algebras

2.1.1 Cayley-Dickson Construction

The Cayley-Dickson construction [4, 1] provides a convenient way to construct a

new algebra from an old one. In particular, beginning with the one-dimensional algebra

R, the Cayley-Dickson construction can be used to generate algebras of dimension 2n for

any integer n with the property that each new algebra contains the previous one in an

obvious way. These algebras all have a natural sense of conjugation, and the first four

algebras generated in this way are precisely the four normed division algebras R, C, H,

O. In this section we demonstrate this procedure by explicitly constructing the normed

division algebras.

Begin with an algebra K equipped with an involutive antiautomorphism, a → a,

called conjugation. On the space of ordered pairs, K × K, define addition element-wise,

multiplication by1

(a, b)(c, d) = (ac− db, da+ bc) (2.1)

and conjugation by

(a, b) = (a,−b). (2.2)

1The convention here matches that in [4], which differs from [1]. The difference between conventions is
best understood in terms of the construction in 2.1.2: the convention from [4] corresponds to the statement
O = H⊕Hl, while the convention in [1] corresponds to O = H⊕ lH.
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With these definitions, K×K becomes an algebra with conjugation, and there is a natural

inclusion from K into K×K given by a ↪→ (a, 0).

A few properties follow directly from these definitions by straightforward calculation.

First, multiplication in K × K will be commutative if and only if a = a for all a ∈ K.

Second, multiplication in K × K will be associative if and only if multiplication in K is

both commutative and associative.

Now we can construct the normed division algebras. We start with R and take

conjugation to be the identity map, so that a = a for a ∈ R. Then we construct the

complex numbers by defining C = R × R, with multiplication and conjugation defined

according to (2.1) and (2.2). Next, define the quaternions as H = C×C and the octonions

as O = H×H, with multiplication and conjugation likewise defined in both cases. From

the properties mentioned above, our choice of conjugation on R, together with the fact

that real multiplication is associative and commutative, guarantees that multiplication

in C will be associative and commutative as well. However, conjugation in C is not the

identity map, so multiplication in H will not be commutative, which leads in turn to the

fact that multiplication in O is not associative.

If one attempts to extend this process to O×O, one finds that the resulting algebra

contains zero divisors. As such, while O×O can be made into an algebra in this way, the

result is not a division algebra. In fact, the Hurwitz theorem [14] tells us that R, C, H,

and O are the only normed division algebras over the reals.

Having defined the normed division algebras, we define the real part of an element

s in any one of them by

<e[s] =
1

2
(s+ s) . (2.3)

Writing s = (a, b) ∈ K×K it follows from this definition that

<e[s] =

(
1

2
(a+ a), 0

)
= (<e[a], 0), (2.4)

from which we see that the real part of any element in R, C, H, or O is a real number
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(thereby justifying the name). We define the imaginary part of an element s ∈ K×K by

=m[s] = s−<e[s]. (2.5)

Note that this definition of =m[s] differs by a factor of i from the traditional definition

on C and, in any case, does not yield a real number. Finally, we define the squared norm,

|s|2, of an element of s = (a, b) ∈ K×K via

|s|2 ≡ ss. (2.6)

As with <e[s], this associates a real number to s, which can be seen by computing

ss = (a,−b)(a, b) = (aa+ bb, ba− ba) = (aa+ bb, 0) = |a|2 + |b|2. (2.7)

Finally, we note the following important consequences of these definitions. First,

for s ∈ R we have s = s so that |s|2 = s2 ≥ 0, from which it follows that |s|2 ≥ 0 for C,

H, and O, with equality holding if and only if s = 0. Second, if <e[s] = 0, then we have

s = −s so that

s2 = −ss = −|s|2 ≤ 0. (2.8)

2.1.2 Alternate Construction

An alternate construction can be developed by the introduction of successive “square

roots of −1” (algebra elements defined by the fact that they satisfy x2 = −1) which we

call imaginary units. Once again we begin with R. Now, define the imaginary unit i (i.e.,

set i2 = −1) and define the set C as

C = R⊕ Ri. (2.9)

Elements of this space have the form x + yi for real numbers x and y, and if we define

multiplication by formal distribution we see that this yields the same algebra as (2.1)

with K = R under the identification i ≡ (0, 1). If we now define a second, independent
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imaginary unit j, we can construct the quaternions as

H = C⊕ Cj. (2.10)

This is a four-dimensional space, and the construction yields the natural basis, {1, i, j, ij},

where ij can be verified to be a third imaginary unit. Following convention, we define

k ≡ ij,

so that an arbitrary quaternion can be written as x+ yi+ zj +wk for real x, y, z, w. The

multiplication table follows if we assume associativity and is given in Table 2.1. Figure 2.1

provides an intuitive summary of Table 2.1, in the sense that multiplication of an element

by the next element in the counterclockwise direction gives the third, while multiplication

by the next element in the clockwise direction gives minus the third.

× i j k

i −1 k −j

j −k −1 i

k j −i −1

TABLE 2.1: Multiplication table for basis imaginary units in H

FIGURE 2.1: The quaternionic multiplication table
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Proceeding once more in this manner we construct the octonions as O = H ⊕ Hl, where

l is yet another imaginary unit. This gives the octonionic basis {1, i, j, k, kl, jl, il, l}, on

which we impose multiplication as defined by Table 2.2 and summarized by Figure 2.2.

× i j k kl jl il l

i −1 k −j jl −kl l il

j −k −1 i −il l kl jl

k j −i −1 −l il −jl kl

kl −jl il l −1 i −j −k

jl kl l −il −i −1 k −j

il l −kl jl j −k −1 −i

l −il −jl −kl k j i −1

TABLE 2.2: Multiplication table for basis imaginary units in O

FIGURE 2.2: The octonionic multiplication table

In Figure 2.2, the straight lines are to be thought of as circles corresponding to the

imaginary units in a quaternionic subalgebras. An examination of Table 2.2 shows that

octonionic multiplication is not, in general, associative. It is, however, alternative, which

is to say that the subalgebra generated by any two elements in O is associative.

In each case, we take conjugation to be the map a → a defined by replacing each
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imaginary unit with its negative, i→ −i, j → −j, and so on. We can then define the real

and imaginary parts and the norm as in (2.3), (2.5), and (2.6).

Although we have only explicitly defined three imaginary units, and our bases con-

tain only 1, 3, or 7 imaginary units, the spaces we have constructed actually contain an

infinite number of them. Specifically, as noted in (2.8), any element with real part zero

will square to a negative number. Thus, if s is nonzero and satisfies <e[s] = 0, then the

element s/|s| satisfies s2 = −1. It follows that the imaginary units in O constitute a

7-sphere, S7, while those in H constitute a 3-sphere, S3 ⊂ S7.

2.1.3 Split Algebras

For each of the normed division algebras constructed above we can construct a

corresponding split algebra. These split algebras, R′, C′, H′, and O′, are constructed in

a manner similar to that of the normed division algebras, with the caveat that instead

of appending roots of −1 we sometimes append roots of unity. Specifically, we begin by

defining R′ = R. Then C′ is defined as

C′ = R′ ⊕ R′L (2.11)

where

L2 = 1 (2.12)

by definition. Holding with convention, we continue to call L an imaginary unit. Proceed-

ing, we define

H′ = C′ ⊕ C′K, (2.13)

and

O′ = H′ ⊕H′J, (2.14)

with

K2 = J2 = −1. (2.15)
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We also define the imaginary unit I via

I ≡ JK, (2.16)

and note that

I2 = −1 (2.17)

while

(KL)2 = (JL)2 = (IL)2 = 1. (2.18)

The full multiplication in O′ is given in Table 2.3.

× I J K KL JL IL L

I −1 K −J JL −KL −L IL

J −K −1 I −IL −L KL JL

K J −I −1 −L IL −JL KL

KL −JL IL L 1 −I J K

JL KL L −IL I 1 −K J

IL L −KL JL −J K 1 I

L −IL −JL −KL −K −J −I 1

TABLE 2.3: Multiplication table for basis imaginary units in O′

As in the case of O, O′ is alternative but not associative. However, the split algebras

contain zero-divisors and are therefore not division algebras; for example, in C′ (and

therefore in the others) we have

(1− L)(1 + L) = 1− L+ L− L2 = 1− L+ L− 1 = 0. (2.19)

As with the division algebras, we take conjugation to be the map a → a∗ defined

by replacing each imaginary unit with its negative, L→ −L, J → −J , and so on. In the

interest of clarity, we denote conjugation within a split algebra with an asterisk rather
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than a bar as was done for the division algebras. We retain the definition of real and

imaginary parts and of the squared norm, and note that as a result of these definitions

we have |L|2 = |KL|2 = |JL|2 = |IL|2 = −1; i.e., imaginary units that square to 1 have

negative “squared norm”. Our convention is to label imaginary units of a normed division

algebra with lower-case letters from the middle of the alphabet, while labelling imaginary

units of split algebra with upper-case letters.

It should be mentioned here that each of these algebras could be constructed through

several alternate “paths”. For example, we could have defined H′ as

H′ = C⊕ CL, (2.20)

and O′ as

O′ = H⊕HL. (2.21)

In any case the constructions lead to the same algebra, with only the ordering of the bases

and some signs being different.

As a final note, we introduce a secondary notation that will facilitate summing over

imaginary units. Explicitly, we define the labels

{e1, e2, e3, e4, e5, e6, e7, e8} = {1, i, j, k, kl, jl, il, l} ⊂ O, (2.22)

and

{e9, e10, e11, e12, e13, e14, e15, e16} = {1, I, J,K,KL, JL, IL, L} ⊂ O′, (2.23)

where equality is understood to preserve the order.

2.2 Matrix Groups and Algebras

We now give a brief overview of the matrix groups and algebras used here.
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2.2.1 Matrix Groups

Matrix groups are constructed from r × r matrices satisfying various conditions

using matrix multiplication as the group operation. The most commonly discussed matrix

groups are built from matrices whose components lie in the real or complex fields, in which

case they can be classified to some extent in terms of their determinants; we give a basic

taxonomy of such matrices here. In the sequel, however, we will be interested in matrices

over more general algebras. For example, the elements of our matrices will, in some cases,

lie in the algebra H′ ⊗ C. Due to the nonabelian nature of H′, the determinant of such a

matrix is not well-defined in the general case. As such, slightly different definitions from

those presented here will be required.

To begin, we fix notation by writing F ∈ {R,C} whenever our discussion can apply

equally well to either case and define Mr(F) to be the collection of all r× r matrices with

elements in F.

For A,B ∈Mr(F), the determinant map satisfies

det AB = det A det B (2.24)

det AT = det A (2.25)

det A† = det A (2.26)

det aA = an det A, (2.27)

and, if A is invertible,

det A−1 =
1

det A
. (2.28)

The first matrix group of interest is GL(r;F), defined to be the set of invertible r×r

real matrices:

GL(r;F) ≡ {A ∈Mr(F) : det A 6= 0}. (2.29)

Within GL(r;F) we have the subgroup SL(r;F), defined by

SL(r;F) ≡ {A ∈ GL(r;F) : det A = 1}. (2.30)
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Other subgroups of GL(r;F) in which we will be interested are the orthogonal and

unitary groups. Specifically, the orthogonal group of order (m,n) is defined as

O(m,n;F) ≡ {O ∈ GL(m+ n;F) : OTGO = G}, (2.31)

where G is a diagonal matrix with elements

Gµν =



0, µ 6= ν

1, µ = ν ≤ m

−1, m < µ = ν

. (2.32)

If we consider the vector space V consisting of column vectors with m+ n elements from

F, then G determines a bilinear, indefinite, symmetric quadratic form Ĝ on V ×V via the

map

Ĝ(v, w) = vTGw, (2.33)

for any v and w in V . Then the elements of O(m,n;F) are seen to be precisely those

linear maps acting on V through left multiplication that preserve (2.33).2

The unitary group U(m,n;F) is defined analogously, replacing transpose with con-

jugate transpose:

U(m,n;F) ≡ {U ∈ GL(m+ n;F) : U†GU = G}, (2.34)

where G is as in (2.32). Once again considering the vector space V , we can see that G

can also be used to determine a sesquilinear, indefinite, symmetric quadratic form Ĝ on

V × V via

Ĝ(v, w) = v†Gw, (2.35)

2Given a vector space V , a quadratic form φ on V × V that is linear in the first variable and either
linear or sesquilinear in the second is sometimes called a (bilinear or sesquilinear) “metric”. Alternatively,
the term metric is sometimes reserved for cases where φ satisfies additional requirements, such as being
positive-definite or symmetric. We avoid any ambiguity by forgoing the use of the term altogether.
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Then, as with O(m,n;F), U(m,n;F) represents the set of linear transformations on V

that preserve (2.35).

A third matrix group can be defined in terms of the matrix

J =

 0 Ir

−Ir 0

 , (2.36)

where Ir is the r × r identity matrix. In that case we define the symplectic group as

Sp(2r;F) =
{

S ∈ GL(2r;F) : S†JS = J
}

(2.37)

The structure of J allows it to determine a sesquilinear, antisymmetric quadratic form Ĵ

defined as

Ĵ(v, w) = v†Jw, (2.38)

and we see as in the other cases that Sp(2r;F) is the set of linear transformations on V

that preserve Ĵ .

If we now take the intersection of each of O(m,n;F) and U(m,n;F) with SL(m +

n;F), we get the special orthogonal and unitary groups, SO(m,n;F) and SU(m,n;F). It

turns out, though we do not show here, that Sp(2r;F) ⊂ SL(2r;F), so there is no special

symplectic group. Finally, we note that if F = R, the unitary and orthogonal groups are

identical.

The above groups are examples of Lie groups; that is, they carry the structure of a

smooth differentiable manifold in such a way that matrix multiplication and inversion are

smooth maps. While a full discussion of the topological and geometric properties of such

groups is beyond the scope of this work, the following foray into differential geometry will

prove useful.

Given a matrix Lie group, G, consisting of r×r matrices with elements in F, we can

consider the tangent space at the identity, denoted TIG. To define this space, we consider

the set C of curves in G with certain special properties:

C ≡ {c : R→ G : c(0) = I, c(α)c(β) = c(α+ β) for α, β ∈ R}. (2.39)



16

Each such curve is a one-parameter family of group elements. For c ∈ C we define the

tangent vector to c at the identity to be

ċ(0) =
dc

dα

∣∣∣∣
0

, (2.40)

where the derivative is applied component wise. For example, if we take G = SL(2;R)

and c to be the map

c(α) =

cos(α) − sin(α)

sin(α) cos(α)

 , (2.41)

then c(0) = I and ċ(0) =

0 −1

1 0

. We then define TIG to be

TIG ≡ {ċ(0) : c ∈ C} . (2.42)

Next, we define the exponential map exp : TIG→ G by the equation

exp[A] =
∞∑
µ=0

1

µ!
Aµ (2.43)

for A ∈ TIG. Specifically,

c(α) = exp[αA] ∈ C (2.44)

is a curve in G with tangent vector A at I. For any element g in the connected component

of the identity of G, there is a curve c ∈ C with c(1) = g. There is thus a corresponding

tangent vector A ∈ TIG such that exp[A] = g. We therefore say that TIG “generates” the

connected component of the identity and call a basis of TIG “generators” ofG. Considering

the real vector space structure of TIG, we can turn it into an algebra by defining an

appropriate product,

[·, ·] : TIG× TIG→ TIG. (2.45)

Specifically, TIG becomes a Lie algebra if that product is bilinear, alternating, and satisfies

the Jacobi identity

[A, [B,C]] + [B, [C,A]] + [C, [B,A]] = 0 (2.46)



17

for all A,B,C ∈ G. The standard product satisfying these conditions is the commutator,

defined by

[A,B] = AB−BA. (2.47)

In that case, the algebra is generally denoted with the same letters as for G, only made

lower-case and written in Fraktur. For example, the Lie algebra associated with SL(2;R)

is denoted sl(2;R). We also define the anticommutator here, which is given by

{A,B} = AB + BA. (2.48)

Other Lie algebras that will be needed in Section 2.3 are

sq(r) =
{

A ∈Mr(H) : A† = −A
}
, (2.49)

sa(r;K) =
{

A ∈Mr(K) : A† = −A, tr(A) = 0
}
, (2.50)

sl(r;H) = {A ∈Mr(H) : <e(trA) = 0} , (2.51)

sp(2r;H) =
{

A ∈Mr(H) : A†J = −JA,<e(trA) = 0
}
, (2.52)

der(K) = {F ∈ end(K) : F (ab) = F (a)b+ aF (b), ∀a, b ∈ K} , (2.53)

where J is as in (2.36) and we K can be be any of R, C, H, or O. In the case of der(K),

the product is given by

[F1, F2] (a) = F1(F2(a))− F2(F1(a)), (2.54)

for all F1, F2 ∈ end(K) and a ∈ K; for the matrix algebras the product is the usual

commutator. From these definitions we see that

sa(r;R) = so(r;R) = su(r;R), (2.55)

sa(r;C) = su(r;C), (2.56)

and that sa(r;H) as simply the traceless subalgebra of sq(r).
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Before moving on, we record the following standard, but important, properties of

the exponential map: For matrices A,B ∈ G and constant a ∈ K,

exp[0] = I,

exp[ABA−1] = A exp[B]A−1

exp[−A] = exp[A]−1

exp[aA] = exp[A]a

exp[A]B =


B exp[A], [A,B] = 0

B exp[−A], {A,B} = 0

, (2.57)

exp[AT ] = exp[A]T

exp[A†] = exp[A]†

det (exp[A]) = etr(A)

Moreover, if A2 = ±I, we have that

exp[Aα] = If(α) + Ah(α) =


I cosh(α) + A sinh(α), A2 = I

I cos(α) + A sin(α), A2 = −I

, (2.58)

where the second equality serves to define the functions f and h.

We now consider certain special matrix groups that will be of particular interest to

us. First, we consider the group SO(3, 1;R), which is the group of 4×4 matrices with real

elements that have determinant 1 and satisfy

OTGO = G, (2.59)

where G is a diagonal matrix, G = diag(1, 1, 1,−1). It follows from the symmetry of (2.59)

that it imposes 10 constraints on the 16 possible components of O. Taking the determinant

of (2.59), we see that det O = ±1, so the requirement that det O = 1 does not impose any

new constraints on the number of degrees of freedom. In fact, in general, SO(m,n;R) is
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the connected component of the identity in O(m,n;R), so they have the same dimension.

Therefore, SO(3, 1;R) is six-dimensional. One way to identify this group is to find a set

of generators for its Lie algebra, so(3, 1;R), by finding six linearly independent matrices

that exponentiate to elements of SO(3, 1;R). To find these elements we note that the

corresponding quadratic form in the sense of (2.33) is the Lorentz metric, so we expect

SO(3, 1;R) to be the Lorentz group. We therefore consider the standard rotation matrices,

such as

Rxy =



cosα − sinα 0 0

sinα cosα 0 0

0 0 1 0

0 0 0 1


, (2.60)

and boosts such as

Rtz =



1 0 0 0

0 1 0 0

0 0 coshα sinhα

0 0 sinhα coshα


. (2.61)

The other basic rotations and boosts have similar forms and are named similarly: Ryz and

Rzx are the rotations in the yz- and zx-planes, respectively, while Rty and Rtz are the

boosts in the y and z directions. At α = 0, each of these matrices is equal to the identity,

so they represent curves in the sense of (2.39). Taking their derivatives and evaluating at

the origin, we find, for example,

rxy = Ṙxy

∣∣∣
α=0

=



0 −1 0 0

1 0 0 0

0 0 0 0

0 0 0 0


(2.62)
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and

rtz = Ṙtz

∣∣∣
α=0

=



0 0 0 0

0 0 0 0

0 0 0 1

0 0 1 0


, (2.63)

where we have introduced the notation rµν for the element of so(3, 1;R) that generates of

Rµν . The six matrices constructed in this way are readily found to be linearly independent,

so we do indeed have a basis for so(3, 1;R). We therefore conclude that SO(3, 1;R) is

precisely the Lorentz group, with general elements formed from products of matrices of

the form (2.60) and (2.61).

We next consider the complex matrix group SL(2;C). The general 2 × 2 matrix

has four complex components, so eight real degrees of freedom. The requirement that

the determinant be 1 removes one complex degree of freedom, leaving six real degrees

of freedom. We therefore expect sl(2;C) to be six dimensional. In this case we have

no additional constraints, and we note from (2.57) that det (exp[A]) = 1 if and only if

tr(A) = 0. We therefore seek six linearly independent (over R) traceless 2 × 2 matrices.

Perhaps the most common choice consists of the Pauli matrices,

σz =

1 0

0 −1

 , σy =

0 −i

i 0

 , σx =

0 1

1 0

 , (2.64)

together with

iσz =

i 0

0 −i

 , iσy =

 0 1

−1 0

 , iσx =

0 i

i 0

 . (2.65)

Noting that the matrices in (2.64) all square to I while those in (2.65) all square to −I,

we can exponentiate them (applying (2.58)) to get representative elements of SL(2;C).
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Explicitly, the corresponding group elements are

exp[σzα] =

eα 0

0 e−α

 , exp[σyα] =

 coshα −i sinhα

i sinhα coshα

 ,

exp[σxα] =

coshα sinhα

sinhα coshα

 , exp[iσzα] =

eiα 0

0 e−iα

 ,

exp[iσyα] =

 cosα sinα

− sinα cosα

 , exp[iσxα] =

 cosα i sinα

i sinα cosα

 .

We next consider SO(4, 2;R), elements of which are 6× 6 matrices satisfying

OTGO = G. (2.66)

Equation (2.66) has the same form as (2.59), except that here G is a 6×6 diagonal matrix,

G = diag(1, 1, 1, 1,−1,−1). Due to symmetry, (2.66) imposes 21 restrictions on the 36

potential degrees of freedom, leaving 15. In particular, we expect this group to act on

six-component column vectors in the form of rotations between the first four dimensions,

corresponding boosts between the first four dimensions and each of the fifth and sixth,

and a rotation in the fifth and sixth dimension. These give six, eight, and one basic

transformation each, covering the expected 15. Explicitly, in analogy with (2.60) and

(2.63) we have SO(3, 1;R) rotations such as,

rxy =



0 −1 0 0 0 0

1 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


, (2.67)
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and SO(3, 1;R) boosts such as

rtz =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 0


, (2.68)

along with new rotations such as

rqy =



0 0 0 0 0 0

0 0 0 −1 0 0

0 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


, (2.69)

and new boosts such as

rpq =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 1 0 0


. (2.70)

Finally, we consider SU(2, 2;C). For a generator A to generate an element of

SU(2, 2;C) it must satisfy the condition

exp[tA]†G exp[tA] = G, (2.71)

where G = diag(1, 1,−1− 1). We can rewrite this as

exp[tA]†G exp[tA]G−1 = 1, (2.72)
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and then note from (2.57) and the fact that we require det (exp[A]) = 1 that A can be a

generator of SU(2, 2;C) if and only if A is a traceless matrix satisfying

A† = −GAG. (2.73)

In other words, su(2, 2;C) is the subalgebra of sa(2, 2;C) consisting of traceless matrices.

We have sixteen complex degrees of freedom to begin, and (2.71) imposes eight complex

conditions, reducing that to eight complex degrees of freedom. However, the requirement

that the determinant be one, rather than just have norm 1, reduces one of those to a real

degree of freedom, so we have fifteen real degrees of freedom with which to work. We

therefore require fifteen 4× 4 traceless matrices that are linearly independent over R and

satisfy (2.73). We forgo listing generators for this representation because SU(2, 2;C) is iso-

morphic to SO(4, 2;R)[12], so we have already constructed a representation of SU(2, 2;C).

2.2.2 Clifford Algebras

A matrix Clifford algebra is a matrix algebra generated by a set of n× n matrices,

{Γµ}, satisfying the anticommutation relations

{Γµ,Γν} = 2gµνI (2.74)

for some constants gµν = gνµ. For our purposes, we will assume

gµν =



0, µ 6= ν

1, 1 ≤ µ ≤ m

−1, m < µ ≤ r

, (2.75)

for some integers m and r.

Given a matrix algebra, one can define the Jordan product

A ◦B =
1

2
(AB + BA) =

1

2
{A,B}. (2.76)
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Using (2.76), we define an (indefinite) inner product on the vector space V = span {Γµ}

by

〈A,B〉 =
1

n
tr (A ◦B) . (2.77)

The factor of 1/n is introduced so that the generators {Γµ} comprise an orthonormal basis

with respect to this inner product:

〈Γµ,Γν〉 =
1

n
tr

(
1

2
{Γµ,Γν}

)
=

1

n
gµνtr (I) = gµν . (2.78)

2.2.3 Special Orthogonal Groups

We now consider how to use a representation of the Clifford algebra C`m,n(R) to

construct a representation of SO(m,n;R). Specifically, we will show that the homogenous

quadratic elements of C`m,n(R) act as generators of SO(m,n;R) via the map

P→Mµ,νPM−1
µ,ν , (2.79)

where Mµ,ν = exp[ΓµΓν
θ
2 ], P =

∑m+n
µ xµΓµ, and the matrices {Γµ} are the generators

of C`m,n(R),

In the following, we assume µ, ν, τ are indices no two of which are equal but which

are otherwise arbitrary. The following properties follow from the Clifford algebra anti-

commutation relation, {Γµ,Γν} = 2gµ,νI:

ΓµΓµ ≡ Γ2
µ = ±I, (2.80)

(ΓµΓν)Γτ = Γτ (ΓµΓν), (2.81)

(ΓµΓν)Γν = (Γν)2Γµ = gν,νΓµ, (2.82)

(ΓµΓν)Γµ = −(Γµ)2Γν = −gµ,µΓν , and (2.83)

(ΓµΓν)2 = −Γ2
µΓ

2
ν = ±I. (2.84)

With these observations, we are prepared to see how SO(m,n;R) is generated by the
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matrices {Γµ}. We compute

Mµ,νPM−1
µ,ν = exp[ΓµΓνθ/2]

(
µ+ν∑
τ=1

xτΓτ

)
exp[−ΓµΓνθ/2]. (2.85)

From property (2.80) and (2.57), we see that if µ = ν, then (2.85) becomes

Mµ,ν

(
m+n∑
τ=1

xτΓτ

)
M−1

µ,ν = exp[(ΓµΓµ − ΓµΓµ) θ]

(
m+n∑
τ=1

xτΓτ

)
=

m+n∑
τ=1

xτΓτ , (2.86)

so that P is left unchanged. On the other hand, for µ 6= ν, we see from properties (2.81)

and (2.82) that Mµ,ν (and therefore M−1
µ,ν) commutes with all but two of the matrices Γµ;

specifically,

ΓτM
−1
µ,ν =


Mµ,νΓτ , τ = µ or ν

M−1
µ,νΓτ , µ 6= τ 6= ν

(2.87)

Therefore, the action of Mµ,ν on P affects only the µν subspace. To see what that action

is we use (2.58) and write out

Mµ,ν(pµΓµ + pνΓν)M−1
µ,ν = M2

µ,ν(pµΓµ + pνΓν) = exp[ΓµΓνθ](p
µΓµ + pνΓν)

= [If(θ) + ΓµΓνh(θ)] (pµΓµ + pνΓν) (2.88)

= [pµf(θ) + pνh(θ)gν,ν ] Γµ + [pνf(θ)− pµh(θ)gµ,µ] Γν .

From (2.74), we have

(ΓµΓν)2 = −I (2.89)

for µ, ν ≤ m or µ, ν > m, so in those cases the action of Mµ,ν is precisely rotation from µ

to ν in the µν-plane. On the other hand we have

(ΓµΓν)2 = I (2.90)

for µ ≤ m < ν or vice-versa, so that Mµ,ν yields a boost in the positive ν direction. Thus,

we have constructed SO(n,m;R).
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2.3 Magic Squares

We now turn to a brief discussion of the relationship between the division algebras

and certain Lie groups, which can be summarized in terms of “magic squares” of Lie

algebras. A complete construction of these (and related) magic squares can be found

in [2]; we give here a summary of the information relevant to this work.

2.3.1 The 3× 3 Magic Square

The Freudenthal-Tits magic square is given in Table 2.4, where, according to the

Cartan-Killing classification [15],

ar = su(r + 1;R) (2.91)

br = so(2r + 1;R) (2.92)

cr = sp(2r;R) (2.93)

dr = so(2r;R), (2.94)

and f4, e6, e7, and e8 are four of the five exceptional Lie algebras.3

K1\K2 R C H O

R a1 a2 c3 f4

C a2 a2 ⊕ a2 a5 e6

H c3 a5 d6 e7

O f4 e6 e7 e8

TABLE 2.4: The Freudenthal magic square

The interpretation here, following the Tits construction, is that the algebra in the

3We work throughout with real Lie algebras; i.e., real linear combinations of the elements in TIG.
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(K1,K2) slot is isomorphic to the algebra

der(K1)⊕ der(J)⊕K′1 ⊗ J′, (2.95)

where J is the algebra of Hermitian 3×3 matrices with elements in K2, K′1 is the subspace

of K orthogonal to the identity under the inner product

〈a, b〉 = <e[ab], (2.96)

and J′ is the subspace of J orthogonal to the identity under the inner product

〈A,B〉 =
1

2
tr (AB) ; (2.97)

i.e., J′ is the algebra of traceless Hermitian matrices with elements in K2. The Tits

construction (2.95) is not obviously symmetric, so the symmetric nature of Table 2.4

is somewhat surprising. This symmetry is explained by the Vinberg construction [21],

wherein Table 2.4 remains unchanged, but the interpretation is different. In the Vinberg

construction, the algebra in the (K1,K2) slot is seen to be isomorphic to the algebra

der(K1)⊕ der(K2)⊕ sa(3;K1 ⊗K2), (2.98)

in which case the symmetry is manifest.

Replacing the division algebras K1 in Table 2.4 with their split counterparts, one

obtains a new magic square, shown in Table 2.5, where the extra labels on the exceptional

Lie algebras indicate particular real forms.

Tables 2.4 and 2.5 describe isomorphisms between certain interesting Lie algebras

and Lie algebras constructed in part from 3 × 3 matrices with elements in the division

algebras and their split counterparts. Of particular interest is the presence of the excep-

tional Lie algebras. As discussed in [8, 17, 11], the Lie group E6 has potential application

in particle physics, and one might suspect that understanding the structure of the other

exceptional Lie groups could be applicable there as well[13, 16, 6]. The presence of these

groups in the magic square suggests an approach to determining their group structure,

which is the long term goal of which this work is a small part.
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K1\K2 R C H O

R′ so(3;R) su(3;C) sq(3) f4(52)

C′ sl(3;R) sl(3;C) sl(3;H) e6(26)

H′ sp(6;R) su(3, 3;C) sp(6;H) e7(25)

O′ f4(−4) e6(−2) e7(5) e8(24)

TABLE 2.5: The split algebra version of the Freudenthal magic square

2.3.2 The 2× 2 Magic Square

In [2], a construction of a related magic square for 2 × 2 matrices is given. This

magic square, given in Table 2.6, is constructed by analogy with (2.98),

der(K1)⊕ der(K2)⊕ sa(2;K1 ⊗K2), (2.99)

with an important exception. As discussed in [2], one must replace der(K) with so (=mK).

In the case where K is associative, these two algebras are the same, but they differ when

K is not associative, as in the case of O and O’. It is therefore necessary to replace der(O)

by so(7;R) wherever it occurs in this construction, with a similar replacement being made

for der(O′).

K1\K2 R C H O

R′ so(2;R) so(3;R) so(5;R) so(9;R)

C′ so(2, 1;R) so(3, 1;R) so(5, 1;R) so(9, 1;R)

H′ so(3, 2;R) so(4, 2;R) so(6, 2;R) so(10, 2;R)

O′ so(5, 4;R) so(6, 4;R) so(8, 4;R) so(12, 4;R)

TABLE 2.6: The split algebra version of the 2× 2 magic square

Observe that the first row of Table 2.6 consists of the rotation groups in dimensions

2, 3, 5, and 9 respectively, the elements of the second row are the Lie algebras associated to
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the Lorentz groups in dimension 3, 4, 6, and 10 respectively, and the third row is composed

of the Lie algebras for the corresponding conformal groups. This raises the question of

whether an analogous relationship holds in the 3×3 case in Table 2.5. In fact, Freudenthal

was able to show that E7(−25) can be interpreted as the conformal group corresponding

to E6(−26)[9], suggesting that the interpretation of the third row as the conformal group

corresponding to the second row may be correct.

So far, we have considered magic squares of Lie algebras. Each of these can be

trivially expressed as a magic square of Lie groups as well, but the geometric interpretation

of the group level magic squares is not so well understood. In [7], Manogue and Dray

conjecture that the elements of the group version of Table 2.6 take the form SU(2;K1⊗K2),

defined to be the set of 2× 2 matrices A satisfying

det (AXA†) = det (X), (2.100)

whenever X has the form

X =

A a

a A∗

 (2.101)

for some A ∈ K1 and a ∈ K2 and where, for now, the conjugation implied by † is with

respect to K1 only. Again, this raises the question of whether a similar description can be

given the for 3× 3 magic square. One of the aims of the present work is to test whether

this is, in fact, an appropriate definition of SU(2;K1 ⊗ K2) by explicitly constructing a

2× 2 matrix group representing the H′ ⊗ C spot in the 2× 2 magic square.
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3 RESULTS

We introduce here a new description of the groups in the 2 × 2 magic square in

terms of division algebras.

3.1 A New Look at the 2× 2 Magic Square

Being a brief overview of the matrix groups and algebras used here.

3.1.1 Matrix Groups in the 2× 2 Magic Square

As discussed above, matrix groups are constructed from n × n matrices satisfying

various conditions using matrix multiplication as the group operation. The construction

given above were all expressed in terms of determinants of matrices over R or C. In the

present case, however, we will be interested in matrices over algebras of the form K′ ⊗K,

where K is a normed division algebra and K′ is a split algebra. We will shortly restrict

further to matrices over H′ ⊗ C, but for the time being we remain general. The common

characterisation of real and complex matrix groups in terms of their determinants does not

immediately generalize to matrices over these algebras, due to the potentially nonabelian

nature of multiplication in K and/or K′, which prevents the determinant of such a matrix

from being well-defined in the general case. As such, we will proceed with an explicit

construction of the relevant matrix groups, and then use our construction to define an

appropriate notion of determinant.

3.1.2 Clifford Algebras

We begin by constructing representations of certain Clifford algebras over R in

terms of matrices over K′ ⊗ K where K is a division algebra and K′ is a split division

algebra. In principle, the octonionic case would present additional problems due to the
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non-associativity of O. However, the construction that we will develop can in all cases

be naturally expressed in terms of real matrices of suitable dimension, provided one has

an appropriate representation of K and K′ in terms of real matrices. For the octonions,

such a representation will necessarily include a multiplication ordering rule, since matrix

multiplication within the representation will be associative. Moreover, all multiplication

involved in the construction involves at most two octonionic units, in which case associa-

tivity holds as a consequence of alternativity. We may therefore include the octonionic

case without problem.

It is sufficient to consider the case O⊗O′, as the other combinations are all obtained

simply by projecting onto the appropriate subalgebra.

First, we consider a matrix of the form

X =

A a

a −A∗

 , (3.1)

with A ∈ O′ and a ∈ O. For definiteness, we set

a = x1 + x2i+ x3j + x4k + x5kl + x6jl + x7il + x8l =

8∑
µ=1

xµeµ (3.2)

and

A = x9 + x10I + x11J + x12K + x13KL+ x14JL+ x15IL+ x16L =

1∑
µ=9

6xµeµ. (3.3)

Then X can be written as

X =

16∑
µ=1

xµσµ, (3.4)
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where

σµ =



0 1

1 0

 , µ = 1

eµ

0 −1

1 0

 , 2 ≤ µ ≤ 8

1 0

0 −1

 , µ = 9

eµ

1 0

0 1

 , 10 ≤ µ ≤ 16

. (3.5)

The notation is drawn from the fact that σ1, σ2, and σ9 are just the Pauli spin matrices,

commonly denoted σx, σy, and σz respectively.

We note before moving on the anticommutation and commutation relations

{σµ, σν} = 0, 1 ≤ µ < ν ≤ 9 (3.6)

[σµ, σν ] = 0, µ ≤ 9 < ν (3.7)

{σµ, σν} = 0, 10 ≤ µ < ν ≤ 16. (3.8)

We see also that

σ210 = σ211 = σ212 =

−1 0

0 −1

 , (3.9)

while the other {σµ} square to the identity. Finally, we observe that the matrices {σµ} con-

stitute a basis for a sixteen-dimensional vector space, of which X represents an arbitrary

element.

We now consider the matrix

P =

 0 X

X̃ 0

 ≡ 16∑
µ=1

xµΓµ, (3.10)
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where tilde represents trace reversal,

X̃ = X− tr(X)I, (3.11)

and we have introduced the sixteen matrices Γµ. Explicitly, we see that

Γµ =


σ1 ⊗ σµ 1 ≤ µ ≤ 10

iσ2 ⊗ σµ 11 ≤ µ ≤ 16

(3.12)

From this characterization and the above commutation relations, we see that

{Γµ,Γν} = 2gµ,νI, (3.13)

where I is the identity matrix and

gµ,ν =



0 µ 6= ν

1 1 ≤ µ = ν < 13

−1 14 ≤ µ = ν ≤ 16

. (3.14)

But these are precisely the anticommutation relations necessary to generate a representa-

tion of the Clifford algebra C`12,4(R), so P represents an arbitrary element of the vector

space underlying C`12,4(R).

Finally, we observe that this construction admits an obvious generalization to the

case where K is a split algebra and/or K′ is a division algebra, but we are not concerned

with such cases here and so say no more about them.

3.2 SO(4, 2;R) and the Conformal Group

We seek now to identify a real representation of SO(4, 2;R) that satisfies certain

“nice” conditions. Specifically, we want our representation to contain a representation of

SO(3, 1;R) in an obvious way and we want it to be linked explicitly to SU(2;H′ ⊗ C).
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Ideally, the construction developed here will extend naturally to the other groups in the

2× 2 magic square and admit an analogue that can be applied to the 3× 3 magic square.

Finally, we will show how SO(4, 2;R) can be interpreted as the conformal group acting

on a normed vector space of Lorentzian signature by transforming the representation

constructed here into one in which the conformal operations are explicit.

3.2.1 SO(4,2;R)

We apply the process outlined in Section 2.2.3 to the representation of SO(4, 2;R)

constructed implicitly in Section 3.1.2. However, we change notation here in order to

better match standard conventions, so we will repeat the construction explicitly. In doing

so, some details will be referred to earlier discussion. We begin by considering the matrix

X =

A a

a −A∗

 (3.15)

where a = x+ iy ∈ C and A = z + tL+ qK + pKL ∈ H′. We may write (3.15) as

X = zσz + xσx + yσy + tσL + qσK + pσKL, (3.16)

where σx, σy, and σz are the Pauli spin matrices and σL, σK , and σKL are simply the

identity multiplied by the respective split-quaternionic imaginary basis units.

We now consider the matrix

P =

 0 X

X̃ 0

 (3.17)

where as before tilde denotes trace reversal. We can write P as

P =
∑
µ

µΓµ, (3.18)

with µ running over the coefficients {t, x, y, z, p, q}, and the {Γµ} are 4 × 4 matrices

over H′ ⊗ C. As discussed in Section 3.1.2, the matrices {Γµ} thus constructed generate
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C`4,2(R). Explicitly, in the notation of (3.16) we have

Γz = σx ⊗ σz, Γx = σx ⊗ σx, Γy = σx ⊗ σy,

Γt = iσy ⊗ σL, Γq = iσy ⊗ σK , Γp = iσy ⊗ σKL, (3.19)

or, in more traditional notation,

Γz =



0 0 1 0

0 0 0 −1

1 0 0 0

0 −1 0 0


, Γx =



0 0 0 1

0 0 1 0

0 1 0 0

1 0 0 0


,

Γy =



0 0 0 −i

0 0 i 0

0 −i 0 0

i 0 0 0


, Γt =



0 0 L 0

0 0 0 L

−L 0 0 0

0 −L 0 0


, (3.20)

Γq =



0 0 K 0

0 0 0 K

−K 0 0 0

0 −K 0 0


, Γp =



0 0 KL 0

0 0 0 KL

−KL 0 0 0

0 −KL 0 0


.

The homogeneous quadratic elements of the algebra generated by these matrices then

generates a representation of SO(4, 2;R) precisely as discussed in Section 2.2.3.

We are seeking a real representation, so we require a way to express these as real

matrices while retaining the essential anticommutation relations. The solution is provided

by finding suitable representations for C and H′ in the form of 2 × 2 real matrices. We

can do this by making use of the Pauli spin matrices, using the facts that

(iσy)
2 = −I, (3.21)

σ2x = σ2z = I, (3.22)
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and all three of these matrices are purely real. If we identify

1→ I

i→ iσy (3.23)

for {1, i} ⊂ C and

1→ I

L→ σz

K → −iσy

KL→ σx, (3.24)

for {1, L,K,KL} ⊂ H′, then we see that the appropriate multiplication tables are pre-

served. Thus we can write elements of H′ ⊗ C by taking tensor products of these repre-

sentations. Specifically, we can now write the matrices {Γµ} as

Γx = σx ⊗ σx ⊗ I⊗ I, Γy = σx ⊗−iσy ⊗ I⊗ iσy, Γz = σx ⊗ σz ⊗ I⊗ I,

Γt = iσy ⊗ I⊗ σz ⊗ I, Γq = iσy ⊗ I⊗−iσy ⊗ I, Γp = iσy ⊗ I⊗ σx ⊗ I.

In this form, the fifteen generators of SO(4, 2;R) are

ΓtΓx = σz ⊗ σx ⊗ σz ⊗ I, ΓtΓy = −σz ⊗ iσy ⊗ σz ⊗ iσy, ΓtΓz = σz ⊗ σz ⊗ σz ⊗ I,

ΓxΓy = I⊗ σz ⊗ I⊗ iσy, ΓyΓz = I⊗ σx ⊗ I⊗ iσy, ΓzΓx = I⊗ iσy ⊗ I⊗ I,

ΓqΓx = −σz ⊗ σx ⊗ iσy ⊗ I, ΓqΓy = σz ⊗ iσy ⊗ iσy ⊗ iσy, ΓqΓz = −σz ⊗ σz ⊗ iσy ⊗ I,

ΓpΓx = σz ⊗ σx ⊗ σx ⊗ I, ΓpΓy = −σz ⊗ iσy ⊗ σx ⊗ iσy, ΓpΓz = σz ⊗ σz ⊗ σx ⊗ I,

ΓtΓp = −I⊗ I⊗ iσy ⊗ I, ΓtΓq = I⊗ I⊗ σx ⊗ I, ΓpΓq = −I⊗ I⊗ σz ⊗ I. (3.25)

We also set

rµν = ΓµΓν , (3.26)
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and denote the corresponding group element generated by rµν by

Rµν ≡ exp[rµνφ/2]. (3.27)

There are two steps in this construction at which we can project onto a representa-

tion of SO(3, 1;R) by projecting from H′ to C′. First, in our definition of X we can set

p = q = 0, which is equivalent to restricting A to be in C′ ⊂ H′. Calling this projection

Π, we then have

Π(Γp) = Π(Γq) = 0

and we are left with only the t, x, y, and z elements. The anticommutation relations are

obviously still satisfied, and the remaining matrices {Γµ} still generate SO(3, 1;R) in the

obvious way.

On the other hand, we can make the projection from H′ to C′ in the final step by

restricting to elements where the third factor is 1 = I or L = σx. However, in this case

we get an extra generator:

rpq = ΓpΓq = −I⊗ I⊗ σz ⊗ I.

Exponentiating rpq (in the H′⊗C representation) to find the corresponding group element,

we get

Rpq = e−Lθ/2I, (3.28)

Rpq clearly commutes with Rµν ∈ SO(3, 1;R), so in fact this is a projection onto

SO(3, 1;R)× R ⊂ SO(4, 2;R) (3.29)

So far we have considered transformations of the form (2.79) acting on span({Γµ});

i.e., transformations of P. But, in light of the off-diagonal structure of the matrices {Γµ},

we can also consider the effect (2.79) has on X. First, we observe that for matrices of

the form (3.15), and therefore for the {σµ} defined by (3.16), trace-reversal corresponds
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to conjugation in H′:

σ̃µ = σ∗µ. (3.30)

Then, considering (3.17), matrices ΓµΓν take the form

ΓµΓν =

σµσ∗ν 0

0 σ∗µσν

 . (3.31)

In particular,

exp[ΓµΓνθ/2] =

exp[σµσ
∗
νθ/2] 0

0 exp[σ∗µσνθ/2]

 , (3.32)

so we can write

exp[ΓµΓνθ/2]P exp[−ΓµΓνθ/2] = (3.33) 0 exp[σµσ
∗
νθ/2]X exp[−σ∗µσνθ/2]

exp[σ∗µσνθ/2]X̃ exp[−σµσ∗νθ/2] 0

 . (3.34)

Thus, we have a 2× 2 representation generated by the {σµ} matrices acting on X via

; X 7−→ exp[σµσ
∗
νθ/2]X exp[−σ∗µσνθ/2]. (3.35)

These transformations do not appear to have the general form

X 7−→ NXN†, (3.36)

even if we restrict † to indicate conjugation in only H′ or C, which calls into question

whether the group constructed here can be identified as SU(2;H′ ⊗ C) as hoped.

We conclude this section by listing explicitly the fifteen 4 × 4 matrices defined by

(3.27) with the {Γµ} matrices as in (3.20):
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Rxy =

(
eiφ/2 0 0 0

0 e−iφ/2 0 0
0 0 eiφ/2 0
0 0 0 e−iφ/2

)
,

Ryz =

 cos φ2 i sin φ
2 0 0

i sin φ
2 cos φ2 0 0

0 0 cos φ2 i sin φ
2

0 0 i sin φ
2 cos φ2

 ,

Rzx =

 cos φ2 sin φ
2 0 0

− sin φ
2 cos φ2 0 0

0 0 cos φ2 sin φ
2

0 0 − sin φ
2 cos φ2

 ,

Rqx =

 cos φ2 K sin φ
2 0 0

K sin φ
2 cos φ2 0 0

0 0 cos φ2 −K sin φ
2

0 0 −K sin φ
2 cos φ2

 ,

Rqy =

 cos φ2 −K⊗i sin φ
2 0 0

K⊗i sin φ
2 cos φ2 0 0

0 0 cos φ2 K⊗i sin φ
2

0 0 −K⊗i sin φ
2 cos φ2

 ,

Rqz =

(
eKφ/2 0 0 0

0 e−Kφ/2 0 0
0 0 e−Kφ/2 0
0 0 0 eKφ/2

)
,

Rtp =

(
eKφ/2 0 0 0

0 eKφ/2 0 0
0 0 eKφ/2 0
0 0 0 eKφ/2

)
,

Rtx =

 cosh φ
2 L sinh φ

2 0 0

L sinh φ
2 cosh φ

2 0 0

0 0 cosh φ
2 −L sinh φ

2

0 0 −L sinh φ
2 cosh φ

2

 ,

Rty =

 cosh φ
2 −L⊗i sinh φ

2 0 0

L⊗i sinh φ
2 cosh φ

2 0 0

0 0 cosh φ
2 −L⊗i sinh φ

2

0 0 L⊗i sinh φ
2 cosh φ

2

 ,

Rtz =

(
eLφ/2 0 0 0

0 e−Lφ/2 0 0
0 0 e−Lφ/2 0
0 0 0 eLφ/2

)
,

Rtq =

(
eKLφ/2 0 0 0

0 eKLφ/2 0 0
0 0 eKLφ/2 0
0 0 0 eKLφ/2

)
,

Rpx =

 cosh φ
2 KL sinh φ

2 0 0

KL sinh φ
2 cosh φ

2 0 0

0 0 cosh φ
2 −KL sinh φ

2

0 0 −KL sinh φ
2 cosh φ

2

 ,

Rpy =

 cosh φ
2 −KL⊗i sinh φ

2 0 0

KL⊗i sinh φ
2 cosh φ

2 0 0

0 0 cosh φ
2 KL⊗i sinh φ

2

0 0 −KL⊗i sinh φ
2 cosh φ

2

 ,

Rpz =

(
eKLφ/2 0 0 0

0 e−KLφ/2 0 0
0 0 e−KLφ/2 0
0 0 0 eKLφ/2

)
,

Rpq =

(
e−Lφ/2 0 0 0

0 e−Lφ/2 0 0
0 0 e−Lφ/2 0
0 0 0 e−Lφ/2

)
. (3.37)
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3.2.2 The Conformal Group

We now represent the known isomorphism between the conformal group and

SO(4, 2;R) by establishing that the transformations generated by (3.25), acting on a suit-

able space, are precisely the conformal transformations: three rotations, three boosts, four

translations, four conformal translations, and a dilation. To do this, we let V = span({Γµ})

and consider P ∈ V as defined in (3.18). We also impose the constraints p + q 6= 0 and,

using 2.78,

|P|2 = 〈P,P〉 = −t2 + x2 + z2 + y2 − p2 + q2 = 0. (3.38)

We then define

Q = TΓt +XΓx + Y Γy + ZΓz, (3.39)

with

T =
t

p+ q
,

X =
x

p+ q
,

Y =
y

p+ q
,

Z =
z

p+ q
, . (3.40)

In other words,

P = Q(p+ q) + pΓp + qΓq. (3.41)

Formally, in terms of the inner product on V the coefficients (3.40) are seen to be

T = −〈Γt,P〉/〈Γp + Γq,P〉,

X = 〈Γx,P〉/〈Γp + Γq,P〉,

Y = 〈Γy,P〉/〈Γp + Γq,P〉,

Z = 〈Γz,P〉〈Γp + Γq,P〉. (3.42)
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We now consider how Q changes when elements of SO(4, 2;R) act on P. As a first

observation, when the rotations—Rxy, Ryz, and Rzx—and the boosts—Rtx, Rty, and

Rtz—act on P, the effect on Q is the same, since p+ q is unaffected.

The effect of Rpq on p+ q is seen to be

p+ q 7−→ p cosh θ + q sinh θ + q cosh θ + p sinh θ = (p+ q)(cosh θ + sinh θ), (3.43)

in which case we see that

Q 7−→ Q/(cosh θ + sinh θ) = Qe−θ. (3.44)

For example, if we set

P′ = RpqPR−1pq (3.45)

we find from (3.42) that

X ′ ≡ 〈Γx,P′〉/〈Γp+Γq,P
′〉 =

x

(p+ q)(cosh θ + sinh θ)
=

X

cosh θ + sinh θ
= Xe−θ. (3.46)

The same calculation shows that T , Y , and Z are similarly dilated, from which we conclude

that Rpq represents the dilation.

The translations and conformal translations are best understood by considering null

rotations of the form

aµ = rpµ − rqµ (3.47)

and

bµ = rpµ + rqµ. (3.48)

First, observe that

(rpµ ± rqµ)2 = (ΓpΓµ ± ΓqΓµ)2 (3.49)

= (ΓpΓµ)2 + (ΓqΓµ)2 ± ΓpΓµΓpΓµΓqΓµ ± ΓqΓµΓpΓµ (3.50)

= 0, (3.51)
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where in the last equality we have employed the anticommutation relations

{Γµ,Γν} = gµνI.

As a result, we see that

exp[±aµθ/2] = I± aµθ/2, (3.52)

and

exp[±bµθ/2] = I± bµθ/2. (3.53)

Next, we compute, as an example, the action of ax on P. To begin, observe that ax

involves only Γp, Γx, and Γq, so that t, y, and z will be unaffected. We then compute

exp[axθ/2]Γx exp[−axθ/2] =

(
I +

θ

2
ΓpΓx −

θ

2
ΓqΓx

)
Γx

(
I− θ

2
ΓpΓx +

θ

2
ΓqΓx

)
=

(
Γx +

θ

2
Γp −

θ

2
Γq

)(
I− θ

2
ΓpΓx +

θ

2
ΓqΓx

)
= Γx +

θ

2
Γp −

θ

2
Γq +

θ

2
Γp +

θ2

4
Γx

+
θ2

4
ΓqΓpΓx −

θ

2
Γq +

θ2

4
ΓpΓqΓx −

θ2

4
Γx

= Γx + θΓp − θΓq. (3.54)

A similar calculation shows that

Γp 7−→ θΓx −
θ2

2
Γq +

(
1 +

θ2

2

)
Γp, (3.55)

and

Γq 7−→ Γq + θΓx +
θ2

2
Γp. (3.56)

Combining (3.54), (3.55), and (3.56), we find

xΓx + pΓp + qΓq 7−→ (x+ (p+ q)θ) Γx +

(
p+ p

θ2

2
+ q

θ2

2
+ xθ

)
Γp +

(
q − xθ − pθ

2

2

)
Γq.

(3.57)

Applying (3.42) to (3.57), we see that

X ′ =
x

p+ q
+ θ = X + θ. (3.58)
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In other words, ax acting on P has the effect of translating Q by θ in the Γx direction.

Similar calculations show that at, ay, and az yield corresponding translations.

We now consider the effect of bx acting on P. Proceeding as for (3.54), one finds

exp[bxθ/2]Γx exp[−bxθ/2] = Γx +
θ

2
Γp +

θ

2
Γq, (3.59)

exp[bxθ/2]Γq exp[−bxθ/2] = −θΓx −
θ2

2
Γp +

(
1− θ2

2

)
Γq, (3.60)

and,

exp[bxθ/2]Γp exp[−bxθ/2] = θΓx +

(
1 +

θ

2

)
Γp +

θ2

2
Γq. (3.61)

Taken together, (3.59), (3.60), and (3.61) yield

xΓx+pΓp+qΓq 7−→ (x+ (p− q)θ) Γx+

(
xθ + p+ p

θ2

2
− q θ

2

2

)
Γp+

(
xθ + q − q θ

2

2
+ p

θ2

2

)
Γq,

(3.62)

from which it follows that

X ′ =
x+ (p− q)θ

xθ + p+ p θ
2

2 − q
θ2

2 + xθ + q − q θ22 + p θ
2

2

=
X + p−q

p+qθ

2Xθ + 1 + p−q
p+qθ

2

=
X + |Q|2θ

2Xθ + 1 + |Q|2θ2
, (3.63)

where in the last line we have used (3.38) to write

p− q
p+ q

=
p2 − q2

(p+ q)2
=
−t2 + x2 + y2 + z2

(p+ q)2

= −T 2 +X2 + Y 2 + Z2

= 〈Q,Q〉 ≡ |Q|2. (3.64)

To see why this is a conformal translation, we note that an element v in an inner product

space V satisfies

v−1 =
v

|v|2
. (3.65)
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Then a conformal translation of v in the direction of the vector α is given by

v 7−→
(
v−1 + α

)−1
=

v + α|v|2

1 + 2〈v, α〉+ |α|2|v2
. (3.66)

Taking v = Q and assuming α = θΓx, the Γx component of (3.66) becomes precisely

(3.63). Again, a similar calculation shows that by, bz, and bt are the other conformal

translations.
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4 CONCLUSION

We have presented two new representations of SO(4, 2;R) consisting of, respectively,

4 × 4 and 2 × 2 matrices with elements in H′ ⊗ C. The construction admits an obvious

generalization to the other slots in the 2×2 magic square, and the potential identification

of the 2 × 2 representation as SU(2;K′ ⊗ K) supports the suggested identification of the

slots in the 3×3 magic square as SU(3;K′⊗K), although the exact form, or even existence,

of a generalization of this construction to the 3× 3 case remains uncertain. There are two

natural choices for a next step in our understanding of the Lie group magic square. First,

there is the rigorous identification of our 2 × 2 representation with SU(2;K′ ⊗ K), after

which one may consider how to extend the construction to get an interpretatation of the

3× 3 magic square as SU(3;K′ ⊗K). Second, one could attempt to use this construction

to establish the third row of the 2 × 2 magic square as SU(2, 2;K), in analogy with the

known isomorphism SO(4, 2;R) ≡ SU(2, 2;C); generalizing this process to the 3× 3 case,

if possible, would then allow an identification of E7 as SU(3, 3;O). It seems likely that a

combination of these two methods will be necessary if we are to complete our classification

and achieve, in the end, a complete description of the Lie group E8.
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