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Abstract- In this paper, we propose an improved version of the min-sum algorithm for low density parity check (LDPC) code decoding, which we call "adaptive normalized BP-based" algorithm. Our decoder provides a compromise solution between the belief propagation and the min-sum algorithms by adding an exponent offset to each variable node's intrinsic information in the check node update equation. The extrinsic information from the min-sum decoder is then adjusted by applying a negative power of two scale factor, which can be easily implemented by right shifting the min-sum extrinsic information. The difference between our approach and other adaptive normalized min-sum decoders is that we select the normalization scale factor using a clear analytical approach based on underlying principles. Simulation results show that the proposed decoder outperforms the min-sum decoder and performs very close to the BP decoder, but with lower complexity.
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## I. INTRODUCTION

LDPC codes have become very popular and are currently used in many wireless applications standards such as the second generation digital video broadcasting - satellite (DVB-S2) and IEEE 802.16e-2005. In decoding LDPC codes, the belief propagation (BP) algorithm performs very close to the Shannon limit [1], at the expense of high computational complexity due to the check node update equation. This complexity can be reduced using the min-sum algorithm to approximate the BP algorithm by [2]

$$
\begin{equation*}
L_{e, j, l}^{(i)}=2 \operatorname{arctanh}\left(\prod_{l^{\prime} \in B(j) \backslash l} \tanh \left(L_{j, l^{\prime}}^{(i-1)} / 2\right)\right) \approx \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\} \tag{1}
\end{equation*}
$$

where $L_{e, j, l}^{(i)}$ is the log-likelihood ratio (LLR) of check node $j$ at variable node $l$. The superscript $i$ represents the $i^{\text {th }}$ iteration and the subscript $e$ denotes the extrinsic information. $B(j)$ is the set of variable nodes connected to the $j^{\text {th }}$
check node. The min-sum algorithm can be viewed as an approximation of BP at high SNR, i.e. $L_{j, l^{\prime}}^{(i-1)} \gg 1$. From (1), the magnitude of $L_{e, j, l}^{(i)}$ computed by the BP algorithm, however, is always less than that of the min-sum algorithm and equality holds only when all variable nodes in $B(j) \backslash l$, but the minimum value, have their LLR magnitude very large, ideally $\infty$. On the other hand, when the LLRs of the variable nodes are small or the check weight $\rho=|B(j)|$ becomes large, $\prod_{l^{\prime} \in B(j) \backslash l} \tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right)$ becomes much smaller than $\min _{l \in B(j) \backslash l}\left\{\left|L_{j, l^{l}}^{(i-1)}\right|\right\}$, causing differences in calculations between the min-sum and BP algorithms [3], [9] and hence performance loss.

To mitigate this problem, several approaches which introduce a correction term to the min-sum algorithm have been proposed. In [3] and [4], normalized BP-based and offset BP-based algorithms are proposed. The former introduces a constant correction factor $\alpha$ to scale the LLR of each check node's extrinsic information, i.e.

$$
\begin{equation*}
\left.L_{e, j, l}^{(i)} \approx \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\mid L_{j, l^{\prime}}^{(i-1)}\right\}\right\} / \alpha, \tag{2}
\end{equation*}
$$

whereas the latter uses a constant offset $\beta$ to correct the LLR, i.e.

$$
\begin{equation*}
L_{e, j, l}^{(i)} \approx \prod_{l \in B(j) l l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \max \left(\min _{l \in B(j) l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\}+\beta, 0\right) . \tag{3}
\end{equation*}
$$

Although these algorithms perform relatively well, the normalized BP-based algorithm does not work well when the LDPC code is long [5]. Also, most of the offset BP-based algorithm studies only consider low-weight LDPC codes such as $1 / 2$ code rate $(3,6)$ LDPC codes, and do not guarantee good performance when applied to larger check weights. As noted in [3] and [6], some algorithms may not perform well when the check weights become large. To address this, the density evolution technique [1], [5] is applied to pre-design optimal scale factor and offset values. However, these values are code-rate specific. Several designed values and their performances for different code rates are found in [7].

While the density evolution technique provides a very good pre-design single constant, it requires analysis for each code rate and the calculation of the estimated probability density function of the check node's LLR [7] involves fast Fourier transforms.

Variants of the offset BP-based algorithm are proposed in [4], [8], [9], where attempts are made to endow decoders with flexibility by adaptively changing the offset value to achieve good decoding without using density evolution.

These decoders mostly use either piecewise constant or linear approximations [22] to represent the offset, which is a non-linear function of the intrinsic information, and are based on Jacobian logarithm [13]. Since (3) performs pairwise comparisons of the LLR of the variable nodes in $B(j) \backslash l$, it can be simplified to

$$
\begin{equation*}
L\left(l_{1}^{\prime} \oplus l_{2}^{\prime}\right)=\operatorname{sign}\left(L_{1}\right) \operatorname{sign}\left(L_{2}\right) \cdot \min \left\{\left|L_{1}\right|,\left|L_{2}\right|\right\}+\beta, \tag{4}
\end{equation*}
$$

where $L_{1}$ and $L_{2}$ are the LLRs of the variable node pair $l_{1}^{\prime}, l_{2}^{\prime} \in B(j) \backslash l$, respectively, and $\beta$ is given by

$$
\begin{equation*}
\beta=\log \left(\frac{1+e^{-\left|L_{1}+L_{2}\right|}}{1+e^{-\left|L_{1}-L_{2}\right|}}\right) . \tag{5}
\end{equation*}
$$

Most modified BP-based algorithms focus on the offset BP-based algorithm and propose different approaches to approximate the offset value [4], [8], [22], in order to lower the overconfidence of the LLR in the min-sum algorithm. One of the reasons may be that the normalized BP-based algorithm involves a scale factor and a multiplication operation. Nevertheless, the normalized BP-based algorithm can still be very attractive. In fact, by properly selecting $\alpha$ one can show that it can even outperform the offset BP-based algorithm [7].

In general, BP algorithm approximations may be implemented using a look up table (LUT) to compute the nonlinear functions. However, the goal of a modified BP-based decoder is to avoid, as much as possible, using time consuming complex operations such as non-linear functions, multiplications, and searching LUTs, especially if implemented outside the decoder processor [10].

Finally, very few researchers have considered adaptive versions of the normalized BP-based algorithm. To the best of our knowledge, only the work of [21] was published during the same time period we were conducting our research.

Motivated by these observations, we propose a decoder which is a modified version of the normalized algorithm. We call it "adaptive normalized BP-based algorithm". It adaptively changes the scale factor depending on the LLR values of the variable nodes, which is different than the approach proposed in [21], where the scale factor changes adaptively depending on the syndrome result. The novelty of our approach lies on how the intrinsic information is approximated and used to estimate the scale factor. Moreover, the algorithm's scale factor is provided in the form of a negative power of 2 , which can be implemented easily using a shifter instead of a multiplication/division as in [7]. We show herein that our decoder attains a performance close to that of the BP decoder, especially with large check
weights while maintaining a complexity comparable to that of the min-sum decoder. The only additional hardware components for its implementation are summations and barrel-shifters to handle the extrinsic information.

Before proceeding with our algorithm, it is worth mentioning analog LDPC decoders and stochastic decoders. Analog decoders have recently been applied to iterative decoders such as those used in turbo and LDPC codes [11][15]. This is due to their infinite precision and seamless iterations which provide fast convergence when large numbers of iterations and low power consumption are required [11]. They require careful design in order to prevent mismatches due to component variations and noise [11]. Nevertheless, as mentioned in [12], when comparing analog and digital decoders, the debate is not over fundamentals, but how to exploit the advantages of each. Thus, digital decoders are still very attractive and innovative methods can be used to avoid high complexity, large numbers of iterations and still achieve excellent performance. Digital implementation of stochastic computations used in artificial neural network have been introduced for decoding LDPC codes [23] known as stochastic decoders. The approach approximates the sum-product algorithm and allows low complexity implementations of parallel LDPC decoders using low-cost FPGAs.

The paper is organized as follows: In section II, details of our adaptive normalized BP-based algorithm are provided. Section III presents and discusses the simulation results. Complexity analysis and conclusions are provided in sections IV and V, respectively.

## II. AdAPTIVE NORMALIZED BP-BASED ALGORITHM

We now derive our adaptive normalized BP-based (ANBP) algorithm which allows $\alpha$ to change adaptively and makes the modified BP-based decoder applicable to a wide range of codes with different check weights without predesigning $\alpha$.

## A. Algorithm derivation

The ANBP algorithm is based on the following observations on (1):

1) $0 \leq \tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right) \leq 1$.
2) $\prod_{l \in B(j) v, l_{\text {min }}} \tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right) \ll 1$ when the check weight $\rho$ is large or $\tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right) \ll 1$.
3) The hyperbolic tangent can be linearly approximated over a large range of LLR values.

Let $a \equiv \prod_{l \in B(j) \backslash l} \tanh \left(L_{j, l^{\prime}}^{(i-1)} / 2\right)$. When the row weight becomes large or when $L_{j, l^{\prime}}^{(i-1)}$ is small, the value of $a$ becomes even smaller than 1. The extrinsic information can then be expressed as

$$
\begin{equation*}
L_{e, j, l}^{(i)}(A N B P) \triangleq L_{e, j, l}^{(i)}=2 \operatorname{arctanh}(\mathrm{a})=\log \left(\frac{1+a}{1-a}\right)=2\left(a+\frac{a^{3}}{3}+\frac{a^{5}}{5}+\ldots\right) \approx 2 a=2 \prod_{l \in B(j) l} \tanh \left(L_{j, l l^{\prime}}^{(i-1)} / 2\right) . \tag{6}
\end{equation*}
$$

Furthermore, we can rewrite (6) as

$$
\begin{equation*}
L_{e, j, l}^{(i)}(A N B P) \approx \prod_{l \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l}^{(i-1)}\right) \cdot 2 \min _{l^{\prime} \in B(j) \backslash l}\left\{\tanh \left(\frac{\left|L_{j, l^{\prime}}^{(i-1)}\right|}{2}\right)\right\} \times \prod_{l^{\prime} \in B(j) \backslash, l_{\min }} \tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right), \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
l_{\min }=\underset{l l^{\prime} \in B(j) \backslash l}{\arg \min }\left\{\tanh \left(\frac{\mid L_{j, l^{\prime} \mid}^{(i-1)}}{2}\right)\right\} . \tag{8}
\end{equation*}
$$

For small $L_{j, l^{\prime}}^{(i-1)}$, say $, L_{j, l^{\prime}}^{(i-1)}<1, \tanh \left(\frac{L_{j, l^{\prime}}^{(i-1)}}{2}\right) \approx \frac{L_{j, l^{\prime}}^{(i-1)}}{2}$, with only a small error. Hence,

$$
\begin{equation*}
L_{e, j, l}^{(i)}(A N B P) \approx \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\} \times \prod_{l \in B(j) \backslash l, l_{\min }} \tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right) . \tag{9}
\end{equation*}
$$

We can see that the extrinsic information computed in (9) is clearly less than that of the min-sum algorithm, i.e.,

$$
\begin{equation*}
L_{e, j, l}^{(i)}(A N B P) \leq \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\} . \tag{10}
\end{equation*}
$$

The extrinsic information obtained from this approach not only depends on the value of $\min _{l \in B(j) v}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\}$ but also on the LLR values of other variable nodes. Therefore, it provides a relatively good alternative approximation of (1) and reduces the overconfidence in the min-sum algorithm. However, the approach is less accurate when $\min _{l \in B(j) \backslash l}\left\{\left|L_{j, l^{l}}^{(i-1)}\right|\right\}$ becomes large and the check (row) weight is small, due to the nonlinearity of the hyperbolic tangent function.

We further reduce the complexity of (9) by approximating $\tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right)$ with negative powers of two. Because $\tanh \left(\left|L_{j, l^{\prime}}^{(i-1)}\right| / 2\right) \in[0,1]$, we subdivide this interval into $2 P-1$ subintervals whose centers are $c_{1}, c_{2}, \ldots, c_{2 P-1}$, respectively, where

$$
c_{p}=\left\{\begin{array}{lc}
2^{-(|P-p|+1)}, & 1 \leq p \leq P  \tag{11}\\
1-c_{2 P-p}, & P+1 \leq p \leq 2 P-1
\end{array} .\right.
$$

The values $c_{1}, c_{2}, \ldots, c_{P}$ are intentionally designed to be negative powers of two, while the $c_{P+1}, c_{P+2}, \ldots, c_{2 P-1}$ values are selected as the mirror images of $c_{1}, c_{2}, \ldots, c_{P}$ around 0.5 . Thus, only $P$ values of $c_{1}, c_{2}, \ldots, c_{P}$ actually need to be determined. The selection of $c_{P+1}, c_{P+2}, \ldots, c_{2 P-1}$ is not intended to be optimized but rather to reduce storage requirements. The upper and lower limits of each interval are denoted as $c_{p}^{u}$ and $c_{p}^{l}$, respectively, and are given by

$$
\begin{align*}
& c_{p}^{u}=\left\{\begin{array}{c}
\left(c_{p}+1\right) / 2, \quad p=2 P-1 \\
\left(c_{p}+c_{p+1}\right) / 2, \\
1 \leq p<2 P-1
\end{array},\right.  \tag{12}\\
& c_{p}^{\prime}=\left\{\begin{array}{cc}
c_{p-1}^{u}, & 1<p \leq 2 P-1 \\
0, & p=1
\end{array}\right. \tag{13}
\end{align*}
$$

The lowest and highest limits are 0 and $c_{2 P-1}^{u}$, respectively. Each intrinsic information $\left|L_{j, l^{(i)}}^{(i-1)}\right|$ whose hyperbolic tangent falls in the interval

$$
\begin{equation*}
c_{p}^{l}<\tanh \left(\left|L_{j, l}^{(i-1)}\right| / 2\right) \leq c_{p}^{u}, \tag{14}
\end{equation*}
$$

is approximated by $(1 / 2)^{d_{p}}$, where $d_{p}$ is described by

$$
d_{p}=\left\{\begin{array}{cc}
-\log _{2}\left(c_{p}\right), & c_{p}^{l}<\tanh \left(\left|L_{L, l l^{\prime}}^{(i-1)}\right| / 2\right) \leq c_{p}^{u}  \tag{15}\\
0, & \text { otherwise }
\end{array} .\right.
$$

Let $f_{1}, f_{2}, \ldots, f_{2 P-1}$ be the number of the LLR values that lie in each interval, then (9) is approximated by

$$
\begin{aligned}
L_{e, j, l}^{(i)}(A N B P) & \left.\approx \prod_{l \in B(j) l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l \in B(j) \backslash l}\left\{L_{j, l^{\prime}}^{(i-1)}\right\}\right\} \cdot\left(c_{1}\right)^{f_{1}} \cdot \ldots \cdot\left(c_{2 P-1}\right)^{f_{2 P-1}} \\
& =\prod_{l \in B(j) l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l \in B(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\} \cdot\left(\frac{1}{2}\right)^{d_{1} f_{1}+\ldots+d_{2 P-1} f_{2 P-1}}
\end{aligned}
$$

Therefore, the check node update equation can be simplified to

$$
\begin{equation*}
L_{e, j, l}^{(i)}(A N B P) \approx \prod_{l \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\} \cdot\left(\frac{1}{2}\right)^{D}, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\lceil\underbrace{\underbrace{\left(d_{1}+\ldots+d_{1}\right.}_{f_{2}}+\ldots .+\underbrace{d_{2 P-1}}_{f_{2 P-1}}+\ldots+d_{2 P-1})}_{\text {total } \rho-2 \text { terms }}\rceil \text {. } \tag{17}
\end{equation*}
$$

Eq. (16) is obtained by comparing each variable node pair-wise and taking the maximum LLR among the two, in order to compare it with the $2 P-1$ thresholds and generate offset $D$ by adding the $d_{p}$ 's. Doing so precludes using multiplications between each variable node's LLR in (2). Moreover, since the scale factor is a negative power of 2, it can be easily implemented by right shifting all bits at once (see Fig. 1).

## B. Procedure outline

## Check node update step:

Initialization: Set $D=0$.
Step 1: Conduct a minimum search similar to the min-sum decoder. Perform pair-wise comparisons on the variable nodes’ LLR. The minimum value between the two is kept and the larger value $\left|L_{j, l^{\prime}}^{(i-1)}\right|$ is then compared with the designed threshold

$$
T_{p}=\left\{\begin{array}{cc}
2 \operatorname{arctanh}\left|c_{p}^{u}\right|, & 1 \leq p \leq 2 P-1  \tag{18}\\
0, & p=0
\end{array} .\right.
$$

Once found, the interval $p$ is such that $T_{p-1} \leq\left|L_{j, l^{\prime}}^{(i-1)}\right| \leq T_{p}$. The corresponding offset $d_{p}$ is given by (15).

Otherwise, if $T_{2 P-1}<\left|L_{j, l^{\prime}}^{(i-1)}\right|$, then $d_{p}=0$.

Step 2: $D=D+d_{p}$.
Step 3: Repeat steps 1 and 2 for all variable nodes $l^{\prime} \in B(j) \backslash l$.
Step 4: Right-shift the minimum value $\left|L_{j, l}^{(i-1)}\right|$ from step 1 by $D$ to obtain the check node LLR as (16).
Variable node update step: For variable node $l$ with the set of check nodes $A(l)$ connected, The LLR can be computed by

$$
\begin{equation*}
L_{j, l}^{(i)}=L_{j, l}^{(0)}+\sum_{j^{\prime} \in A(l) \backslash j} L_{e, j^{\prime}, l}^{(i)} . \tag{19}
\end{equation*}
$$

Assuming BPSK modulation and transmission over an AWGN channel, the received signal is given by $y=x+w$, with $x$ the signal component and $w$ the zero-mean Gaussian random noise with variance $N_{0} / 2$, and $L_{e, j^{\prime}, l}^{(0)}=\frac{4 y_{l}}{N_{0}}$. The soft decision value is given by $r_{l}=L_{j^{\prime}, l}^{(0)}+\sum_{j^{\prime} \in A(l)} L_{e, j^{\prime}, l}^{(i)}$. The decoder repeats the steps until either the syndrome is satisfied or the maximum number of iterations is reached.


Fig. 1. Proposed decoder block diagram.

## C. Comments on the decoder and $d_{p}$

Our decoder is similar to the one in [7] (see Fig. 1). The additional components in the proposed algorithm are the set of $2 P-1$ thresholds and the $2 P-1$ exponent offset values. Table I shows the values for $T_{p}$ and $d_{p}$ when $P=1,2,3$ and 4. Notice that only 7 values for $T_{p}$ and 7 values for $d_{p}$ is needed to be known for $P=4$, which is fairly small and very manageable when stored as constants within the decoder. It will be shown in the following section that the decoder that uses $P=4$ performs very well.

TAbLE I. VALUES FOR $T_{p}$ and $d_{p}$ FOR $P=1,2,3$ and 4

| p | $\mathrm{P}=1$ |  |  | p | $\mathrm{P}=2$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | C | $\mathrm{T}_{\mathrm{p}}$ | $\mathrm{d}_{\mathrm{p}}$ |  | C | $\mathrm{T}_{\mathrm{p}}$ | $\mathrm{d}_{\mathrm{p}}$ |
| 1 | 0.50 | 1.9459 | 1 | 3 | 0.75 | 2.7081 | 0.4150 |
| 0 | - | 0 | - | 2 | 0.50 | 1.4663 | 1 |
|  |  |  |  | 1 | 0.25 | 0.7885 | 2 |
|  |  |  |  | 0 | - | 0 | - |
| p | $\mathrm{P}=3$ |  |  | p | $\mathrm{P}=4$ |  |  |
|  | C | Tp | $\mathrm{d}_{\mathrm{p}}$ |  | C | $\mathrm{T}_{\mathrm{p}}$ | $\mathrm{d}_{\mathrm{p}}$ |
| 5 | 0.875 | 3.4340 | 0.1926 | 7 | 0.9375 | 4.1431 | 0.0931 |
| 4 | 0.75 | 2.2687 | 0.4150 | 6 | 0.875 | 3.0123 | 0.1926 |
| 3 | 0.50 | 1.4663 | 1 | 5 | 0.75 | 2.2687 | 0.4150 |
| 2 | 0.25 | 0.7885 | 2 | 4 | 0.50 | 1.4663 | 1 |
| 1 | 0.125 | 0.3795 | 3 | 3 | 0.25 | 0.7885 | 2 |
| 0 | - | 0 | - | 2 | 0.125 | 0.3795 | 3 |
|  |  |  |  | 1 | 0.0625 | 0.1881 | 4 |
|  |  |  |  | 0 | - | 0 | - |

## D. ANBP v.s. AN-MS

The adaptive normalized min-sum (AN-MS) algorithm which was recently published in [21] differs from ours in that it requires two normalization factors $\eta$ and $\mu, 0 \leq \eta, \mu \leq 1$, in the check node update equation, i.e.

$$
\begin{equation*}
L_{e, j, l}^{(i)} \approx \eta \cdot \mu \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\} . \tag{20}
\end{equation*}
$$

$\mu$ is the regular scale factor applied every time the check node is updated and $\eta$ is multiplied when the syndrome of the parity check is not equal to zero. This approach has the drawback that $\eta$ and $\mu$ cannot be selected analytically, but through simulation. Moreover, the selection method through simulation for a given code rate is unclear, whereas our proposed ANBP design is based on analytic principles.

## IV. Numerical results

## A. Bit error rate performance

The proposed ANBP algorithm is tested via Monte-Carlo simulation using BPSK modulation over an AWGN channel. Two ( $n, k$ ) Euclidean geometry LDPC codes [14] with different codeword length $n$ and message sequence length $k$ are used to evaluate the BER for different $P$ values. These LDPC codes are: $(1023,781)$ type-I EG-LDPC and $(4095,3367)$ type-I EG-LDPC codes. They are regular structured LDPC codes with code rates 0.76 and 0.82 . They have 32 and 64 row and column weights, respectively. We also evaluate performance over a low check weight
$1 / 2$ rate $(3,6)$ LDPC code with $n=4000, k=2000$. Our algorithm is compared with BP, min-sum, Normalized (DE), Offset (DE), offset BP using criteria from [4] (Offset), i.e.

$$
\beta \approx\left\{\begin{array}{c}
0.5,\left|L_{1}+L_{2}\right| \leq 1,\left|L_{1}-L_{2}\right|>1  \tag{21}\\
-0.5,\left|L_{1}+L_{2}\right|>1,\left|L_{1}-L_{2}\right| \leq 1 . \\
0, \\
\text { else }
\end{array}\right.
$$

For normalized (DE) and Offset (DE), we adopt the pre-designed parameters from [5] with scale factor $\alpha=1.25$ and offset value $\beta=-0.15$. Note that all decoders are set to have a maximum number of iterations equal to 50 . The simulations of the AN-MS algorithm are not included due to the unclear selection procedure of the scale factors.

Let us consider the performance of the ANBP decoder with different $P$ values. Fig. 2, where a $(1023,781)$ type-I EGLDPC code is used, shows that with $P=4$, the decoder outperforms the BP decoder. It is possible that other types of decoders could perform better than the BP algorithm. The BP algorithm performs as well as the optimal decoder, i.e. the maximum likelihood decoder, only when decoding cycle-free LDPC codes. That is, the graph representing the parity check of the code must be acyclic [23]. The BP decoder's performance is suboptimal when decoding codes with short length cycles. LDPC codes with short length cycle cause high correlation between successive iterations and reduce the decoding performance [14]. The authors in [7, Fig.2] and [8, Fig. 4(a)] have also observed that their proposed decoders slightly outperform the BP decode for some LDPC codes and high signal to noise ratio.

When the check weights of the LDPC code become high, as in the $(4095,3367)$ type-I EG-LDPC code, ANBP performs very close to the BP decoder (see Fig. 3). This is because the approximation in (6) becomes more accurate and closer to the check node update result from BP when the number of check weights increases.

ANBP decoder BER performance over LDPC codes with long length and small number of check weights is shown in Fig. 4 using a $(3,6)$ LDPC code. Though the ANBP decoder loses some accuracy and causes a higher BER in the low SNR region, as the SNR increases, it performs better. It is observed that ANBP needs 0.1 dB or less to achieve the same performance as the BP decoder at BER $10^{-6}$ or less. When comparing the performance of the ANBP decoder with other decoders, we can see that the normalized (DE) decoder performs the best. It even slightly outperforms the BP decoder with maximum iteration of 50 . The ANBP decoder performs slightly worse than the normalized (DE), but outperforms every other decoder at high SNR.


Fig. 2. BER performance of min-sum, offset, ANBP and BP with $(1023,781)$ type-I EG-LDPC code ( $\rho=32$ ).


Fig. 3. BER performance of min-sum, offset, ANBP and BP with $(4095,3367)$ type-I EG-LDPC code ( $\rho=64$ ).


Fig. 4. BER performance of ANBP and various decoders with $(3,6)$ LDPC $\operatorname{code}(\mathrm{n}=4000, \mathrm{k}=2000)$.

Notice that the offset BP-based decoder based on (21) performs very well for (3, 6) LDPC codes. Its BER performance is similar to that of ANBP at high SNR and even better at low SNR. Unfortunately, its performance degrades when applied to EG-LDPC codes with larger check weight as shown in Figs. 2 and 3.

We can see that the piece-wise approximation method in (21) becomes less accurate when the number of check weights is high. This is due to the large number of comparisons, which in turn cause more errors to accumulate and error propagation to occur because of the LLR comparisons at each variable node pair. Moreover, the criteria given in (21) may not fit well when the minimum value is less than 1. To explain this, let us substitute $\delta=\left|L_{2}\right|-\left|L_{1}\right|$ into (5). Then the offset becomes

$$
\begin{equation*}
\beta=\log \left(\frac{1+e^{-\left(2\left|L_{1}\right|+\delta\right)}}{1+e^{-\delta}}\right) \tag{22}
\end{equation*}
$$

If we assume that $\left|L_{1}\right|<\left|L_{2}\right|$, then $\delta=\left|L_{2}\right|-\left|L_{1}\right|>0$. The offset $\beta$ in (22) depends on both the magnitude of the minimum value, $\left|L_{1}\right|$, and the difference between the LLRs magnitudes of both variable nodes, $\delta$. We plot the relationship between $\beta$ and $\delta$ for a range of values of $\left|L_{1}\right|$ in Fig. 5. Clearly, when $\left|L_{1}\right| \geq 1$ the offset values of $\beta$ are pretty much the same curve. However, when $\left|L_{1}\right|<1$, the variations of $\beta$ may be significant. This can be verified by computing the ratio between the required offset magnitude $|\beta|$ and $\left|L_{1}\right|$ as a function of $\delta$.


Fig. 5. Offset $\beta$ plot for different values of $\delta$ and $\left|L_{1}\right|$.

Thus, to approximate $\beta$ for LDPC codes with a large number of check weights, a more precise method is required. Equivalently, $\beta$ can be expressed by $\beta=\log \left(1+e^{-\left|L_{1}+L_{2}\right|}\right)-\log \left(1+e^{-\left|L_{1}-L_{2}\right|}\right)$. The $\log \left(1+e^{-|x|}\right)$ function is then approximated using a small look up table with a few more entries with the requirement of more addition operations and accessing the LUT twice to obtain the value of $\beta$ (see more details on BP algorithm using Jacobian logarithm in the following complexity analysis). More discussion of the approach can be found in [22].

Our ANBP decoder does not use the Jacobian logarithm, which uses the difference between the minimum of the LLR pair, but rather compares the LLRs of individual variable nodes against the thresholds $T_{p}$. This makes our decoder more attractive especially when the row weight is large.

When $P$ is large enough to better approximate the LLR value, the algorithm has very similar number of iterations as that of the BP decoder. This can be observed in Figs. 6 and 7, especially for high check weights LDPC codes. However, when the decoder is applied to a $(3,6)$ LDPC code the number of iterations increases significantly at low SNR (see Fig. 8). This is expected since the decoder does not perform well at very low SNR. Nevertheless, due to its steeper waterfall region, the number of required iterations gap reduces dramatically to within 0.5 dB as the SNR increases from 1.4 dB to 1.9 dB .


Fig. 6. Average number of iterations for various decoders to decode a $(1023,781)$ type-I EG-LDPC


Fig. 7. Average number of iterations for various decoders to decode a $(4495,3367)$ type-I EG-LDPC


Fig. 8. Average number of iterations for various decoders to decode a $(3,6)$ LDPC code with $n=4000, k=2000$.

## B. Mean square error of the approximation method used in ANBP

In the normalized BP-based algorithm, $D$ may be considered as the exact value of the exponent of the normalized factor in each iteration in order to normalize $L_{e, j, l}^{(i)}$ in the min-sum algorithm to have the exact same result as in the BP -algorithm. Let us consider the BP algorithm in (1) and the normalized BP -based algorithm in (2). By equating both (1) and (2), we get

$$
\begin{equation*}
\left.\frac{L_{e, j, l}^{(i)}(\min -\operatorname{sum})}{L_{e, j, l}^{(i)}(\mathrm{BP})}=\frac{\prod_{l \in B(j) l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\mid L_{j, l^{\prime}}^{(i-1)}\right\}}{2 \operatorname{arctanh}\left(\prod_{l \in B(j) \backslash l} \tanh \left(L_{j, l^{\prime}}^{(i-1)} / 2\right)\right.}\right)=\alpha=2^{D} . \tag{23}
\end{equation*}
$$

In this section the approximation method used in (16) and (17) of ANBP algorithm is verified. The accuracy of using the ceil function in (17) to approximate $D$ (denoted as $D_{\text {ceil }}$ ) is compared with the floor and round functions which are defined by

$$
\begin{equation*}
D_{\text {floor }}=\{\underbrace{(\underbrace{d_{1}+\ldots+d_{1}}_{f_{1}}+\ldots .+\underbrace{\left.d_{2 P-1}+\ldots+d_{2 P-1}\right)}_{2 P-1}}_{\text {total } \rho-2 \text { terms }})] \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\text {round }}=\{\underbrace{\underbrace{\left(d_{1}+\ldots+d_{1}\right.}_{f_{1}}+\ldots .+\underbrace{d_{2 P-1}+\ldots+d_{2 P-1}}_{2 P-1})}_{\text {total } \rho-2 \text { terms }}+0.5\rfloor \text {, } \tag{25}
\end{equation*}
$$

repectively. The extrinsic information in (16) is then computed using (17), (23) and (24) and compare their meansquare error (MSE) with the actual extrinsic information from the BP-algorithm's check node update equation. The results are shown in Table II. The actual value of $D$ is computed and compared with $D_{\text {ceil }}, D_{\text {floor }}, D_{\text {round }}$. Since $D$ depends on the intrinsic information $L_{j, l^{\prime}}^{(i-1)}$, it depends on the received signal-to-noise ratio $E_{b} / N_{o}$, code rate, check weight $d_{c}$ and the current decoding iteration. Hence, in our verification, we realize $1 / 2$ code rate LDPC codes with $d_{c}=6,10,16$ and 32 , each 1000 codewords in BIAWGN channel. The MSE of the extrinsic information is obtained from the first iteration of the check node update equation only.

The value of $D$ in the ANBP algorithm is typically adopted when there exist a difference in the extrinsic information compared with the BP-algorithm (i.e., $D>0$ ) and require the normalization factor. According to Table II, $D$ is highly preferred especially when $E_{b} / N_{o}$ is low and the amount of check weights of the LDPC code become large. For instance, the expected value $\mathrm{E}[D]$ is 21.377 for $d_{c}=32$ and $E_{b} / N_{o}=0 \mathrm{~dB}$ while $\mathrm{E}[D]$ is 0.407 for $d_{c}=6$ and $E_{b} / N_{o}=4 \mathrm{~dB}$. As mentioned earlier, the approximation of $D$ with $D_{\text {ceil }}, D_{\text {floor }}$, and $D_{\text {round }}$ becomes more accurate as the amount of check weight becomes higher. It is also confirmed that the difference between $D-D_{\text {ceil }}$ on average is mostly negative as we designed. That is, the approximation of $D$ using ceiling function is most likely to be slightly larger than the actual $D$ value. This is quite desirable since any approximation error that may occur in
approximating $D$ will slightly decrease the likelihood confidence, i.e., the extrinsic information. However, $D-D_{\text {floor }}$ and $D-D_{\text {round }}$ are, on average, mostly positive. This can be observed by the results of $E\left[L_{e, j, l_{(B P)}^{(i)}}-L_{e, j, l_{A N B P)}^{(i)}}\right]$ which are mostly positive for the ceiling function. While the approximation using the floor and round functions tend to increase the value of extrinsic information as $E\left[L_{e, j, l_{(B P)}^{(i)}}-L_{e, j, l_{(A N B P)}^{(i)}}\right]$ are mostly negative values. Finally, the MSE $E\left[\left(L_{e, j, l_{(B P)}^{(i)}}-L_{e, j, l_{(A N B P)}^{(i)}}\right)^{2}\right]$ of using ceil function tends to provide the least approximation error in the check sum update equation. When $E_{b} / N_{o}$ becomes high, the difference between the approximated LLR and the actual results from BP-algorithm become less and then literally tend to increase again. This is quite expected due to the non-linearity of $\tanh ()$ function and the larger rounding error corresponding to the interval range of $\left(c_{p}^{l}, c_{p}^{u}\right]$ when the value of $\left|L_{j, l^{l}}^{(i-1)}\right|$ is high.

TABLE II. MSE OF COMPUTED EXTRINSIC INFORMATION BETWEEN BP-ALGORITHM AND ITS APPROXIMATED VALUE
USING CEIL(), FLOOR() AND ROUND() TO COMPUTED $D$


## V. COMPLEXITY ANALYSIS

The complexity analysis of various algorithms is presented in Table III. Our comparison uses an approach similar to the ones used in [7] and [9]. Our analysis is based on the number of different operations used to update $L_{e, j, l}^{(i)}$ of check $j$ for all $l \in B(j)$ in the parity check matrix.

The check node $j$ is connected to $\rho$ variable nodes. The signs of the check nodes' LLRs are computed using $2 \rho-1$ XOR operations. This is the same for all algorithms except the algorithms based on (4). The BP algorithm in (1) requires 2 look up tables, LUT1 and LUT2, to obtain the values of the hyperbolic tangent and its inverse functions, respectively. By assuming each LUT to have the same amount of entries equal to $M$, it requires at least $\left\lceil\log _{2}(M)\right\rceil$ comparisons to search through each LUT. However, in practice, the time and number of operations spent on each attempt to access the LUT may be even more dependent on the hardware implementation. It also requires in total $2 \rho$ multiplications for multiplying the factor $1 / 2,2$ and all results after accessing LUT1 together. For the BP algorithm using the Jacobian logarithm, it requires $3(\rho-2)$ pair wise operations of (4) and (5) [7], where each pair-wise operation in (4) requires 1 XOR, 5 additions and 2 accessing the LUT of $\log \left(1+e^{-|x|}\right)$ to implement (5).

For BP-based algorithms, the value of $\min _{l \in B(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\}$ is either the first or second smallest among $\rho$ LLR values. It is shown in [16] that $\rho-1$ and $\left\lceil\log _{2}(\rho)\right\rceil-1$ comparisons are required for searching, respectively. The min-sum algorithm requires the least amount of operations among BP-based algorithm. Offset (DE) and normalized (DE) require 2 additions and 2 multiplications, respectively, for the first and second smallest LLR values. The Offset algorithm based on (4) and (21) requires 5 comparisons (i.e. addition operations) for each pair off LLR values to complete conditions checking. The decoder also requires a total of $3(\rho-2)$ comparisons in (4) to complete the computation for check node $j$ [7].

In the ANBP algorithm, since the number of values of $T_{p}$ and $d_{p}$ are small, they may be stored either inside the decoder as constant terms or as a LUT in memory, e.g. if $P=4$, it requires only 14 values to be stored, 7 comparisons and 7 constant values. If the values are stored in a LUT, the adaptive normalized BP-based decoder
requires $\rho-1$ access times, since $\min _{l \in \in(j) \backslash l}\left\{\left|L_{j, l^{\prime}}^{(i-1)}\right|\right\}$ has already been computed. On the other hand, if the values are stored inside the decoder as constants, a binary search which requires $\left\lceil\log _{2}(2 P-1)\right\rceil$ comparisons for each LLR value can be applied [16].

We may further reduce the number of operations to find the first and second smallest LLR. If the first and second smallest LLR values are computed after finding $d_{p}$ for each $\left|L_{j, l}^{(i-1)}\right|$, the number of additions may be reduced by eliminating some variable node candidates to a subset of $\tilde{B}(j) \subset B(j)$ where $\tilde{B}(j)$ is the set of variable nodes in which the LLR falls in the lowest interval $c_{p}$ described in (13). The minimum required comparisons (additions) can then be found when the first and second minimum values each falls in a different interval and is also the only value that lies in the interval. In this case, no comparisons are required. On the other hand, the maximum number of comparisons occurs when all LLR values lie in the same interval. This requires $\rho+\left\lceil\log _{2}(\rho)\right\rceil-2$ additions. The $D$ value can be obtained using $2 \rho-4$ additions and $\rho$ right shifts.

Table IV presents the estimated number of operations required for updating each check node's LLR for a $(3,6)$ LDPC code. Clearly, the BP algorithm in (1) requires a large number of multiplications and accessing LUT. Since these operations take much longer time than addition and right shifting. Also, multiplications consist of several additions and shifting operations, we expect the adaptive normalized BP-Based algorithm to perform faster than the BP algorithm. When the BP algorithm uses the Jacobian logarithm, the number of additions and accessing the LUT increases significantly, since the algorithm requires $3(\rho-2)$ pair-wise operations of (4).

The min-sum algorithm has the least complexity followed by the offset (DE) and the normalized (DE) decoder. Our ANBP decoder which uses LUT is quite attractive. Even though the number of additions is about twice as many as that used by the offset (DE) decoder, it trades off with the improvement in BER. The LUT here is small and can be accessed quickly. Our ANBP without LUT requires more additions. However, it requires about half the number as that of the off-set decoder due to the comparison used for its conditions in (21).

Finally, since we use a $D$-bit shifting operation, a fast implementation can be realized using a barrel shifter [15], since it can shift $D$ bits in a single clock cycle.

## VI. CONCLUSION

We presented a new adaptive normalized BP-based algorithm which reduces the complexity of the BP decoder. It allows the decoder scale factor to change adaptively. We showed that our proposed decoder can be used with LDPC codes with many code rates with different check weights. For low check weights codes, though a slight loss of the proposed decoder's accuracy is observed, the decoder performance is comparable to that achieved by other decoders at higher SNR values. For example, with as low as 0.1 dB extra, it can achieve the same performance as the BP decoder at a BER of $10^{-6}$. The ANBP performs very well at large check weights and outperforms other modified minsum algorithms, achieving a BER very close to that of the BP decoder with similar amount of iterations. The algorithm eliminates the use of multiplications and reduces the number of memory accesses, number of entries, and access time when using an LUT. We have also shown that the complexity of the decoder is low and comparable to other decoders of the same class. The benefits of the adaptive normalized BP-based decoder are that the decoder is not code rate/code weight specific and no pre-design parameter is required. Thus, our decoder can be used as a multicode rate or reconfigurable decoder. This is highly desirable for future mobile devices in order to handle different applications and standards [20].

TABLE III. ESTIMATED NUMBER OF OPERATIONS USED FOR A CHECK UPDATE $j$ OF ALL $l \in B(j)$

| Operation | XOR | Addition | Multiplication | LUT | $\begin{gathered} \text { Right } \\ \text { shift } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \mathrm{BP}(\tanh ()(1))[7],[9] \\ L_{e, j, l}^{(i)}=2 \operatorname{arctanh}\left(\prod_{l^{\prime} \in B(j) \backslash l} \tanh \left(L_{j, l^{\prime}}^{(i-1)} / 2\right)\right. \end{gathered}$ | $2 \rho-1$ | - | $2 \rho$ | $2 \rho$ <br> (LUTs of tanh and arctanh) | - |
| BP (Jacobian logarithm (4),(5)) [7] $\begin{gathered} L\left(l_{1}^{\prime} \oplus l_{2}^{\prime}\right)=\operatorname{sign}\left(L_{1}\right) \operatorname{sign}\left(L_{2}\right) \cdot \min \left\{\left\|L_{1}\right\|,\left\|L_{2}\right\|\right\}+ \\ \log \left(1+e^{-\left\|L_{1}+L_{2}\right\|}\right)-\log \left(1+e^{-\left\|L_{1}-L_{2}\right\|}\right) \end{gathered}$ | $3(\rho-2)$ | $3(\rho-2) \times 5$ | - | $\begin{gathered} 2 \times 3(\rho-2) \\ (\text { LUT of } \\ \left.\log \left(1+\mathrm{e}^{-\mathrm{ex}}\right)\right) \end{gathered}$ | - |
| $L_{e, j, l}^{(i)} \approx \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left\|L_{j, l^{\prime}}^{(i-1)}\right\|\right\}$ | $2 \rho-1$ | $\rho+\left\lceil\log _{2}(\rho)\right\rceil-2$ | - | - | - |
| $L_{e, j, l}^{(i)} \approx \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left\|L_{j, l^{\prime}}^{(i-1)}\right\|\right\} / \alpha$ | $2 \rho-1$ | $\rho+\left\lceil\log _{2}(\rho)\right\rceil-2$ | 2 | - | - |
| $L_{e, j, l}^{(i)} \approx \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \max \left(\min _{l^{\prime} \in B(j) \backslash l}\left\{\left\|L_{j, l^{\prime}}^{(i-1)}\right\|\right\}+\beta, 0\right)$ | $2 \rho-1$ | $\rho+\left\lceil\log _{2}(\rho)\right\rceil-2+2$ | - | - | - |


| $\begin{gathered} \text { Offset (4), (21), [4] } \\ L\left(l_{1}^{\prime} \oplus l_{2}^{\prime}\right)=\operatorname{sign}\left(L_{1}\right) \operatorname{sign}\left(L_{2}\right) \cdot \min \left\{L_{1}\left\|,\left\|L_{2}\right\|\right\}+\beta,\right. \\ \beta \approx\left\{\begin{array}{c} 0.5,\left\|L_{1}+L_{2}\right\| \leq 1,\left\|L_{1}-L_{2}\right\|>1 \\ -0.5,\left\|L_{1}+L_{2}\right\|>1,\left\|L_{1}-L_{2}\right\| \leq 1 \\ 0, \\ \text { else } \end{array}\right. \end{gathered}$ | $3 \rho-2$ | $3(\rho-2) \times 5$ | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{e, j, l}^{(i)}(A N B P) \approx \prod_{l^{\prime} \in B(j) \backslash l} \operatorname{sign}\left(L_{j, l^{\prime}}^{(i-1)}\right) \cdot \min _{l^{\prime} \in B(j) \backslash l}\left\{\left\|L_{j, l^{\prime}}^{(i-1)}\right\|\right\} \cdot\left(\frac{1}{2}\right)^{D}$ | $2 \rho-1$ | $\begin{aligned} \rho+ & {\left[\log _{2}(\rho)\right\rceil-2 } \\ & +(2 \rho-4) \end{aligned}$ |  | $\rho-1$ | $\rho$ |
| $\begin{gathered} \text { ANBP } \\ \text { without using LUT (max) (16) } \end{gathered}$ | $2 \rho-1$ | $\begin{gathered} \rho+\left\lceil\log _{2}(\rho)\right\rceil-2 \\ +\rho \times\left\lceil\log _{2}(2 P-1)\right\rceil \\ +(2 \rho-4) \end{gathered}$ | - | - | $\rho$ |
| ANBP <br> without using LUT (min) (16) | $2 \rho-1$ | $\begin{gathered} \rho \times\left\lceil\log _{2}(2 P-1)\right\rceil \\ +(2 \rho-4) \end{gathered}$ |  | - | $\rho$ |

TABLE IV. Estimated number of operations for a check update $j$ of all $l \in B(j)$ For $(3,6)$ LDPC Code

| Operation | XOR | Addition | Multiplication | LUT | Right shift |
| :---: | :---: | :---: | :---: | :---: | :---: |
| BP (tanh()) M=8 | 11 | - | 12 | 12 | - |
| BP (Jacobian) M=8 | 12 | 60 | - | 24 |  |
| Min-sum | 11 | 7 | - | - | - |
| Normalized (DE) | 11 | 7 | 2 | - | - |
| Offset (DE) | 11 | 9 | - | - | - |
| Offset | 12 | 60 | - | 5 | 6 |
| ANBP (P=4) using LUT | 11 | 15 | - | - | 6 |
| ANBP (P=4) <br> without using LUT (max) | 11 | 33 | - | - | 6 |
| ANBP (P=4) <br> without using LUT (min) | 11 | 26 | - | - | - |
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