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CONSTROCTION 
OF THE REAL NUMBERS 

BY SEQUENCES 

INTRODOCTION 

In Edmund Landau's book, Foundations Qf Analysis, we 

find a complete and rigorous development of the real number 

system from Peano 's axioms. One of the major steps in this 

development is the defining of the real numbers in terms of 

"cuts" of rational numbers. This method of defining real 

numbers is paralleled by a method of defining real numbers 

in terms of Cauchy sequences of rational numbers. The 

usage of Cauchy sequences will be pursued by this paper. 

By a Cauchy sequence of rational numbers, we mean a 

sequence A1 , ••• , An' ••• of rationals such that if E is 

any fixed positive rational number, then there is an in­

teger p(E) such that for all m,n>p(E) 

!An - Ami < E. 

But since we shall use Landau's development of the rational 

number system as a foundation, the condition involving the 

absolute value becomes, 

( 2) An > Am and 

( 3) An < Am and 

For this paper, since the rational numbers which we have are 

only the positive rationals, we will attach the additional 
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condition as a part of being a Cauchy sequencea there 

exists a (positive) rational number N such that An~N for 

all n = 1, 2, • • • • 

To complete a rigorous development of the real numbers 

by Cauchy sequenc es , we sha ll presume that the reader is 

familiar with Landau's book, Foundations 12.f Analysis, for 

it is with this basis that we are able to continue. We 

shall presume that the (positive) rational number system 

has already been developed by a rigorous development from 

Peano's axioms. To this end, we shall presume that pages 

1-43 of Landau have already been done. Assuming this, we 

shall refer to Landau whenever a reference to the rational 

number system is needed. 

Our Definition and Theorem numbers will correspond 

with Landau. That is, our Definition and Theorem numbers 

will begin where Landau left off on page 43. Thus pages 

1-43 of Landau and this paper will form a complete con­

struction of the real numbers from Peano's axioms. 

We shall use Landau's notation whenever possible; 

that is, we use small italic letters for integers, capital 

italic letters for rational numbers, etc. And whenever a 

theorem from Landau is used we shall say, "Landau's Theo­

rem 100", etc. 

Also we shall assume that the reader is familiar with 

the meaning of a one•m•one correspondence, which plays a 
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very important part in the completion of t his paper. 

To aid the reader with the notation used in the text, 

we shall give a complete table of notation in the intro­

duction as an easy reference. The notation given in the 

table below will be used consistantly throughout the paper; 

that is, m and n will always stand for integers, etc. 

The symbols listed below are followed by a brief 

statement of their meaning and by the number of the page 

on which they first appear. 

At, A:a, Am, An' N, E• rational number, P• 5' 

D . rational number, p. 6n~ 
Bn' cn' 

M; rational number, 10P• 

x. Y, R; rational number, p. 70 

Z, A • rational number, 73, 74no, P• 

Anm; rational number, p. 93 

A (E ) 1; rational number, p. 95Pt 1 , 

m,n, pdE/2); integer, p. 5, 6, 7 

x; integer, p. 70 

t, ~. C, V: Cauchy sequence of rational numbers, p. 6 

{An], {Bn}, fcnJ, {onJ; Cauchy sequence of rational numbers, 
p. 5, 6 

{an],{~n}; Cauchy sequence of sees, p. 87 

-: tantamount, p. 6 
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+; not tantamount, p. 6 

~; greater than or tantamount to, p. 22 

~; less than or tantamount to, p. 22 

a , ~, y, 5 ; sec , p. 52 

an, ~n; sec, p. 87 

a o; limit sec, p. 89 

an ~ ao; ~n converges to a0 , p. 89 

R0 ; constant sequence of ra t ional numbers, p. 47 

xo • yo. constant sequences of rational numbers, P•' 
x*, y*; integral sees, P• 70, 71 

X* • Y*· rational sees, P• 70' 

J. *, ?1( *; sets of integral sees, P• 71,72 

~· ~; cut, p. 80 

70 



CHAPTER I 

CAtcHY SEQUENCES 

1 

Definition and Tantamount 

We shall be interested in defining the real numbers in 

terms of sequences of rational numbers. A .§§quence of 

rational numbers is an ordered set of rational numbers 

A1 , Aa, ••• , An' ••• arranged in an ordered one-to-one 

correspondence with the natural numbers. The terms of the 

sequence are A1 , Aa, •••• The nth~ of the sequence 

is An. The sequence is frequently indicated by [A ).
0 

Definition l§s A sequence of rational numbers 

t = [A } = {Al, ••• , A
0 

, ••• J is called a Cauchy sequence,
0 

if there is a rational number N such that A~N 

(n = 1, 2, ••• ), and for every rational number E (E arbi­

trarily small), there is an integer p(E) such that for 

every pair of integers m,n>p(E) one of the following is 

true. 

( 1) or 

( 2) An >Am and or 
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For the purposes of notation; 1et us assign the small 

Greek letters (, 1'}. C, and 'V to .denote Cauchy sequences. 

The terms in the Cauchy sequences (, 1), C, and V , 

respectively, will always be denoted as follows: 

[An} • • • • • • • J • 

fl fsnJ = ••• • • • J ' II 

[cnJ = • • • • • • J ' 

Definition ~~ Two Cauchy sequences ~ and 11 are 

tantamount ( in symbols, (-fl) if for every E, there is a 

p(E) such that for all n>p(E) one of the following is 

true. 

( 1) or 

( 2) An > Bn 

( 3) An < Bn and 

Otherwise, ~Tfl ( 1' to be read "is not tantamount to"). 

Theorem lliZ t-t. 

Proofs Given any E, take p(E)=l, then for all 

n>p(E) 

(1) A =A • n n 

Theorem 111• If t-,, then ,-t. 
Proofa Suppose t-11; given any E, there exists 



7 

a p(E) such that f or al l n> p(E ) 

( 1) An = Bn; or 

( 2) An > B n and An - Bn<E; or 

(3) An < Bn and .•Bn - An<E • 

But these cases are equivalent, respectively, to 

( 1) Bn = An; or 

( 2) Bn < An and An - Bn<E•, or 

( 3) Bn >A and Bn - An<E.n 

Therefore, 11-f;. 

Theorem ,W: If (-11· 11-t:. then l: ....C. 

Proof: By hypothesis; (-11, 11-t:; given any E 

there exists a P1(E/2) such that, for all n>p1(E/2) 

( 1 ) An = Bn: or 

(3) An < Bn and Bn - An<E/2<E. 

And there exists a pa(E/2) such that, for all n>pa(E/2) 

(1) Bn • en; or 

( 2) Bn > en and Bn - en<E/2<E; or 

(3) Bn<Cn and en - Bn<E/2<E. 

With the same E, pick p(E) to be the maximum of p1(E/2) 

and pa(E/2), then for all n>p(E) we have one of the 

following cases: 
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Case 1: A = B , B =C • By l ogical equali ty,n n n n 

A = C , satisfying Definition 29, ( 1 }~n n 

{2). 

An = Bn gives An< Cn and Cn· An< E, satisfying Defini­

tion 29, {3). 

gives A> C n n and A - C < E, n n satisfying 

Definition 29, {2). 

Bn = Cn 

gives A< C n n and en- An< E, satisfying Definition 29, 

( 3 ). 

Case 6: A > B and A - B < E/2, B > C andn n n n n n 

E + Cn. Therefore, An> Cn and An· Cn< E, satisfying 

Definition 29, (2). 

Case 7: An< Bn and Bn- An< E/2, Bn< Cn and 

en - Bn< E/2. By Landau's Theorem 86, An< en. 
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Cn = ( (Bn· An) + (Cn- Bn) ] + An< (E/2 + E/2) + An= 

E + A • Therefore, A < C and Cn- An< E, satisfyingn n n 

Definition 29, ( 3). 

Case 8: A > Bn and An- Bn< E, Bn< Cn and n 

c Bn< E. The proof is by subeases;n ­
L) Suppose A>C>B. Since A • Bn< E,n n n n 

Cn> Bn; by adding and sir.lplifying; A = {An- Bn) +n 

29' ( 2). 

2.) Suppose An = c > Bn. Satisfies Definitionn 

29, { 1) • 

3.} Suppose C>A>B. Since c Bn< E,n n n n ­

An> Bn; by adding and simplifying; c = (C - B } +n n n 

29. ( 3). 

Case 9: An< Bn and Bn- An< E, Bn> Cn and 

B - C < E. The proof is the same as for Case 8 with then n 

inequality signs of the subcases reversed. 

In every case, t-t:; thus the theorem is proved. 



10 

By Theorems 116 through 118, all Cauchy sequences fall 

into classes, in such a way that 

if and only if ~ and ~ belong to the same class. 

Definition ~: A sequence is said to be bounded if 

and only if there exist M, N such that N ~ An ~ M for 

n=l, 2, •••• N is called a lower bound and M is 

called an upper bound for the sequence. 

Theorem 112: Every Cauchy sequence is bounded. 

E£22f: Let [An} be a Cauchy sequence, then 

if we choose E=l, there is a p{l) such that for all 

m,n>p(l) one of the following is true •.., 

(1) A = A• orn m' 

( 2) A> A and A - Am< 1; orn m n 

(3) andAn< Am A- A < 1.m n 

Then, for all m,n>p(l) one of the following is true. 

( 1) A = Am• Then An< Am< Am+ 1; orn 

( 2) A> A and A -A < 1. Thenn m n m 

A = (A - A ) + A < A + 1; orn n m m m 

( 3) Am - An< 1. 

Hence all terms for m,n>p(l) ha-ve A + 1 as an upperm­
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bound. N exists as a part of the definition of a Cauchy 

Sequence. Since the t erms of t he sequence are bounded for 

all m,n>p(l), and since t here are only a finite number of 

terms Aq with q~ p(l), t he entire sequence has Am+ 1 as 

an upper bound. 
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2 

Ordering 

Defini~ioo ,ll: ( is greater ~han fl (in symbols, 

(>fl) if there exist numbers E and p(E) such that for 

all n>p(E), A- B > E.n n 

Definition~: t i! less 1h!n 11 (in symbols, t<f}} 

if there exist numbers E and p(E) such that for all 

n>p(E), B - A > E. n n ­

Theorem 120: If t > fl• then fl < (. 

Proof: Suppose (>fl; there exist E and 

p(E) such that for all n>p(E}, A- B > E· which means , n n - ' 

by Definition 32, that fl < (. 

Theorem 121: If t < fl• then f1 > t. 

Proof: Suppose t<~; there exist E and 

p(E) such that for all n>p(E), Bn- An~ E; which means, 

by Definition 31, that fl > (. 

Theorem 1££: For any given (, fl• exactly one of 

t>fl, t-fl, t<11 is the ease. 

Proof: I.) t>fl, (-fl are incompatible by 

Definition 29 and Definition 31. 

II.) ((fl, (-fl are incompatible by 

Definition 29 and Definition 32. 
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III.) If F;>f} , t<f}, then there exist 

E1 and pdEt) such that for all n>pt(Et) it is true 

pa(Ea) suchthat A - B > Et• Also there exist Ea and 
n n ­

that for all n>pa(Ea) it is true that B.- An > Ea. Let 
n ­

E be the minimum of E1 and Ea and let p(E) be the 

maximum of p1 (Et) and pa{Ea). 

If n>p(E), then An· Bn ~ E and B - A > E. Thus n n-

An> Bn and Bn> An; but this contradicts the Tricotomy 

Law (Landau's Theorem 81). Therefore we can have at most 

one of the three cases. 

To show that at least one of t>f}, ~-f}, or (<f} 

happens, suppose ~~f}; we will show that ~>11 or t<f}· 

Since t~f}. there is an E0 such that for every value of 

p(E0 ) there is an no>p(E 0 ) such that all of the following 

are true. 

( 1) A :/: Bno no 

( 2) if A > B then A - B > E no n 0 
t no no­

(3) if A then B > E. no < 8no' no -Ano-

If An > Bno happens an infinite number of times, we will 
0 

show that there exist E and p(E) such that for all 

n>p( E) it is true that A - B > E. Similarly, if n n-

A < B happens an infinite number of times, we will showno no 

that there exist E and p(E) such that for all n>p(E) 
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it is true that B .. A > E. n n-

since ( and ~ are Cauchy sequences, with E = Eo/3 

there exists a p1 (E) such that for all m, n>pl(E) one 

of the following is true. 

( 1) A = Am; orn 

( 2) An > A and A- A< E• or m n m t 

(3) A <Am and A - A < E. n m n 

But since An > Bno happens an infinite number of times,
0 

there must be a value n1 >pt(E) for which An > Bn1• With 
1 

m = n1 , the Cauchy conditions for t become 

( 1) = A orAn n1'• 

..., ( 2) A >A and A - A < E• orn n1 n n1 ' 

( 3) <A and A • A < E.An nl n1 n 

Similarly there exists a pa(E) such that for all 

m,n>pa(E) one of the following is true. 

(1) B a B J orn m 

( 2) B > 8 and B - Bm< E•• orn m n 

( 3) B < B and Bm - Bn< e.n m 

But since An > Bno happens n infinite number of times,
0 

there must be a value na>pa(E) for which An > Bna· With 
8 

m = na, · the Cauchy conditions for ~ become 

(1) Bn = Bna' or 



15 

( 2) B > B and B - B < E•, or n na n na 

( 3) B < B and B - B < E. n na na n 

With n0 the maximum of n1 and na and p( E) the 

maximum of p1 (E) and pa(E), then for all n>p(E) the 

following cases arise. 

Case 1: A = A B = B • Certainly,
n no' n no 

Case 2: A = A B > B and B - B < E. From n no' n no n no 

Adding and simplifying; 

(A - B ) + E0/3 > Eo + (B - B ),no no n no 

(A .. B ) > Eo .. Eo/3 + { B - B ) = 2E0/3 + no no n no 

{B .. n 8no)' 

Adding B and simplifying; A > 2E0/3 + B > E + B , no no n n 

therefore, A - B > E. n n ­

Case 3: A = A , B < B and B - B < E.no n n no no n 

From the hypothesis and the inequalities: 

An = A > B > Bn•no no 

Therefore, An - Bn .?, E. 

Case 4: A > A and A - A < E, B = B • From 
n no n no n no 

the hypothesis and the inequalities; A > A > B ~ Bn• n no no 
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Case 5: A < A and A • A < E, B = B • From 
n no no n n no 

the hypothesis and the inequalities; A > A > B = B • no n n no 

Adding; 

(A - B ) + 2E 0/3 >Eo+ (A ·A ),no no no n 

Adding B A and simplifying,no' n 

A + A > 2E0 /3 ·+- A + B > E + A + B ,no n - no no no no 

Cancelling A and simplifying;no 

An > B + E = B + E,no n 

Case 6: A> A and A • A < E, B > B and n no n no n no 

B .. B < E. n no 

From the hypothesis and the inequalities; A > A > B >B • n no n no 

Adding; 

(A - B ) + E0/3 > E0 + {B • B ),no no n no 

Adding B and simplifying;no 

A > A > 2E0/3 + B > E + B , n no n n 

therefore, A - B > E. n n ­

Case 7: A <A and A - A < E, Bn < Bn no no n no 

and B - B < E. From the hypothesis and the inequalities;no n 

A > A > B > B • no n no n. 
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Adding; 

(A - B ) + E0/3 > (A - A ) + E0 ,no no no n 

Adding An, B and sim plifying;no 

(A + A ) > 2E0 /3 + B + A ,n0 n no no 

Cancelling An and simplifying;
0 

An > E + Bno > E + Bn; 

Therefore, An- Bn > E. 

Case 8 : An> Ano and An- An < E, Bn< Bno and
0 

B - B < E. From the hypothesis and the inequalities;no n 

A > A > 8 > 8 n no no n· 

Case 9: An< Ano and An - A0 < E, Bn> 8n and
0 0 

8 - B < E. From the hypothesis and the inequalities;n no 

A > A > 8n> Bno•no n 

Adding; (A - B ) + E0/3 + E0/3 > E0 + (B - B )+(A ­no no n no no 

An)~ adding A, Bn and simplifying;n o 

(A - B )+ B + A + 2E0/3 > E0 +(B - B )+ B + no no no n n no no 

(Ano- An) + An• 

A + A > E0 /3 + B + A • Therefore cancellingno n n no' Ano' 

A - B > E.n n ­

By a similar proof, if An < Bno happens an infinite 
0 
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number of times, then ~<~. Hence for all n>p(E} at 

least one of (>~, ~-~. or t<~ is the case. 

Theorem 121: If (>~, t-C, ~- l1, then C> V. 

Remark: Thus if a Cauchy sequence of one class is 

greater than a Cauchy sequence of another clas~, th9n the 

same will be true for all pairs of representations of the 

two c 1a s s es • 

Proof: Suppose ~>~, l:-C, ~- v . Since ~>~. 

there exist E1 and p1(E1) such that for all n>p1(E1), 

A - B > Et• Since t-t:, there exists a P2(E1/3) suchn n-

that for all n>pa( E1/3) it is true that 

(1} A=C• orn n' 

( 2) andAn> Cn An- Cn< E1/3; or 

( 3) A < C and C - A < Et/3 .n n n n 

And since 11"" V, there exists a pa(Et/3) such that for 

all n>pa(Et/3} it is true that 

(1) Bn = On; or 

( 2) B > D and B - D < E/3: orn n n n 

( 3} Bn< Dn and D - B < E/3.n n 

Let p( E) be the maximum of Pd E1), pa( E,/3), and 

pa(Et/3) and let E = E1/3. Then for all n>p(E) one of 

the following cases arises. 

Case 1: A= Cn n• 
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thus substituting equals, certainly Cn· On ~ E. 

the hypothesis and the inequalities; A=C>B>O·n n n n' 

therefore, C - 0 > E.n n ­

Case 3: and D - B < E. From then n 

hypothesis and the inequalities: A =C>D>B;n n n n 

Adding and simplifying; 

(C - B ) + Et/3 > Et + (D - B );n n · - n n 

Adding B • C ~On+ 2E1 /3 > E + on'n' 0 

therefore,. C - 0 > E. n n 

the hypothesis and the inequalities: A>C>B =D.n n n n 

Adding, 

Adding Bn• en and simplifying; 

(An + Cn) > 2E1/3 + An + Bn > E + An + Bn' 

Cancelling An: C > E + B =E + D ,n n n 

therefore, C - 0 < E. 
n n 
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Certainly Cn· On ~ E. 

Case 6: An> Cn and An· Cn< E, Bn> On and 

B - 0 < E. From the hypothesis and the inequalitiessn n 

A>C>B>D.n n n n 

Adding, 

(A- B ) + E1/3 > E1 + (A- C ),n n · n n 

Adding Bn' en and simplifying, 

An + Cn> 2E1/3 + An + Bn > E + An + Bn' 

Cancelling An and simplifying; 

C > B + E > On + E,n n 

D - B < E.n n 

From the hypothesis and the inequalities; C > A > 0 > B • n n n n 

Adding, 

(A· B ) + E1/3>E1 + (0 - B ) > E + (D - Bn),.n n n n n 

Add Bn; An> E + On' and from the inequalities, 

C > A > E + D • n n n 

Case 8: A> C n n 
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Adding, (A- B ) + E1/3 + E1/3 > E1 + (Dn- B )+(A- C ),n n n n n 

adding Bn ' en and simplifying; 

(A - B )+ B + C + 2E1/3 > E1 + (Dn· B )+ B + (A - C ) + C • n n n n n n n n n 

C - D > E. n n 

Case 9: A< C and C - A < E, B > D and 
n n n n n n 

B - D < E.n n 

From the hypothesis and the inequalities: C > A > B > 0 •. n n n n 

Certainly C - D > E. n n ­

In ever y case C - D > E, thus by Definition 31, (> V n n 

and the theorem is proved. 

Theorem 12~: If ( < fl, (- C, fl - v , 
then C < v . 

Remark: Thus if a Cauchy sequence of one class 

is less than a Cauchy sequence of another class, then the 

same will be true for all pairs of representatives of the 

two cla sses. 

Proof: By Theorem 121, we have 

fl > (; 

since 11 - -v , t .... C 

we then have by Theorem 123 that V > C 

so that, by Theorem 120, C < V. 
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Definition _ll: t ~ fl means t > 11 or f;: .... f). 

(~ to be read ".!.i greater _!han .2!, tantamount .12".) 

qefinition J!: t ~ f) means t < ~ or ~ .... fJ• 

(~ to be read ".!! .l..!.!! than .2I, tantamount .tg".) 

Theorem 125: If ~ ~ f) , t - t , f) - 7/ ; then t > V •-
Proof: 1heorem 123 if > holds in the 

hypothesis: otherwise, we have t - f) - C - v • 

Theorem ~: If t $ f) • t .... C , f) .... 7/ ; then C ~ -v • 

Proof: Theorem 124 if < holds in the 

hypothesis; otherwise, we have t - f) .... C .... V. 

Theorem 127: If t ~ ~. then ~ S t. 

Proof: Theorem 117 for tantamount, Theorem 

120 for "greater than". 

Theorem jl§: If t ~ f), then f) ~ t. 

Proof: Theorem 117 for tantamount, Theorem 

121 for "less than". 

Theorem 129: If t < fl• f) < t, then t < c. (Transi­

tivity of Ordering.) 

Proof: t < ~ means there exists an E1 and 

a Pt(Et) such that for all n>p1 (E1 ), Bn- An~ E1 • f)> C 

means there exists an Ea and a pa(E8 ) such that for all 

n>pa(Ea)~ en- Bn ~ Ea J Let E be the minimum of Et and 

E2 , and let p(E) be the maximum of Pt(Et) and pa(Ea). 
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For all n>p(E), we find by adding inequalities: 

(B - A )+(C • B ) > E + E = 2E,n n n n • 

( B - A ) + A + (C • B ) > 2E + A •. n n n n n - n 

Simplifying; 

C > A + 2E, which gives Cn~ A > 2E > E, thus n- n n­

~ > t, . and the theorem is proved. 

Theorem lJQ: If t ~ q, q < ~ or t < q, n ~ ~ 
then t < C. 

Proof: Follows from Theorem 124 if a tanta­

mount sign holds in the hypothesis; otherwise from 

Theorem 129. 

Theorem lJ!: If t ~ q, q ~ C, then t ~ C. · 

Proof: Theorem 118 if two tantamount signs 

hold in the hypothesis, otherwise Theorem 130 does it. 
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3 

Addition 

Let t and ~ be Cauchy sequences. 

Then the sequence whose nt h term is (An +B), is itselfn 
a Cauchy sequence; that is, there is an N such that 

(A + B ) > N for all n; and given any E, there exists n n ­

a p( B) such that for all m,n>p(E) it is true that 

( 1) (A +B ) = (A+ B ); orn n m m 

( 2) (An+ Bn) > (Am+ Bm) and 

(An+ Bn) - (Am+ Bm) < E: or 

(3) (A + B ) < (Am+ Bm) andn n 

(Am+ Bm) (An+ Bn) < E. 

Proof: Let t and ~ be the given Cauchy 

sequences. !hare exists an N such that (A + B ) > N n n ­

for all n, for since {An} is a Cauchy sequence. there 

exists an N1 such that An ~ N1 for all n and cer­

tainly (A + B ) > N1 = N for all n. Then for every E n n ­

there exists a Pt(E/2) such that for all m,n>pt(E/2) it 

is true that 

(1) = A • orAn m• 

( 2) A > Am and A - A < E/2; orn n m 

( 3) A <Am and Am- An< E/2;n 
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and there exists a pa(E/2) such that for all m,n>pa(E/2) 

it is true that 

( 1) = Bm; orBn 

( 2) > Bm and B B < E/2• orBn mn - , 

(3) Bn < Bm and Bm - Bn < E/2. 

Let p( E) be the maximum of Pt(E/2) and pa( E/2), then 

for all m,n>p(E) one of the following cases arises: 

Case 1: A = A , B = B • Then (A + B ) = n m n m ..n n 

(Am+ Bm} • satisfying Definition 28, { 1). 

Case 2: A =A , Bn > Bm and B - Bm< E/2 < E. n m n 

Adding inequalities we find, (An+ Bn) > (Am+ Bm)e 

(An+ Bn) = {[(An+ Bm) - (Am+ Bm))+[(Am+ Bm)+(Bn- Bm)J} 

= {[(An+ Bm) - (Am+ Bm)+(Am+ Bm)] + (Bn· Bm)} = (An+ Bm) + 

(Bn· Bm) = {An+ Bn) < E + (Am+ Bm}. 

Therefore, (An+ Bn) - (Am+ Bm) < E, satisfying Definition 

28, ( 2}. 

Case 3: An = Am• Bn < Bm and Bm· Bn< E/2 < E. 

We find, adding inequalities, that (An+ Bn) < (Am+ Bm). 

(Am+ Bm) ={[(Am+ Bn)- (An+ Bn))+[(An~ .. Bn)+(Bm- Bn)]} 

= {C(~+ Bn) - (An+ Bn) + (An+ Bn)) + (Bm· Bn)} = 

= (Am+ Bn) + (Bm- Bn) = (Am+ Bm) < E + (An+ Bn)• 

Therefore, (Am+ Bm) - (An+ Bn) < E, satisfying Definition 
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28, (3). 

The proof of Case 4 is exactly the proof of Case 2 with 

the A's and B's interchanged. 

Case 5: An< Am and Am - An< E/2 < E, Bn = B • m 

The proof of Case 5 is exactly the proof of Case 3 with 

the A's and B's interchanged. 

Case 6: An> Am and An- Am< E/2, Bn> Bm and 

B - B < E/2. We find, adding inequalities, thatn m 

Adding; (A - A ) + A + (B - B ) + B = (A + B )< E/2 +n m m n m m n n 

E/2 + (A+ B ) = E + (A+ B ).m m m m 

28, ( 2). 

Case 7: An< Am and Am· An< E/2, Bn< Bm and 

Bm· Bn < E/2. We find, adding inequalities, that 

(An+ Bn) < (Am+ Bm)• . 

Adding and simplifying; 

(A - A ) + A + (Bm· Bn) + B = (A + B ) < E/2 + E/2 +m n n n m m 

(A + B ) = E + (A+ B ).n n n n 

28, ( 3). 
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Case 8: A > A and An- Am< E/2 < E, B < Bn m n m 

and Bm· Bn< E/2 < E: from the Tricotomy Law it is true 

that 

1.) = (A '+ B ) • or m m' 

3.) (A+ B ) <(A+ 8 ).n n m m 

We must satisfy the inequa lities of Definition 28 for sub-

cases 2 and 3 above. 

Subcase 1: (An+ Bn) = (Am+ Bm)• satisfies Defi­

nition 28, (1). 

Subcase 2: (An+ Bn) > (Am+ Bm)• hence adding and 

simplifying; (A + B ) < (A + B ) = n n n m 

={-[(A+ B ) • (A+ B )] +((A+ B )+(B- B )J} = n n m m m m m n 

={[(An+ Bn) • (A+ B ) + {A+ B )] + (B - B )} = m m m m m n 

= {A+ B ) + (B- B ) = (A+ B ) < E + (A+ B );n n m n n m m m 

28, (2). 

Subcase 3: (An+ Bn) < (Am+ Bm)• hence adding and 

simplifying; (Am+ Bm) <(An+ Bm) = 

={((Am+ Bm) - (An+ Bn)] + [(An+ Bn) + (An- Am)J} ~ 

~{[(Am+ Bm) - (An+ Bn) + (An+ Bn)] + (An· Am)}= 
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= (A + .B ) + (A - A ) = (A + B ) < E + (A + B );m m n m n m n n 

Case 9: and A - A < E/2 < E, B > B m n n m 

and Bn- Bm< E/2 < E; the Tricotomy Law again gives three 

subcases for which the proof is analogous to the proof of 

Case 8 and its three subcases. 

In each case, (An+ Bn) is a Cauchy sequence; thus the 

theorem is proved. 

Definition ~t The Cauchy sequence constructed in 

Theorem 132 is denoted by t + ~ and is called the !Ym of 

~ and ~· or the Cauchy sequence obtained by addition of 

t to ~· 

Theorem 133: If ~- ~· C- 21 , then~+ C- ~ + Y . 

Remark: The class of the sum thus depends only 

on the classes to which the "summands" belong. 

Proqf: Suppose t- ~. C - V ; Theorem 132 

and Definition 35 show that each of ( + C and ~ + L/ is 

a Cauchy sequence. We must show that given any E, there 

exists a p(E) such that for all n>p( E) it is true that 

(1) (A + C ) = (B + D )• or n n n n ' 

(2) (An+ Cn) > (Bn+ Dn) and 

(A
0 

+ Cn) - (Bn+ 0
0

) < E; or 
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(3) (An+ en) < (Bn+ Dn) and 

(Bn+ Dn) • (An+ Cn) <E. 

Given any E, there exists a p1 (E/2) such that for all 

n>p1 (E/2) it is true that 

( 1 ) An = B n ; or 

( 2) An > Bn and A - B < E/2; orn n 

( 3) An < Bn and B • A < E/2;n n 

and there exists a pa(E/2) such that for all n>pa(E/2) 

it is true that 

( 1} C = D ; orn n 

( 2) en > Dn 

( 3) en < on and D .. C < E/2.n n 

Let p(E) be the maximum of p1 (E/2) and pa(E/2), then 

for all n>p(E) one of the following cases ari~es; 

Case 1: C = D • n n 

Case 2: A= B and C - D < E/2.n n' n n 

Case 3: A = B C < D and D - C < E/2.n n' r. n n n 

Case 4: An> Bn and An· Bn< E/2, C = D ..n n 

Case ~: An< Bn and Bn- An< E/2, C =D • n n 

C - D < E/2.n n 
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Case 7: A < B and B - A < E/2, Cn< Dn and 
n n n n 

D - C < E/2.n n 

Case 8: A > and B < E/2, C < D andBn An - n nn n 

D - C < E/2.n n 

Case 9: An< B and Bn- An< E/2, C > D and n n n 

Cn- Dn< E/2. 

By a proof analogous to the proof of Theorem 132, we could 

show that one of the three conditions of Definition 29 for 

tantamount is satisfied, which would complete the proof; 

the details are omitted. 

Theorem 134: (Commutativ,e Law of Addition): 

t + f)...,f)+C 

Pt2S!f: Given any E, take p(E)= 1, then for 

all n>p(E) it is true that 

(1) A + B=B+A. n n n n 

Hence, ( + f) - f) ~ ( • 

Theorem 13~: (Associative Law of Addition): 

{t +f)) + t- ~ + (f)+ t). 

P~:oof: Given any E, take p(E)=l, then for 

all n>p(E) it is true that 

(1) {A+ B ) + C =A+ {Bn+ Cn)•n n n n 

Hence, { ( + 1') ) + t - t + ( 1') + t ) • 
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Theorem 136: t + 11 > ~. 

Proof: Choose E ~ Bn (n = 1, 2, ••• ) and 

let p(E)=l, then for all n>p(E) it is true that (An 

+ B ) - A > E. n n-

Theorem 137: If t > 'l• then t + c > 11 + t:. 

Proof: There exist E and p(E) such that 

for all n>p(E) it is true that A - B > E. Hence 
n n-

A > E + Bn.n-

Add Cn obtaining; 

(An+ Cn) > E + (B + C ), so that 
- n n n 

(A + C ) - ( B + C ) > E. 
n n n n ­

Therefore, ~ + C > 11 + C. 

Theorem ~: If t > 'l• or ~ - 'l• or t < 11 then 

~ + C > 'l + C, or t + t: - q + C, or ( + C < 11 + C, 

respectively•. 

Proof: The first part is Theorem 137; the 

second is contained in Theorem 133; the third follows from 

the first since, if t < q,. we find successively 

'l > (, 

11 + C > l.: + C, 

( + c < 'l + c. 

~heorem j12: If ( + C > 11 + C, or t + C - 'l + C, 
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or ~ + t < ~ + c. then ( > ~. or t ""' ~, or ( < ~· 
respectively. 

Proof: Follows from Theorem 138, since the 

three cases, in both instances, are mutually exclusive and 

exhaust all possibilities. 

Theorem 140: If t > 11• C > -v , then t + t >fl+ 7/ . 

Proof: By Theorem 137 we have 

t = C > 11 + t and 

11 + t - t + 11 > V + 'l - 'l + V , hence ( + C > fJ + 7/ . 

Theorem ills If t ~ fJ• t > 7/ , or t > fJ• C ~ V , 

then t + C > 11 + v . 

Proof: Follows from Theorem 133 and 137 if the 

tantamount signs hold in the hypothesis; otherwise from 

Theorem 140. 

Theorem !42: If t t!, fJ, C t!, 21 , then ( + t ~ 1'J + 'V . 

Proof: Follows from Theorem 133 if two tanta­

mount signs hold in the hypothesis; otherwise from Theorem 

141. 

Theorem 143: If ~ > 11 

then 11 + -v - t 

has a solution V . If Zl1 and '"Va are solutions, then 

- 111 •v 1 

Remark: If t ~ 11 

there does not exist a solution, by Theorem 136. 
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Proof: The second assertion of Theorem 143 is 

an immediate consequence of Theorem 139; for if 

fJ + £/l - fJ + v , 
then, by Theorem 139, V t- Va. 

The existence of a 21 {the first assertion of Theorem 

143) is proved as follows. Since ( > fJ• there exist Et 

and such that, for all n>p{Et), A .. B > E1• n n-

Define a sequence Y ={Dn} by 

Dn = 1 for all n ~ p(E1 ), 

Dn =An· Bn for all n>p(E1 }. 

We must show that V is a Cauchy sequence; that is, there 

is an N such that D > N for all n and given any E,n-

there exists a p(E} such that for all m,n>p(E) it is 

true that 

( 1) D = D • orn m' 

( 2) D > D and D - D < E; orn m n m 

(3) D < D D ..and Dn< E.n m m 

To find an N such that D > N for all n, considern­

1 and Et• Since An- Bn ~ E1 for all n>p(E1 ), and 

On= 1 for all n ~ p(E1 ), we may take N to be the mini­

mum of 1 and E. 

Sinc e t and fJ are Cauchy sequences, given any E, 

there exists a p1 (E) such that for all m,n>p1 (E) it 
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is true that 

(1) A =A ; or n m 

( 2) A> A and A - A < E• or 
n m n m ' 

( 3) A <A and A - A < E;
n m m n 

and there exists a pa( E) such that for all m,n>pa(E) it 

is true t hat 

(1) B = B ; or n m 

( 2) B > and B < E; orBm B ­n n m 

(3) B < B and B - Bn< E.n m m 

Pick p( E) to be the maximum of P1 ( E) , Pa ( E) , and p(Et)• 

Thus with D = (An· Bn), D = (A - Bm), the following cases n m m 

arise. 

Case 1: A = A , B = Bm. Since p( E) 2 p( E1 ) , n m n 

A - B > E, hence A > Bn and therefore, (A- B )=(A -B ),n n- n n n m m 

satisfying Definition 28, (1). 

Before going on to Case 2, let us prove the following 

Lemma which will be useful in proving Cases 2 through 9. 

Lemma 1: If X > Y, Y > Z, then (X-Y)+(Y-Z)=(X-z)'. 

Proof: X+Y = Y+(X-Y) + ((Y-Z) + Z) = 

= ((X-Z) + Z) + Y • X + Y; 

Y + (X-Y) + ((Y-Z) + Z) = ((X-Z) + Z] + Y, 
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Cancelling Y, Z, (X-Y) + (Y-Z) = (X·Z) . 

Case 2: A = A , n m 

A • B > E. n n ­

Since A + B > A + Bm'n n m 

A + B = {( (A - B ) + B ] + B } < {((A - B ) + B ]+ B }=m m m n n m n m m n 

~ A + B , n n 

cancelling (Bn+ Bm); (A- B ) = (A- B ) <(A- B ).m n n n m m 

By Lemma 1, we find 

(A - B )+(B - B )= A - B = A - B < (A • B ) + E.n n n m n m m m n n 

Therefore, (Am- Bm)>(An· Bn) and (Am- Bm)-(An- Bn) < E, 

satisfying Definition 28, (3). 

Case 3: An= Am, Bn< Bm and Bm· Bn< E, An-Bn~ E. 

Since An+ Bn< Am+ Bm' 

(An+ Bn)+{[(An· Bm)+ Bm)+ Bn}<{[(An- Bn)+ Bn]+ sm}•Am+ Bm• 

then ((An- Bm)+(Bm+ Bn)J < [(An· Bn) + (Bn+ Bm)), 

(A- B ) = (A- B ) < (A- B ).m m m m n n 

By Lemma 1, we find 

(An· Bm)+(Bm· Bn)= An· Bn<(An· Bm) + E= (Am· Bm) + E. 

Therefore, (A - B )>(A - B ) and (A - B ) - (Am· Bm) < E, n n m m n n 
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satisfying Def inition 28 , (2). 

Case 4: An> Am and An- Am< E, Bn= Bm, 

A .. B > E. 
n n ­

The proof of Case 4 is exactly the proof of Case 2 with 

the A's and B's i nterchanged. 

Case 5: An< Am and Am· An< E, Bn= Bm; 

An- Bn ~ E. 

The proof of Case 5 is exactly the proof of Case 3 with 

the A's and B's interchanged. 

B > B andn m 

that 

( 1) (A - B ) = (Am· Bm); orn n 

( 2) (A .. Bn) ) {A - B )· orn m m' 

( 3) (A - B ) < (Am- Bm) •n n 

We must show that the inequalities of Definition 28 are 

satisfied in the s ubcases 2 and 3 above. 

Subcase 1t (An- Bn) • {Am· Bm). Definition 28, 

(1) is satisfied. 

Subcase 2: (An- B0 ) > (Am· Bm). 

By Lemma 1, we find 

(A -A ) + (A - B ) = (A - B ) < E + (Am· Bm).n m m m n m 
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Therefore, (A - B ) > (A - B ) and (A - B )-(A - Bm) < E,n n m m n n m 

satisfying Definition 28, (2). 

Subcase 3: (An- Bn) <(Am- Bm). 

By Lemma 1, we find 

(Am· Bm) ~ (An- Bm)=(An- Bn)+(Bn- Bm) < E + (An· Bn)• 

Therefore, (An- Bn)<(Am- Bm) and (Am- Bm) - (An· Bn) < E, 

satisfying Definition 28, (3). 

Case 7: An< Am and Am· An< E, Bn< Bm and 

B - B < E, A - B > E.m n n n ­

A - B > E.n n-

B - B < E, A - B > E.m n n n ­

The proofs of Cases 7, 8, and 9 will be omitted since 

they are analogous to the proof of Case 6. 

This completes the proof that 21 is a Cauchy sequence. 

We must show that 7./ satisfies the relation fl + v - (. 

That is, given any E, there exists a p(E) such that for 

all n>p('E}, 

( 1) B + D = A • orn n n• 

( 2) B + 0 >A and (Bn+ On) -An < E; orn n n 
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( 3) B + D < P.. and A - (B + D ) < E. 
n n n n n n 

Given any E, let p{E)=p(E1 ) [p(E1 ) is described at the 

beginning of the proof of this theorem] , then for all 

n>p(E) it is true that 

( 1) B + D = B + (A - B ) = A • n n n n n n 

Thus we have 7./ as a solution of our relation and the 

theorem is proved. 

Definition 12: The 21 of Theorem 143 is denoted by 

( - ~. or the Cauchy sequenc e obtained by subtraction of 

~ from l;. 

Thus if f; "" ~ + v , then 71 - p; - ~. 
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4 

Multiplicat ion 

Theorem ~: Let ( and ~ ba Cauchy sequences . 

Then the sequence whose th term i s A
0 

Bn• is a Cauchy 

sequence; t hat is, t here i s an N such that AnBn ~ N 

for all n; and given any E, there exists a p(E) such 

that for all m,n>p(E) it is true that 

{ 1) AnBn = A B • m m• or 

( 2) A B and A B < E; or> AmBm n n - AmBmn n 

(3) AnBn < AmBm and AmBm .. AnBn < E. 

Proof: Let t and be the Cauchy se­11 

quences. There exists an N such that A B > N for all n n-

n; for since t, 11 are Cauchy sequences, it is true that 

An~ N1 , Bn ~ Na for all n; multiplying inequalities, 

A B > N1Na =N for all n. Also t and n have upper 
n n- ·• 

bounds by Theorem 119 , hence A < Mt, for alln-

n. Let M be the maximum of M1 , Ma, and M1Ma such 

that An-< M, for all n. 

Then for every E, there exists a p1 (E/2M) such that 

for all m ,n> p1 (E/~~) it is true that 

( 1) An = A • orm' 

and 
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and A - A < E/2M·m n ' 

and there exists a pa( E/21¥~ ) such that for all 

m, n>pa ( E/2Ivt) it is true that 

( 1) Bn = Bm; or 

( 2) B and B - B < E/2M; or 
n 

> Bm n m 

( 3) and B _, B < E/2M.Bn < Bm m n 

Let p(E) be the maximum of P1(E/2M) and pa( E/2M), 

then for all m,n>p(E) one of the following cases arises; 

Case 1: A= A , B = Bm. Then AnBn = AmBm,n m n 

satisfying Definition 28, ( 1). 

Before going on to Case 2, let us prove the following 

Lemma which will be useful in proving Cases 2 through 9. 

Lemma l= If y > z. then X(Y-Z) = Y:i - xz. 
Proof: If y > z. then (Y-Z) + z = y. 

so that, by Landau's Theorem 104, 

X(Y-Z) + XZ = XY, 

X(Y-Z) = XY - XZ. 

Case 2: An= Am• Bn> Bm and Bn· Bm< E/2M. 

By multiplying inequalities, AnBn > AmBm. 

Since An ~ M for all n, by Lemma 2 we find 

A (B - B ) = A B • A B < ME/2M = E/2 < E.n n m n n m m 
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Ther efor e , A B • A B < E, satisfyingn n m m 

Definition 28 , ( 2) •. 

Case 3: An= Am • Bn< Bm and Bm- Bn< E/2M. 

By multiplying inequalities, AnBn < AmBm• 

Since A < M for all n, by Lemma 2 we find n-

Definition 28 , {3). 

The proof is exactly the proof of Case 2 with the A's and 

the B's interchang ed. 

Case 5: A> A and A - A < E/2M, B = B •n m m n n m 

The proof is exactly the proof of Case 3 with the A's and 

B's in t erchanged. 

Case 6: A > Am and An- Am < E/2M, Bn> Bm andn 

Bn - Bm < E/2M . 

By multiplying inequalities, AnBn > AmBm. 

Since An ~ M, Bn ~ M for all n, by Lemmas 1 and 2 we 

find 

An(Bn· Bm) + Bm(An· Am) • (AnBn - AnBm) + (AnBm-AmBm) = 
=AnBn - AmBm < ME/2M + ME/2M = E. 
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Definition 28 , ( 2) . 

Case 7: An < Am and Am - An < E/2M, Bn < Bm 

and Bm - Bn < E/2M . The proof will be omitted since it 

is analogous to the proof of Case 6. 

Case 8: An > Am and An - Am < E/2M, Bn < Bm 

and Bm - in < E/2M. From the Tricotomy Law it is true 

that 

( 1) AB n n =AB· m m' or 

( 2) or 

We must show that the inequalities of Definition 28 are 

satisfied in the subca ses 2 and 3 above. 

Subcase 1: AnBn = AmBm. Definition 28, (1) is 

satisfied. 

Subcase 2: A B > A B • n n m m 

Since B < M for all n, we find by Lemma 2 and addingn­

and simplifying; 

AnBn< AnBm = Bm(An- Am)+(AmBm) < M(E/2M)+( AmBm)<E+(AmBm) • 

Therefore, AnBn - AmBm < E, satisfying Definition 28, (2). 

Subcase 3a AnBn < AmBmr 

Since A0 ~ M for all n, we find by Lemma 2 and adding 
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and simplifying; 

A B <ABc A (B- B )+(A B )< M(E/2M)+(AnBn)< E +(AnBn). m m n m n m n n n 

Therefore, AmBm- AnBn < E, satisfying Definition 28, (3). 

Case 9: An <Am and Am- An < E/2M, Bn< Bm 

and B - B < E/2M . The Tricotomy Law again gives three m n 

subcases for which the proof will be omitted since it is 

ana logous to the proof of Case 8 and its three subcases. 

In every case , ~ ~ is a Cauchy sequence; thus the 

theorem is proved. 

QefinitiQn 11= The Cauchy sequence constructed in 

Theorem 144 is denoted by f.: • ~ ( • to be read ''times"; 

however, the dot is usually omitted) and is called the 

Product of t and fJ r the Cauchy sequence obtained 

from multiplication of ~ and f)• 

Theorem 145: If 1; t - 7/. then t t - ~ v •- ~· 
Remark : The clas s of the product thus depends 

only on the classes to which the "factors" belong. 

Proof: Suppose t ,., f}, t - v ; Theorem 144 

and Definition 37 show that each of t t: and ~ v is a 

Cauchy sequence. We must show that given any B, there 

exists a p(E) such that for all m,n>p(E) it is true 

that 

(1) A B z A B • orn n m m' 
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( 2) A B > A B and A B - AmBm< E; or n n m m n n 

( 3) AnBn < AmBm and ·A B - AnBn< E. 
m m 

Given a ny E, there exists a pdE/2M) (M is an 

upper bound for ~. f), ~. .] such that for all 

n>pt(E/2M) it is true that 

( 1) A= orn Bn; 

( 2) A > B and A - B < E/2M; or n n n n 

( 3} A < B and B - A < E/2~;n n n n 

and ther e ex ist s a pa(E/2M} such that for all 

n>pa ( E/2.M) it is true that 

( 1) C = D • orn n' 

( 2) C > D and C - D < E/2M; orn n n n 

(3) Cn< On and D - C < E/2M.n n 

Let p(E) be the maximum of Pl(E/2M) and PI ( E/2M), 

then for all n> p(E) one of the following cases arises; 

Case 1: c =A= Bn'n n Dn• 

Case 2: A= Bn' C > D and Cn· On< E/2M.n n n 

Case 3: A= Cn< Dn and on- en< E/2M.n Bn' 

Case 4: A > Bn and A - Bn< E/2M , C = n n n Dn• 

Case 5: An< Bn and B An< E/2M, c c: 0 • n - n n 

Case 6: A > B and A - Bn< E/2M, Cn> Dn andn n n 
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C - D < E/2M.n n 

Case 7: A< B and B - A < E/2M, C < D and n n n n n n 

D - C < E/2M.nn 
Case 8: A> B and A - B < E/2M, Cn< Dn and n n n n 

0 n - c n < E/2M. 

Case 9: An< Bn and B A < E./2M, C > D and n - n n n 

C - D < E/2M.n n 

By a proof analogous to the proof of Theorem 144, we 

could show that one of the three conditions of Definition 
'· 

29 for tantamount is satisfied, hence the theorem is 

proved. 

Theorem 146: (Commutative Law of Multiplication): 

l; f) - 'l t. 

Proof: Given any E, take p(E~l, then for 

all n>p(E) it is true that 

(1) AnBn = anAn• 

Hence, t 'l - 'l t. 

Theorem lil: (Associative Law of Multiplication): 

(p; fJ} C,.. f; (fJ C). 

Proof: Given any E, take p(E)=l, then for 

all n>p(E) it is true that 

(1) (AnBn) Cn = An(BnCn)• 

--
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Hence, (t 11) t,... t ( 11 t). 

Theorem l48z (Distributive Law) z 

t(11 + C) ,... t 11 + t C. 

Proof: Given any E, take p(E)=l, then for 

all n>p(E) it is true that 

( 1) A (B + C ) =A B + A C •n n n n n n n 

Hence, 

Theorem ill_: If t > t), t .., 11• or t < 11• then 

t t > 11 C, or t t ,... 11 C, or t t < 11 C , respectively. 

Proof: If t > 11• by Theorem 143, with a 

suitable V, t - 11 + -zJ, hence 

( c -( 1') + 7.} ) t -( 1') c + -v c ) > v t • 

The second part is contained in Theorem l45J and the 

third is a cons quence of the first, since if 

t < 11 then 11 > t, 

so that by the first part, 11 C > t C, t C < 11 C. 

Theorem 150: If t C > 11 C, or ~ C - 11 C, or 

t C < 11 C, then t > 11• or t - 11• or t < 11• 

respective!y. 

Proof: follows from Theorem 149, since the 

three eases are in both instances mutually exclusive and 

exhaust all possibilities. 

Theorem ill= If t > 11• C > 7/ , then ( C > 11 -v • 
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Proof: By Theorem 149: and 

so that 

Theorem 152: If t ~ fl, C > 7) , or t > 'l• t ~ V, 

then t C ~ 'l v • 
froof: follows from Theorem 145 and Theorem 

149 if the tantamount sign holds in the hypothesis; other­

wise from Theorem 151. 

Theorem 153: If t ~ fl, ( ~ v , 

then t: C ~ 'l 7.1 • 

P!'oof: follows from Theorem 145 if two tanta• 

mount signs hold in the hypothesis; otherwise from Theorem 

152. 

Qefinition 1§: For any given rational number R, a 

sequence formed by having each term identically R is 

called a sonstant seguenc!• It will be denoted by R0 • 

Theorem ~: Every constant sequence is a Cauchy 

sequence. 

R0Proof: Let be a given constant sequence. 

For a lower bound, Rn= R1 = N for all n; and given any 

E, take p(E)=l, then for all n>p(E) it is true that 

(1) Rn =Rm• 

Therefore, R0 is a Cauchy sequence~· 

Theorem 155z .; • 1° - F;,;..........-.--......... _ 
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Proof: Given any E, take p(E)=l, then for 

all n>p(E} it is true that 

(1) An • 1= An. 

Theorem 122: For any given t, the relation ( V -10 

has a solution L/ • 

Proof: Let ( be the given Cauchy sequence; 

that is, An~ H for all n, and given any E1 there 

exists a p(HHE1 ) such that for all m,n>p{HHE 1 ) it is 

true that 

( 2) An> Am 

( 3) An< Am and 

Let us consider as a solution the sequence 7/ defined 

by 
D = 1 for all n ~ p( HHE1),n 

D = 1/An for all n>p(HHE1)•n 

We must show that v is a Cauchy sequence; that is, there 

is an N such that D > N for all n, and given any E,n-

there exists a p(E) such that for all m,n>p(E) it is 

true that 

(1) D = D • orn m' 

( 2) D > D andn m or 



49 

D - D < E.m n 

By Theorem 119, is bounded, hence A < M for all n,n­

and we find 

therefore, 1/An ~ 1/M for all n. 

Pick p(E)= p( HHE 1 ) . Thus with Dn= 1/An, Om= 1/Am, the 

following cases arise. 

Case 1: A = A • Then 1/An= 1/Am, satisfyingn m 

Def in it ion 28, ( 1 ) • 

Lemma 2 A- A= A A (1/A- 1/An) < HHE,n m m n m 

then since A > H, A > Hr A A > H for all n and n- m- · nm­

1/AnAm= (HH )l/AnAmHH ~ (AnAm)l/AnAmHH= 1/HH. 

Multiplying by 1/AnAm ~ 1/HH, we have 1/Am- 1/An< E, · 

satisfying Definition 28, (3). 

Case 3: An< Am and Am- An< HHE. Since by 

Lemma 2 Am- An= AmAn( 1/An· 1/Am) < HHE, 

then from above, AnAm ~ HH and 1/AnAm ~ 1/HH, 

hence, multiplying by 1/AnAm ~ 1/HH, we have 1/An-1/Am<E, 

satisfying Definition 28, (2). · 

Therefore, V is a Cauchy sequence. 

We must show that v satisfies t • v- 1°. That is, 
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given any E
' 

there exists a p(E) such that for all 

n>p(E) it is true that 

(1) A D = n n 1; or 

( 2) AD > 1 and A D - 1 <E; or n n n n 

( 3) and 1 .. A D < E. AnOn< 1 n n 

Given any E, take p(E)= p(HHEt), then for all n>p(E) 

it is true that 

( 1) AD= A (l/A )= 1.n n n n 

Therefore, 21 is a solution and the theorem is proved• 

Theorem ~: The relation 

11 7) - ( 

where t and 11 are given, has a solution. If v 1 and 

7J a are solutions, then -zJ1 - 7Ja. 

Proof: The second assertion of Theorem 157 is 

an immediate consequence of Theorem 150; for if 

'1 V 1 - 11 va. 
then, by Theorem 150, Zlt - 7./a. 

The existence of a ~ (the first assertion of Theorem 

157 ) is proved as follows.- If C is the solution of 

11 C - lo, 

whose existence was proved by Theorem 156, then the 

sequence 
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satisfies the relation in Theorem 157: for we have by 

Theorem 155, 

'1 -v - fJ(C t) - (fJ C) t- 1° (t) ,.. t. 
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CHAPTER II 

SECS 

1 

Definition 

Qefinition ~: By a s~c (to be read "seek"), we mean 

the set of all Cauchy sequences which are tantamount to 
',; 

' 

some fixed Cauchy sequence. (Such a set is therefore a 

class in the sense of ~ 1 of Landau.} 

The small Greek letters a, ~. y, and S will be used 

to denote sees.• 

Defioition _iQ: a = ~ 
(= to be read "equals") if the two s,ts consist of the same 

' Cauchy sequences. Otherwise, 

a • ~ 

( • to be read "is not equal tp"). 

The following three theorems are trivial: 

Theorem 158: a = a. 

Theorem 159: If a = ~. then ~ = a. 

Theorem 160: If a = ~. ~ • y, then a = y. 
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2 

Ordering 

Definition !!: a > ~ 

(> to be read "is greater than") if for a Cauchy sequence 

~ of the set a, and for a Cauchy sequence ~ of the set 

~ (hence for any such pair of Cauchy sequences, by 

Theorem 123} we have that 

~ > ~· 

Definition ~: a < ~ 

(< to be read "is less than") if for a Cauchy sequence t 

of the set a, and for a Cauchy sequence ~ of the set ~ 

(hence for any such pair of Cauchy sequences, by Theorem 

124) we have that 

~ > t. 

Theorem 161: For any given a, ~. exactly one of 

a > ~ . a = ~. a < ~ must be the case. 

Proof: Theorem 122. 

Theorem 162: If a > ~. then ~ < a. 

Proof: Theorem 120. 

Theorem 163: If a < ~. then ~ > a. 

Proof: Theorem 121. 

Definition ~: a ~ ~ means a > ~ or a = ~· 
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( ~ to be read "is greater than or equal to".} 

Definition ~: a ~ ~ means a < ~ or a = ~· 

( ~ to be read "is less than or equal to".) 

Theorem 12i: If a ~ ~. then ~ ~ a. 

Proof: Theorem 127. 

Theorem ~: If a ~ ~. then ~ ~ a . 

Proof: Theorem 128. 

Theorem !66: (Transitivity of Ordering): If 

a > ~. ~ > y, 

then a > y. 

Proof: Theorem 129. 

Theorem 167: If a ~ ~. ~ < y, or a < ~. ~ ~ y 

then a < y. 

Proof: Theorem 130. 

Theorem 12§: If a ~ ~. ~ ~ y, then a ~ y. 

Proof: Theorem 131. 
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3 

Addition 

Definition ~2: By a + ~ ( + to be read "plus") 

we mean the class which contains a sum (hence, by Theorem 

133, every such sum) of a Cauchy sequence from a and a 

Cauchy sequence from ~· 

This sec is called a sum of a and ~. or the sec 

obtained from the addition of ~ to a. 

-T~h~eo=r~e=m 169z (Commutative Law of Addition): 

o. + ~= ~ + a. 

Proof: Theorem 134. 

Theorem 17Q: (Associative Law of Addition): 

(a+ ~)+ y: a+ (~ + y). 

Proof: Theorem 13~. 

Theorem ll!z a + ~ > a. 

Proof: Theorem 136. 

Theorem 122: If a > ~. then a + y > ~ + y. 

Proofs Theorem 137. 

Theorem 173: If a > ~. or a = ~ . or a < ~ . 

then a + y ~ ~ + y, or a + y= ~ + y, or a + y <~ + y, 

respectively., 

Proofz Theorem 138. 
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Tb~orem 174: If a + y > ~ + y, or a + y = ~ + y, 

or a + y < ~ + · 1· , then a > ~ , or a = ~ , or a < ~, 

respectively. 

Proof: Theorem 139. 

Theorem 175: If a > ~. y > $ • then a + y>~+ S •-
Proof: Theorem 140. 

Theorem ill= If a > ~. y > J or a > ~ ,y~ ~ .-
then a + y ~ ~ + d • 

Proof: Theorem 141. 

Theorem 177: If a ~ ~, r ~ S , then a + y ~ ~+ ~ • 

Proof: Theorem 142. 

Theorem ill= If a > ~, then ~ + ~ = a has 

exactly one solution S . 

Remark: If a ~ ~. there does not exist a 

solution, by Theorem 136 .• . 

Proof: Theorem 143. 

Definition ~~ The ~ of Theorem 178 is denoted by 

a - ~ (- to be read "minus") and is called the ~ifference 

a minus ~. or the sec obtained by subtraction of the sec 

~ from the sec a. 
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4 

Multiplication 

Definition ~~ By a • ~ ( • to be read "times"; 

however, the dot is usually omitted) we mean the class 

which contains a product (hence, by Theorem 145, every 

such product) of a Cauchy sequence from a by a Cauchy 

sequence from ~· 

This sec is called the product of a by ~. or the 

sec obtained from multiplication of the sec a by the sec 

~ · 

Theorem 112: (Commutative Law of Multiplication): 

a ~ = ~ a , 

Proof: Theorem 146. 

Theorem 180: (Associative Law of Multiplication)c 
•( a ~) y =a(~ y }. 

Proof: Theorem 147. 

Theorem 181: (Distributive Law) s 

~ (~ + y) = a ~ + a y. 

Eroof: Theorem 148. 

Theqrero ~: If a > ~. or a = ~. or a < ~ . 
then a y > ~ y, or a y= ~ y, . or a y < ~ y, 

respectively. 

Proof ~ Theorem 149. 
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Theorem ~: If a y > ~ y, or a y = ~ y, or 

a y < ~ y, then a > ~. or a = ~. or a < ~ . 

respectively. 

Proof: Theorem 150. 

Theorem 184: If a > ~. y > ~ , then a y > ~ a • 
Proof: Theorem 151. 

Theorem ~: If a 2 ~ . y > ~ , or a > ~. y ~ ~ , 

then a y > ~ $ • 

Proof: Theorem 152. 

Theor em ~: If a ~ ~, y ~ ~ , then a y ~ ~ ~ • 

Proof: Theorem 153. 

Theorem l[Z: The equation ~ S = a in which ~ and 

a are given, has exactly one solution ~ . 

Proof: Theorem 157. 

Theorem 188: Every sec contains a sequence [Bn} 

such that 8n+l for n=l, 2, • • • and a sequence [en}8n< 

such that Cn> Cn+l for n=l, 2, • • • • The sequence 

[Bn} is called strictly increasing and [en} is called 

strictly decreasing. 

Proof: Given any sec a, let [An} be a 

Cauchy sequence contained in a. To find strictly 
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increasir•g and strictly decreasing sequences, let us pro­

ceed in the following mannert 

I) Choose E1= N/2 (N is a lower bound for (An}) 

and find p(E1) so that, for all m,n ~ p(Es) it is true 

that 

( 1) A = A • orn m' 

( 2) A> A and A - A < Et; orn m n m 

(3) An< Am and Am-An< E1• 

Then, for all n>p(El) one of the following is true 

(4) A=A(E); or 
n P 1 

( 5) and orAn> Ap(Et) An- Ap(E )< E1 ; 
1 

( 6) An< Ap( Et) and Ap( Et)- An< El• 

But for all n>p( E1), conditions (4), (5), and ( 6) imply 

(7) Ap(Et)- E1 <An < Ap(E1) + Et• 

The proof for (7) is as followsa 

The subtraction Ap(E )- E1 is possible since Ap(E )
1 1 

Similarly, for all values of n. The 

rest of the proof is by cases; 

Case 1: If An= Ap(Et)' then certainly 

Ap(Et)- Et <An < Ap(Et) + Et• 
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.. 

Case 2: If An> Ap(E ) and An- Ap(E1)< E1, 
1 

then Ap(E )- E1 < Ap( E )< An< Ap( E )+ E1•
1 1 1 

Case 3: If An< Ap( E
1 

) and Ap( E
1 

)-An< E1, 

then Ap(E )- E1 <An < Ap(E1) < Ap(E ) + E1•
1 1 

Set B1 =Ap(E )- 2E1 , C1 =Ap(E )+ 2E1 ; then for all 
1 1 

These are true since 

by subtracting E1 from condition (7) we obtain 

Ap(E1)- 2E1 <An- E1 < Ap(E1), and adding E1 to condi­

tion (7) we obtain Ap(E )< An+ E1 < Ap(E )+ 2En. 
1 1 

II) Set Ea= E1/2 and find p(Ea) so that 

p(Ea) > p(E1) and, for all m,n ~ p(Ea) one of the 

following is true 

(1) An=Am; or 

(2) A> A and A - A < Ea; orn m n m 

( 3) An< Am and A - A < Ea.m n 

Then for all n>p( Ea) one of the following is true 

(4) orAn= Ap( Ea): 

(5) and orAn> Ap(Ea) An- Ap(EaP 

(6) An< Ap( Ead and Ap(Ea)- An< Ea. 

But as in part I ) , for all n>p(Ea), conditions (4), (5). 

and ( 6) imply 
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(7} Ap(Ea)· Ea <An < Ap(Ea) + Ea• 

Set B2= Ap(Ea)· 2E2 , Ca= Ap(Ea) + 2Ea. Then 81 < Ba, 

C1 >Ca. These are true since for p(Ea) > p(Et) the 

following inequalities are true 

B1 < Ap(Ea)· Et =Ap(Ea)- 2Ea = Ba, 

C1 > Ap(Ea)+ E1 = Ap(Ea)+ 2Ea =Ca. And for all 

n>p(E1 ) it is true that Ba <An- Ea, An+ Ea <Ca. These 

are true since for all n>p(Ea) it is true that 

Ap(Ea)- Ea <An < Ap(Ea) + Ea. 

By subtracting Ea we obtain Ap(Ea)- 2Ea <An· Ea<Ap(Ea) 

and adding Ea we obtain Ap(Ea)< An+ Ea < Ap(Ea)+ 2Ea. 

III) Continuing by induction for the kth terms 

suppose we have Ek·l' p(Ek_1), B1, ••• , Bk-l' and C1, 

.,. , Ck•l' such that Bt < Ba < ••• < Bk-l' 

C1 > Ca > ••• > Ck-l and for all n>p(Ek-l) 

8k-l <An- Ek•l' An+ Ek-1 < Ck-1• 

We set Ek= Ek_1/2 and find p(Ek) so that 

p(Ek) > p(Ek-l) and for all m,n ~ p(Ek) one of the 

following is true 

(1) A = n A •m' or 

and 
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and Am - An< Ek. 

Then f or ·all n>p(Ek) one of the foll owing is true 

(4) An= Ap(Ek); or 

(5) An> Ap(Ek) and An· Ap(Ek)< Ek; or 

( 6) An< Ap (Ek ) and Ap( Ek)- An< Ek • 

But as in parts I) and II), for all n ~ p(Ek)• conditions 

( 4) , ( ~) • and ( 6) imply 

(7) Ap(Ek)- Ek <An < Ap(Ek) + Ek. 

Set 

the following inequalities are true 

Bk-1 < Ap(Ek) - Ek-1 • Ap(Ek) - 2Ek = Bk' 

And forCk-1 > Ap(Hk) + Ek-1 = Ap(Ek) + 2Ek =Ck. 

all n>p(Ek) it is true that Bk <An- Ek' An+ Ek < Ck. 

These are true since for all n>p(Ek) it is true that 

By subtracting Ek we obtain Ap(Ek)- 2Ek< An· Ek< Ap(Ek) 

and adding Ek we obtain Ap(Ek)< An+ Ek< Ap(Ek)+ 2Ek. 

By construction Bk < Bk+l and ck > Ck+l for all 
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k=l, 2, 3, .. ,. • Hence {Bk} is such that 

Bt < Ba < ..,. < Bk < ••• and that {ckJ is such that 

Ct > Ca > • • • > ck > .... • Thus {Bk} is strictly in­

creasing and {ck} is strictly decreasing. 

We must show that {Bn} and {en} are Cauchy se­

quences and that {An}• {Bn}• and {en} are contained 

in the same sec. 

First, to show that {Bn} and {en} are Cauchy se­

quences, we may take B1 as a lower bound for [Bn} and 

[en} since B1 ~ Bn < en for all n and prove below 

that given any E, there exists a p(E) such that for all 

n>p(E) both the following are true 

and 

cn> cn+1 and 

From the construction of fsnJ and {en}, the follow­

ing are true for all n: Bn< Bn+l< Cn+l< Cn and 

Cn- Bn= 4En. Then, for all n, we arrive at the following 

cone lusions: 



From the inequalities, Bn< Bn+l• Adding and simplifying, 

(C - B ) + B + B +l < 4E + Bn + C ,n n n n n n 

C + B +l < 4E + B + Cn.n n n n 

Cancelling en and simplifying, B +l- B < 4E •n n n 

en> Cn+l and en- Cn+l< 4En• 

From the inequalities, en> Cn+l• Adding and simplifying, 

(Cn- Bn) + Bn < 4En + Cn+l' 

en- Cn+l < 4En. 

Given any E, find p(E) so that 4Ep(E) < E, then for all 

n>p(E) both of the following are true 

(1) Bn< Bn+l and Bn+l- Bn< 4En< 4Ep(E)<E; and 

(2) en> cn+l and en- en+l< 4En< 4Ep(E)< E. 

Thus we have shown that fanJ and fcnJ have lower 

bounds and that given any E, there exists a p(E) such 

that for all n>p(E), conditions (1) and (2) are true, 

hence [BnJ and fcnJ are Cauchy sequences~ 

Next, we must show that [AnJ• [B
0 
], and fcnJ are 

tantamount. Let us first show that [BnJ and fcnJ are 

tantamount. That is, given any E, there exists a p(E) 

such that for all n>p(E) the following is true 
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( 3) c > B and c - Bn < E. 
n n n 

Since c > B and C - B = 4E for all n, given any E, 
n n n n n 

find p( E) so that 4Ep(E)< E, then for all n>p(E) the 

following is true 

(4) C > Bn n 

Therefore, (Bn} - fen}• 

NNext, we will show that (An) fan}. That is, given 

any E, there exists a ~(E) such that for · all n>p(E) 

one of the following is true 

(A) A = B · orn n' 

and 

(C) A< B andn n 

Since [An} is a Cauchy sequence, given any E, find 

p1 (E) so that Ep (E)< E/4. With this Ep (E) there 
1 1 

exists a p(Ep (E)} such that for all n>p(Ep (E)) one 
1 1 

of the foU •w:ing is true 

( 1) A= Am; or n 

( 2) and orAn> Am An- Am< EP1 ( E) ; 

( 3) andAn< Am Am- An< EPt(E)• 

From the construction of {Bn} and [en} we know 

that for any n we may choose an En and find p(En) 
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such that for all m>p(E ) the f ollowing are true n 

(1) Bn< Am< en and 

(2) Am- Bn< 3En. 

The proof for (2) will be given below. 

Since {AnJ is a Cauchy sequence, given any En• 

there exists a p(En) such that f or all m>p(En)• one of 

the f ollowing is true 

( 1) Am= Ap( E )J
n 

or 

(2) A > A (E )m P n 
and Am- Ap( E ) < En; 

n 
or 

( 3} Am< Ap( E )
n 

and Ap(E )- Am< E •nn 

Thus the 'Proof is by cases. ·· 

Case 1: Am= A (E )•P n 
Then 

A =A (E ) >A (E ) - 2E = B and Am - Bn = 2En < 3En •m p n p n n n 

Case 2: 

Thus the following are true, 

A (E ) + E >A > B =A (E ) - 2E •p n n m n p n n 

Adding and simplifying, 

(Ap(En)+ En) - Bn+ Bn+ Am< 3En+ (Ap(Em)+ En) + Bn' 



67 

Cancelling (Ap(E )+En) and simplifying, 
n 

A - B < 3E •m n n 

Case 3: and Thus 

the following are true, 

Ap(En) >Am> Ap(En} - En > Bn. 

Since Ap(En)- Bn= 2En' by adding and simplifying, 

Ap(En)- Bn +Am+ Bn < 2En + Ap(En) + Bn' 

then cancelling and simplifying,Ap( En) 

A - B < 2En < 3En• Thus for all m>p(En),m n 

A - Bn < 3En• m 

For any n>p1 (E) we may choose an En and pick a 

p(En} such that for all m>p(En) it is true that 

Am- Bn< 3En• But for all n>p1 (E} the following 

inequalities are true 

En < EPt(E) < E/4. 

Hence, for all n>p1 (En) we may choose an En and pick a 

p(En) such that for all n>p1 (E), Am- Bn< 3En< 4Ep (E}< E~ 
1 

Thus with p(E) the maximum of Pt(E) and p(Ep (E)),
1 
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for each n>p(E) choose an m>p(En) and the following 

cases arise. 

by substituting equals, An> Bn and A -Bn< 3E < 3Ep (E)<E,0 0 1 

satisfying condition (A). 

Case 2: An> Am and An· Am< Ep (E)• Since 
1 

A > B A > A > B and m n n m n 

(An- Bn) = (Am- Bn) + (An- Am) < 3En < 3Ep (E) < E, 
1 

satisfying condition (A). 

Case 3: and A - A < E (E). Since 
m n P1 

following are true. 

Subease 1: A = Bn• Condition (A) is satisfied. n 
Subcase 2: A > Bn. By adding and simplifying,n 

(A - B )+(A m - A ) + 2A + B < 4 (E) + 2A +B,m n n n n P1 n n 

2Am + An < 4Ept(E) + 2Am + 8n• 

Cancelling 2Am and simplifying, An· Bn< 4Ep (E)< E. 
1 

satisfying condition (A). 

Subcase 3: An< Bn• The proof will be omitted since 

it is similar to Subcase 2. 

Thus we have shown that given any E, there exists a 

p(E) such that for all n>p(E) one of (A), (B), or (C) 
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is satisfied. Therefore, [An} - [Bn}. By Theorem 118; 

if [An} - (Bn}• {BnJ - {cnJ• then [An} - (cnJ and the 

theorem is proved. 
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Rational Sees and Integral Sees 

pefinition !§: A sec is called a rational sec if it 

contains a sequence of the form R0 • The rational sec 

R0containing will be denoted by R*. 

Definition i2= A sec is called an integral sec if it 

contains a sequence of the form x0 • The integral sec con­

x0taining will be denoted by x*. 

X0 X0Theorem 1§2: If > Y0 , or -yo, or xo < Y0 , 

then X* > Y*, or X* =Y*, or X* < Y*, respectively and 

conversely. 

X0Proof: I) 1) If > Y0 , then by Definition 

41, X* > Y*. 

X0 Y02) If - , then clearly X* = Y*. 

X03) If < Y0 , then by Definition 42, 

X* < Y*. 

II) The converse is obvious, since the 

three cases are, in both instances, mutually exclusive and 

exhaust all possibilities • . 

Theorem liQ: X* + Y* = {X + Y)*, 

X* Y* = (XY)*. 

Remark: Thus, the sum and the product of two 

rational sees are themselves rational sees. 
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x0Proof: 1 ) By Theorem 132, + Y0=(X+Y) 0 • 

X0Y02) By Theorem 144, = {XY )o . 

Theorem 191: The integral sees satisfy the five 

axioms of the natural numbers, provided that the role of 

1 is assigned to the sec 1* and t hat the role of succes­

sor to the sec x* is assigned to the sec (x')*; that 

is, (x*)' = (x')*. 

Proof: Let } * be the set of all integral 

sec. s. 

1 ) Certainly 1* belongs to }*• 

2) For every x* in } * , the sec ( x*)' 

is also in }' *· 

3) This successor is always different 

from the sec 1*, since x' • 1, 

X' • 1, 

(x•)O lo, 

(x')* • 1*. 

4) If (x*}'= (y*) ', then x* = y*. 

( X ' ) *= ( X* ) t m ( y* ) t = (y ' ) >I< 

(x')O,.. (y')O, 

X t :: y'' 

x* = y*. 
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\ 

5) Let a set "?.. * of integral sees have 

the following properties: 

I) 1* belongs to 'l1z *. 

II) If x* belongs to ~ *, then so 

does ( x*) '. 

Furthermore, denote by ?rz the set of all x for 

which x* belongs to ~ *. Then 1 belongs to ~ . and for 

any x belongirg to ~ , its success:>r also belongs to ?rz. . 
Therefore, every integer belongs to ~ , so that every 

integral sec belongs to ?1( *. 
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C HAPTER II I 

SECS AND CUTS 

In order to establish the existence of the irrational 

numbers, let us establish a one-to-one corres pondence be­

tween our sees and Landau's cuts. By doing this, we will 

prove that our system of sees includes irrat i onal numbers 

as well as rational numbers. 

Theorem 192: The following rule sets up a one-to-one 

correspondence between the collection of all sees and the 

collection of al l cuts as defined by Definition 28 of 

Landau. 

Rule ~: For any sec a, a number Z is in the 

cut corr es ponding to a if and only if for every one of 

the sequences in u , there are at most a finite number of 

terms of the sequence less than z. 
Before proceeding to the proof of Theorem 192, let us 

show that the following rules are equivalent to Rule A; 

that is, every number which satisfies Rule B or Rule 81 

also satisfies Rule A; if Rule B or Rule B1 is not satis­

fied, then Rule A is not satisfied . 

Rule ~: For any sec a, a number Z is in the 

cut corresponding to a if and only if there is a strictly 

increasing sequenc e [An} in a and an integer n such 
0 
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that Z < An • 
- 0 

fu::!!s ~: F r any sec c: , a number Z is in the 

cut corresponding to a if and only if for every strictly 

increasing sequence {A J in a there is an integer no
0 

such that Z < An • 
- 0 

Lemmt ~: Every number satisfying Rule B satis­

fies Rule A and every number not satisfying Rule B does not 

s'atisfy Rule A. 

Proof: Let us do the second part first; that 

is, any number which does not satisfy Rule B does not 

satisfy Rule A. Let Y be any number which does not 

satisfy Rule B, then Rule A is also not satisfied; for a 

strictly increasing sequence (An} in a, whose existence 

is guaranteed by Theorem 188, has more than a finite number 

of terms less than Y; in fact, every term of [An} is 

less than Y. 

For the first part of Lemma 3, let Z be a number 

which satisfies Rule B; we must show that Z also satis­

fies Rule A. If Z satisfies Rule B, then Z <An for 
- 0 

some no, where [An} is a strictly increasing sequence in 

a. Let [Bn} be any sequence contained in a. Take 

E = l/2(Ano+l- An ); with this E, there exists a p(E)
0 

such that if m>p(E), it is true that 
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( 1 ) A = Bm; orm 

(2) Am> Bm and Am - Bm< E; or 

{3) Am< Bm and B - Am< E.m 

Then for all m>p( E), m > no, the following inequality is 

true; 

Hence we have shown that there are at most a finite number 

of terms of any sequence of a less than Z. Thus the 

Lemma is proved. 

The proof of Lemma 3 also proves any number satisfying 

Rule 81 also satisfies Rule A and any number not satisfying 

Rule B1 does not satisfy Rule A. Therefore, Rule A and 

Rule B1 are also equivalent. Also, since Rule B is equiva­

lent to Rule A, Rules B and 81 must be equivalent, so that 

any number satisfying one also satisfies the other. Hence 

B1we may use either of Rules B or interchangeably. 

Let us now return to the proof of Theorem 192. 

froof: We must show that a set of rational 

numbers satisfying Rule A constitutes a cut; to this end, 

we must show that 

1} It contains a rational number, but does 

not contain all rational numbers; 

2) Every rational nu~ber of the set is 

smaller than every rational number not belonging to the 
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set; 

3) It does not. conta in a largest rational 

number. 

For the proof of 1), the set does contain a number; 

for by Lemma 3, we are able to determine a lower number for 

the cut, for instance A1 , the smallest number in any 

strictly increasing sequence contained in a (existence of 

strictly increasing sequence in a is by Theorem 188). 

And by Lemma 3, this number must also satisfy Rule A. For 

an upper number for the cut, consider [cnJ a strictly 

decreasing sequence contained in a ; then C1 is an upper 

number for the cut since C1 is greater than an infinite 

number of t erms of [cnJ and hence does not satisfy Rule 

A. 

2) Every number not belonging to the set is 

larger than every one belonging to the set, for every X, 

a lower number, and Y, an upper number, one of the follow­

ing must hold; X~ Y, or X < Y. If X~ Y, and X 

satisfies Rule A, then Y must satisfy Rule A, which it 

does not. Therefore, X< Y, as was to be proved. 

3) To show that our set does not contain a 

largest rational number, let X be in the set and consider 

a strictly increasing sequence ~ contained in a. Then, 

for some n0 , the following inequality is true: 
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B < X < Bn +l'no - o 

But by Landau's Theorem 91 we may find a number Z which 

Z satis­lies between X and Bno+l• Hence Z >X and 

fies Rule B. But by Lemma 3, Z must also satisfy Rule A. 

Hence we have shown that Rule A gives us a cut correspond• 

ing to a given sec. 

Obviously any cut corresponding to a given sec is iden­

tical with any other cut corresponding to that same sec, 

hence the corresponding cut is unique. 

Conversely, to show that there exists a sec correspond­

ing to a given cut, let us find sequences which will be in 

the corresponding sec. We observe that two rational num­

bers can always be found, one of which is a lower number 

for the cut and the other an upper number for the cut; and 

such that their difference is numerically less than a given 

arbitrarily small rational number E, (Landau's Theorem 

132). Let A be a lower number and D be such that 

D < E. Then of the numbers A + D, A + 20, ·~· , A + rD, 

••• there must be a last one A+ rD which is a lower 

number, for A + nO may be made as large as we please by 

taking n large enough; the next number A +(r + l )D is 

then an upper number; and these numbers A + rD, 

A + (r + 1)0 whose difference is 0 < E., are the two num­

bers required.. Moreover, if B is an upper number, the 

two numbers may be so determined that both lie between A 
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and B•, for we need only take D to be of the form 

(1/s)(B-A), where s is an integer so chosen that 

( 1/s)( B-A) < E. 

Given E=l, determine A1 a lower number, and Aa an 

upper number for the given cut, so that Aa-At< E1; next 

take Aa a lower number, and an upper number so thatA4 

A4 - Aa< Ea = 1/2: and such that A8 , both lie betweenA4 

At and Aa. Proceeding in this way, we can determine 

A2n-l' A2n rational numbers of different classes, so that 

- l < E = 1/n,A2n A2n- n 

then either of the sequences (A1 , As, ••• J, (Aa, A4 , ••• J 

belong to the sec corresponding to the given cut. To prove 

this, we must show that (A2n_1J, [A2nJ are Cauchy s~quen-

ces. To this end, we will show that {A2n}, (A2n_1J have 

lower bounds and that given any E there exists a p(E) 

such that for all n>p(E) the following are true 

(I) A2n+l > A2n-l 

(II) A2n > A2n+2 and A20 - A2n+ 2 < E. 

For a lower bound, by the construction of (A20} and 

the term A1 of the senuence 1A J is less .., t 2n-l 

than all other terms of both sequences. Given any E, to 

find a p{E), find an E = 1/no such that En < E andno 0 



79 

take p(E)= n0 • Then for all n>no it is true that 

A2n+l - A2n-l < A2n - A2n-l < 1/n < 1/no < E; and 

A2n - A2n+2 < A2n • A2n-l < l/n < 1/no < E. 

But these are just conditions (I), (II); hence {A2n}, 

fA2n_1J are Cauchy sequences. 

such thatAlso given any E, find 

and find p(E) as above. Then with this p(E) for all 

n>p(E) it is true that 

A2n - for any choices of A2n' A2n-lA20_1 < E 

as prescribed. Hence the sequences are tantamount and are 

contained in the same sec. 

We must show that the sec constructed above will, when 

Rule B is applied, correspond to the given cut. Let us 

examine X, a lower number·, and Y, an upper number for 

the cut with regard to Rule B. 

If fA2n_ 1} is a strictly increasing sequence of lower 

numbers contained in our sec, we must show that X <A - 2no-l 

for some n0 , and that Y does not satisfy Rule B. 

1) If X is a lower number, we may find X1 , 

also a lower number, where X1 > X and l/n 0 < X1 - X. 

Then X + 1/no is a lower number, and for the same no, 

A2 1 + 1/no is an upper number, sinceno- A2no- A2n 0 -l<l/no 

for all no (A2 is an upper number). Hence theno 
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following inequality is true; 

X + 1/no < A2 1 + 1/no for some n0 • no-

Cancelling l/n0 , X < A2no-l for some n0 ; hence every 

X is a lower number for the cut corresponding to the sec 

constructed from a given cut. 

2) If Y is an upper number for the given cut, 

then Y > A2n-l for all n, and Rule B is not satisfied, 

hence every upper number for the given cut is an upper num­

ber for the cut corresponding to the sec constructed from 

this given cut. 

We have thus shown that given a sec, there is a corres­

ponding cut and conversely. We must now show that the cor­

respondence is one-to-one; that is, given a • ~. the 

corresponding cuts, 4", 't", respectively, are such that 

&" • 't'• To this end, if a • ~. this means a > ~. or 

a < ~. Let us examine the case a > ~ · If a > ~. by 

Definition 41, every pair of Cauchy sequences, t strictly 

increasing in cq ,, strictly decreasing in and such~ 

that t > 1'1• If t > fl• there exist E and p(E) such 

that for all n>p( E), A - B > E. Pick an no>p(E), then n n ­

A > B • By Theorem 91 of Landau, we may find a z such no no 

that Now z is a lower number forAno> z > Bno• 

since there is a strictly increasing sequence {An} in a 

0 
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and an no such that Z < Ano· And for all n > no >p(E}; 

Z > B , hence (BnJ has an infinite number of terms less 
no 

than Z, therefore Z does not satisfy Rule A and is an 

upper number for -r. Thus there exist lower numbers for 

which are upper numbers for ~~ therefore, 0 > "t and 

6 • ~ as was to be proved. The case a < '3 is proved 

similarly. 

Theorem 121= The ordering of sees and cuts is pre­

served by the one-to-one correspondence of Rule A; that 

is, if a > ~ . or a = ~ . or a < ~ . then the correspond­

ing cuts tS , --c are such that 6 < 't', or 6 = "t, or 6 < 't', 

respectively, and conv ersely. 

Pr oofs 1) If a > ~ . t hen by the proof in 

Theorem 192 that the correspondence of Rule A is one-to-one 

we may find lower numbers for ~ which are upper numbers 

for -r; therefore o > "t• 

2) If a = ~ . every lower number for 

is a lower number for 't' and every lower number for 't' 

is a lower number for 5 1 therefore, tS = 't'• 

3) If a < ~ . then ~ > a, 

hence, by 1 ) 't' > 6 , 

0 < 't'• 

Conversely, the three eases are, in both instances, 

mutually exclusive and exhaust all possibilities. 
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Theorem l2i= The operations of addition and multi• 

plication are preserved by the one-to-one corr es pondence of 

Rule A; that is, given a , ~ and their corresponding cuts 

~ , ~. respectively; a + ~ corresponds to ~ + ~, and 

a a corresponds to • ~-

Proof: Given a , ~ and their corresponding 

cuts e , ~. we must show that the cut corres ponding to 

a+ ~ consists of numbers of the form X+ Y, where X 

is a lower number for G and Y is a lower number for 

~. 

1) Let Z be in the cut corresponding to 

a + ~ . Then, Z satisfi es Rule B1 for all strictly in­

creasing sequences in a + ~ . Let us examine the following 

sequences; (AnJ, strictly increasing, in ' a ; (BnJ, 

strictly increasing, in B, both constructed by Theorem 

188. Then (An + Bn} is in a + ~ . Since z satisfies 

Rule B1 for the strictly increasing sequence (An + BnJ 

of a + ~ . then for the sequence 

At + Bt, Aa + Ba, satis,fying••• ' An + Bn ' • •• 

A1 + Bt< Aa + Ba< ••• , there 

exists some no such that 

Z < A + B • - no no 

Since Z ~ An + Bno' certainly one of the following
0 

cases is true; 
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2) Z <A • - no 

In either case we must show that Z =X+ Y, where X is 

a lower number for ~ and Y is a lower number for ~. 

Case 1: A < Z < A + B • Certainly A is a no - no no no 

lower number for ~ , since A <A for all no, sat is-no- no 
fying Rule B. And Z - A is a lower number for no 

since Z - A < Bn for some no• Thus, Z = A +(Z-A )no - o no no 

where z satisfies Rule B and Z=(X + Y), where X= A no 

and Y=(Z- A ).no 

Case 2: Z < An • If L is a lower number for 
- 0 

-;, Z > L, Z - L is a lower number for G since 

Z - L <A for some n0 • Hence Z=(Z-L) + L where Z 
- no 

satisfies Rule Band Z=(X + Y), where Y= L and 

X=(Z - L). 

Thus every number Z in the cut corresponding to 

a + ~ is an X + Y, where X is a lower number for 

and Y is a lower number for -;. 

2) If Z is in 6 + ~. then Z=X+Y, where 

X is a lower number for 6 and Y is a lower number for 

~. We must show that Z is in the cut corresponding to 

a + ~. Let (An] be a strictly increasing sequence in a, 
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fan} a strictly increasing sequence in ~ . then if X is 

a lower number for ~ , there must be some n1 such that 

X <An and if y is a lower number for ""• there must 
- 1 

be some na such that y~ 8na· 

Certainly the sequence [A + Bn} is contained in n 

a + S and 

A1 + 81 < Aa + B8 < ••• < An + Bn < ••• • If we 

choose ns to be the maximum of n1 and na, then 

z =X +Y<A +B, and z satisfies our Rule 
- ns na 

B and is a lower number for the cut corresponding to a+~ • 

Hence the cut cr and the cut corresponding to+ "" 
a + ~ are the same cut, which is what we wished to prove. 

Therefore, a + ~ corresponds to ts- + "C'• 

The proof that a~ corresponds to 5 "" is quite 

similar to that given above and will be omitted. 

Theorem ~~ The one-to-one correspondence of 

Theorem 192 preserves the correspondence between the sec 1 

and the cut 1 and also preserves the operation of successor 

between integral cuts and integral sees. 

Proof: For the first part, we must show that 

the sec 1 corresponds to the cut 1. Given sec 1, apply 

Rule B to determine the corresponding cut. That is, if we 

have a strictly increasing sequence contained in 1* and 

constructed by Theorem 188, Z is a lower number for the 
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cut if there exists an no such that Z < A • Thus the - no 

cut determined has as lower numbers all rational numbers 

< 1, since for all n it is true that Z < A < 1. And 
- n 

the upper numbers will be all rational numbers ~ 1, since 

certainly the strictly increasing sequence is such that 

there does not exist an no such that 1 < An • And this 
- 0 

cut is clearly the cut 1. 

Similarly, given any integral sec a and its corres­

ponding integral cut x, we will show that the cut corres­

ponding to the successor of a is the succes sor of x. 

With a ' • apply Rule B to determine the following cut; 

all rational numbers < x' are lower numbers and all 

rat ion('~ , numbers ~ x' are upper numbers. This cut is 

clearly the cut which corresponds to the number x'. But 

by Landau's Theorem 156, for a given integral cut x we 

may determine its successor, (cut x}', which is the cut x', 

hence the cut x' is the successor of cut x. Thus the 

theorem is proved . 

In order that the one-to-one correspondence between 

sees and cuts gives a correspondence between every sec and 

every cut, let us make the following definition. 

Definition ~: For a given cut which has no smallest 

upper number, define the corres ponding sec to be an 

irrational sec. The irrational sees will be called 

I 
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irrational numbers just as the rational sees have the name 

rational number attached to them. 

With Definition 51 the following correspondences hold; 

1) The integral sees correspond to the integral 

cuts and vice versa (by Jheorem 195); 

2) The rational sees correspond to the rational 

cuts and vice versa (rational sees are defined in terms of 

rational numbers); 

3) The irrational sees correspond to the irra­

tional cuts and vice versa (Definition 51). 

Thus our system of sees includes not only the rational 

numbers, but the irrationals as well. 
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CHAPTER W 

CONVERGENCE AND LIMITS 

From the system of rational numbers we were able to 

construct the system of sees which enabled us to extend our 

number system to include the irrational numbers as well as 

the rationals. Now let us examine the system of sees to 

see if it can also be extended by the same procedure . To 

do this, let us consider a sequence of sees. 

Definition .2,!: A sequence· of sees fan} =fa 1, ••• , an ' 

••• J is called a Cauchy sequence, if there is a rational 

sec N such that an~ N, (n•l, 2, ••• ) and for every 

rational sec E (E arbitrarily small), there is an inte­

gra l sec p(E) such that for every pair of integers 

m,n>p(E) one of the following is true. 

(1} a ::: 
n am; or 

( 2) an> am and (1 -n am< E{, or 

( 3) an< am and a -m a < n E. 

Definition ~: Two Cauchy sequences of sees, [an} and 

(~0}, are tantamoynt (in symbols,[a } - [~0 }) if for
0 

every E, there is a p(E) such that for all n>p(E) one 

of the following is true. 
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( 1 ) a = or ~n;n 

( 2) a > and a - ~ < E; orn ~n n n 

( 3) an< ~ n and ~n- an< E. 

Otherwise, (an} + f~nJ • 

Theorem 126: [o.nJ ..., (an}. 

Proof: Given any E, take p( E)=l, then for 

all n> p( E) 

( 1) a = an.n 

Theorem 197: If (anJ-f ~nJ' then f ~nJ-( anJ. 

Proof: Suppose (anJ-[ ~nJ; given any E, 

there exists a p(E) such that, for all n>p(E) 

(1 ) oran = ~n; 

( 2) a > ~n and a - ~n< E•, orn n 

( 3 ) a < and n- an< E.n ~ n ~ 

But these cases are equivalent, res pectively, to 

(1) ~ = a • orn n' 

( 2) a •~n< an and ~n< E•, orn 

( 3) ~ > a and ~ an< E. n n n ­
Therefore, f~nJ .... (an}. 
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Proof: Th e proof is analogous t o t he proof of 

Theorem 118. 

By Theor ems 196 t hrough 198, all Ca uc hy sequences of 

see s fall i nto c l as ses, i n suc h a way that 

{o: J - { ~ n nJ 

if and only if [o:nJ and {~ nJ belong t t he same class. 

sees will be said t o converge to a limit sec ao (in 

symbols, -+ c o} if and only if given any E, ther e isan 

a p( E) such that for all n>p( E) it is true that 

( 1} Ct :: o. o: orn 

( 2) (l > o. o and an- o. o < E· orn ' 

( 3} a n < a o and O: o - an< E. 

Theorem 122z Every convergent sequence of sees is a 

Cauchy sequence; that is, if o:n -+ a 0 , then there exists 

an N such t hat a > N for all n and gi ven E, theren-

is a p(E} such that for all m,n>p(E} it is true that 

( 1 } an= am; or 

and 
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and a - a < E.m n 

froof: If ~n ~ ao, t find an N such that 

an ~ N for all n, proceed as follows; given E=l/2 ao , 

there exists a p(E) such that for all n>p(E) one of 

the following is true 

( 1) a = a.o .n 
( 2) an> a o and a - ao < E. Thenn 

o.o - E < a o < an; or 

( 3) an< ao and 

a 0 - E< an< a o. Hence all terms for n>p(E) have 

a o .. E=l/2a o as a lower bound. for a lower bound fot 

all n, pick N t be the minimum of a1, ••• • ap(E) 

and l /2ao. And given any E, there exists a p(E/2) such 

that for all n>p(E/2) it is true that 

( 1) (1n = ao or 

( 2) a n > «o and an .. a o < E/2 < E·t or 

( 3) an< a o and «o .. an< E/2 < E. 

Then, with m, n>p( E/2), the following cases arise: 

Case 1: an= ao, am= a o. By logical equality, 

an = am ' satisfying Definition 28, (1). 

Case 2: a = a o, a > ao and am· a o < E/2 < E. n m 
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a = ao gives a > an and a - a < E, satisfying Defini· n m m n 

tion 28, ( 3). 

Case 3: o. n= a o, a < a o and a o - am< E/2 < E.m 

a = gives a > and a - a < E, satisfying Defini­a 0 am n n n m 

tion 28, ( 2 ). 

Case 4: a > a o and an· a o < E, o.m= o. o•n 

tion 28, ( 2). 

Case 5: and a. 0 - a < E a = a o. 
n ' m 

Definition 28, (3). 

Cas e 6: a > a o and a - a 0 < E, a > a o and n n m 

am- a o < E. The proof is by subcases; 

1) Suppose an> am> a o• 

Adding and simplifying 

an= ( an· a o) + o.o < E + am' 

therefore, an· am< E, satisfying Definition 28, (2). 

2) Suppose an= am> a 0 • Satisfies 

Definition 28, (1}. 

3) Suppose am> an> a o• 

Adding and simplifying 

a = (a - a o) + ao < E + a ,m m n 
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t heref ore, a - a < E, sat i sfying Definition 28 , (3 ) . m n 

Case 7: Q < a o and a 0 - An< E. a.m< a o n 

E. The proof is Case 6 with the inequalityand a o - am< 

signs of the subcases reversed. 

Case 8: an> ao and a. n - a. o < E/2. a.m< ao 

and a 0 - am< E/2. From the inequalities; an> a.o > a.m' 

28, ( 2) . 

and a - a o < E/2.m 

28, ( 3). 

Hence in every case the sequence (an} is a Cauchy 

sequence and the theorem is true. 

Theorem lQQi Every Cauchy sequence of sees has a 

limit. 
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Before going on to the proof of Theorem 200, let us 

discuss ideas and notation which will be useful in proving 

Theorem 200. First of all, since each sec is composed of 

all sequences which are tantamount to a given Cauchy se­

quence, we may choose any one of these Cauchy sequences to 

represent our given sec. But each of these Cauchy se­

quences may in turn be approxamated by its mth term. 

Since this is the ca se, with a small E, we expect p(E) 

to be large and all n>p(E) to give a better and better 

approxamation for the sec as p(E) gets large. 

Also to be used in Theorem 200 is the following nota­

tion: Anm• A rational number which is the nth . term of a 

Cauchy sequence contained in the mth sec of a Cauchy se­

quence of sees; that is, the first subscript is the number 

of the term of the sequence and the second is the number of 

the sec that the sequence is contained in. 

Proof: Let {an} be a given Cauchy sequence 

of sees. We must show that there is some sec a 0 such 

that given any E, there exists a p( E) such tha't for all 

n>p(E) one of the following is true 

( 1) a = u tn o or 

and an - .ss.
:O

( E; or 
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( 3) a < a and a - a < E.n o o n 

Let us examine fan} term by t erm. That is, since 

each term is a sec, by The rem 188 we are able to construct 

strictly increasing seauences contained in each sec. Let 

us proceed as follows; since fan} is a Cauchy sequence 

of sees, there is a rational sec N s uch that a > N for 
n ­

all n. Hence u > N/2 for all n. But N/2 contains n 

the constant sequence (N/2) 0= {N/2, N/2, ••• J (here N 

is a rational number) and this sequence will be chosen to 

represent the sec N/2. As our first representations of 

the an's, choose any strictly increasing sequence as 

follows: 

V t = (Bl l' 821' ••• • 8nl' ••• J in v;1, 

-zJa = {Bl2' 8 22• • • • • 8n2' ••• J in o.a, and 

continuing for each n, 

'V n = [Bln ' 8 2n' • • • t 8nn' ••• J in o.n . 

Since for all n it is true that an> N/2 , then with 

the v n 's as representatives of the (1n 's and with (N/2)0 
• 

as the representative of /2 it is true that 1V n>(N/2) 0 • 

But this means there exist En and p1 (En) such that for 

all m ~ p1 (En)• Bmn> N/2. 

Let us define as second representatives for the a 's the n 
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f ollowing se~uences: 

• • • , Cn+1, 1 , ••• J whereC1 = fC11 , C21 , 

ell = BpdE1) ,1' 

C21 = BPt( E1)+1 ,1' 

• 
• 
• 

• 
• 
• 

Similarly, with Cm+l,n= Bp (Em)+m , n define the following
1 

s equence for a repr esentative of an: 

Cn= (cln' c2n' ••• , c m+ l,n' ••• J where 

• 
• 
• 

• 
• 
• 

Hence we have the following strict l y increasing sequences: 

•• _. , ••• J in a 1 , C1 = fC 11 , C 21 , Cn1, 

Ca= (c 12, c 22 , ••• , cn2 ' ••• } in aa, and 

continuing for each n, 
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And since the a 's are Cauchy sequences, the follow-n 

ing are true: wi~h E1 =1 , there exists a pa(E1) such 

that for a ll rn,n~ P2( E1 ) one of the following is true 

( 1) or cnl= ern!; 

( 2) and or cn1> cml c n1- cml< 1; 

( 3) and Andc nl< cm1 cnl- cm1< 1. 

continuing this process for each k, with Ek= 1/k there 

the following is true 

(1) C0 k = cmk; or 

( 2) cnk> cmk and cnk- Cmk< 1/k; or 

( 3 ) cnk< cmk and cmk- cnk< 1/k. 

Hence as our final representatives of the a 's we n 

define the following sequences: 

t1= {A11 , A21 , ••• , Anl' ·••• J where 

A 11 = CPa { Ed ,1 ' 

A21= cpa(E1)+1,1' 

• 
• 
• 

A = C ( )nl Pa E1 +j,l' 
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• 
• 
• 

Similarly, with define the following 

sequence for a representat iv e of uk: 

A l n = CP2 (Ek) , k' 

A2n = Cpa(Ek)+l,k' 

• 
• 

• 
• 
• 

Hence we have the following strictly increasing sequences: 

l;1= (All' A21' ••• 'Anl' ••• } in a.1, 

~a= (A12, A22 , ••• , An 2• ••• J in o.a . and 

continuing for each n, 

From this set of representatives of the a 's choose the n 

following sequence; (o= fA11 , A22, ••• , Ann' ••• J. 

We shall show that ( 0 is a Cauchy sequence and hence 

it is contained in some sec a. 0 • Also we shall show that 
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c. o is the limit of our given Cauchy sequence of sees . 

To show that [Ann} is a Cauchy s equence we must show 

that has a lower bound and that given any E,fAnnJ 

there exists a p( E) such that for all m,n>p(E) one of 

the following is true 

( 1) A =A • ornn mm' 

( 2) A >A and orAnn- Amm< E;nn mm 

A - A < E. mm nn 

First, we have a lower bound by construction since 

A > N/2 for all n. Next, we must show that given anynn 

E, there exist s a p(E) such that for all m,n>p(E) con­

ditions (1), ( 2), or ( 3) are true. By the hypothesi , 

given any E, there exists a Pt(E/3) such tha t for all 

m, n> Pt ( E/3) one of the following is true 

( 1) u = orn am; 

( 2) a > am and a am< E/3; orn n ­

( 3) and an< E/3.an< am a. ­m 

But these three conditions for sees translate into the 

following conditions since we may choose any sequence as a 

representation for our sees: 

( 1) tn .... l;m; or 

and 
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and 

With a particular m,n the following conditions are a 

consequence of the above conditions since we may approxi­

mate a sequence by its kth term. That is, t here exists a 

p8 (E/3) such that for all k>pa(E/3) one of the following 

is true 

Akn> Akm and Akn- Akm< E/3; or 

Akn < Akm and Akm- Akn< E/3; or 

( B) Akn> Akm and Akn- Akm< E/3; or 

{C) andAk < Akn m 

But conditions (B) and (C) imply condition (A}, so for all 

k>p2(E/3) condition ( A } is a consequence of the origina l 

conditions on the given Cauchy sequence of sees. 

With our given E, find k s o that 1/k< E/3, choose 

p(E)=k, then for m,n>p(E) there are 27 cases which arise 

in showing that ( 0 is a Cauchy sequence. Following will 

be given a proof for one of the cases with the rema inder of 

the cases omitted since the proofs are similar. 

Case 1 : A > Ak and Ann- Akn< 1/k< E/3,nn n 

and Akn- Akm< E/3, 

and Amm· Akm< 1/k< E/3. 
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From the Tr icotomy Law it follows that 

( 1) A = A . ornn mrn' 

( 2) A > A . ornn mm' 

( 3) Ann< Amm• 

We must show that the inequalities of the Cauchy condition 

are satisfied in subcases 2 and 3 above. 

Subcase 1: A -A Definition 28, (1) isnn- mm• 

satisfied. 

By adding, simpl ifying, and Lemma 1, 

A + A =(( A - Ak )+ Ak ]+((Ak • Ak )+ Ak )+(A -Ak )nn MID nn n n m n n mm m 

< E + A + A ,mm mm 

Cancelling Amm and simplifying, Ann- Amm< E, satisfying 

Def in it ion 28, ( 2) • 

Subcase 3: Ann< Amm• The proof is similar to 

that of subcase 2 hence will be omitted. 

With the proof of all cases the sequence t 0 is a 

Cauchy sequence. 

Certainly (o is contained in some sec, say a o, for 

we may take all sequences tantamount to ~ 0 for our sec. 

We wish to show that a 0 is a limit to our given Cauchy 

sequence of sees. Below we will show that given any E, 

there exists a p(E) such that for all m,n>p(E) one of 
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the following is true 

or(A) Amn= Amm; 

(B ) and A Amm< E: orAmn> Amm mn ­

(C) Amn < Amm and Amm - Amn< E. 

Froqt these conditions we may deduce that given any E, 

there exists a p(E) such that for all n>p(E) one of 

the following is true 

( 1) a = a.o; orn 

( 2) Cl > a o and a a 0 < E; orn n ­

( 3) an< a o and ao - a < E.n 

If one of (1), (2), or (3) happens for all n>p(E), then 

our given Cauchy sequence of sees has a 0 as a limit. 

To show that one of (A), (B), or (C) happen s, let us 

begin as follows; since ( 0 is a Cauchy sequence, given 

any E, there exists a p1 (E/2) such t hat for all 

m,n>p1(E/2) one f the followi11g is true 

(1) A = A • ornn mm' 

( 2) A nn > Amm and A - Amm< E/2; ornn 

(3) Ann< Amm and A mm • Ann< E/2. 

And from the proof that ~ 0 is a Cauchy sequence we have 

that r; ls such that for all i,j one of the followingn 

is true 
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(1) A. = Ajn; or1n 

( 2) Ain> Ajn and Ain- Ajn< 1/n; or 

( 3) Ain < Ajn and Ajn- Ain< 1/n. 

Take pa(E/2) > 2/E, then for each n>pa(E/2), choose 

i=n, j=m, then one of the following is true 

( 1) Ann = Amn; or 

(2) A >A and Ann - Amn<l/n<l/p8 ( E/2)<E/2;nn mn 
or 

( 3) Ann< Amn and Amn- Ann<l/n<l/p8 (E/2)<E/2. 

Take p(E) to be the larger of p1 (E/2) and pa(E/2). 

With this p(E), for all m,n>p(E), one of the following 

cases arises. 

satisfying condition (A). 

Case 2: Ann= Amm, Ann> Amn and Ann-Amn<E/2 <E. 

Substituting equals, Amm> Amn and Amm- Amn< E, satis­

fying condition (C). 

Case 3: A = A A < A and Am -A <E/2 <E.nn mm' nn mn n nn 

fying condition (B). 

Case 4: A -Amm<E/2 <E, A = A •nn nn mn 
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satisfying condition (B). 

Case~= Ann< Amm and Amm-Ann< E/2 < E, Ann= Amn· 

Substituting equals, Amm> Amn and Amm- Amn< E, satisfying 

condition (C). 

Case 6: Ann> Amm and Ann- Amm< E/2, Ann> Amn and 

Ann- Amn< E/2. From the Tricotomy Law the proof is by 

subcases. 

Subcase 1: Amn= Amm· Condition (A) is 

satisfied. 

Subcase 2: Amn> Amm• Adding and simpli­

fying, 

{A - A )+(A - A ) + 2A < E/2 + E/2 + 2Ann'nn mm nn mn mn 

hence, Amn- Amm< E, and condition (B) is satisfied. 

Subcase 3: Amn< Amm. The proof will be 

omitted since it is similar to Subcase 3. 

Case 7: A0 n< Amm and Amm-Ann< E/2, Ann< Amn and 

A - Amm< E/2. The proof will be omitted since it is simi­mn 

lar to Case 6. 

Case 8: 

A mn -Ann< E/2. From the inequalities, Amn> Amm. 

Adding and simplifying, (Ann- Amm)+(Amn· Ann)<E/2+E/2 = E, 

hence, Amn> Amm and Amn- Amm< E, satisfying condition (B). 
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Case 9: A < A and A - A < E/2. A > A nn mm mm nn nn mn 

and A - A < E/2. The proof will be omitted since it is nn mn 

similar to Case 8. 

Hence for all m,n>p(E), one of conditions (A), (B), 

or (C) is true and from these conditions we have deduced 

that a 0 is a limit for our given Cauchy sequence of sees. 

Thus the theorem is proved. 

Theorem 201: Every equivalence class of Cauchy se­

quences of sees contains a constant Cauchy sequence of 

sees. 

Proof: Given any equivalence class of Cauchy 

sequences of sees, we must show that any sequence of this 

class is tantamount to a constant Cauchy sequence of sees. 

Let fan} be any element of the equivalence class. By 

Theorem 200 we know that there is some sec ao such that 

a -+ a 0 • that is, given any E, there exists a P1 (E)n , 

such that for all n>p1(E) it is true that 

( 1) a = n ao; or 

( 2) a >n ao and an· ao < E•
' or 

( 3) an< ao and ao - an< E. 

Consider a sequence f~nJ in which ~n· ao for all n. 

It is a Cauchy sequence of sees, for given any E, we may 

take pa(E)=l and, for all m,n>pa(E), it ia true that 
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(4) ~m= ao = ~n· 

We must show that {anJ-f~nJ; that is, given any E, there 

exists a p{E) such that for all n>p{E) it is true that 

{5) a = or~n;n 

( 6) a > and a - ~n< E•, or n ~n n 

(7) a n < ~n and ~n- an< E. 

But conditions {5), (6), and (7) are immediate consequences 

of conditions (1)-(4). Thus p(E) may be taken as the 

maximum of P1(E) and pa(E). 

From the system of rational numbers we constructed the 

system of sees which extended the rational number system to 

include irrational numbers. In trying to extend our system 

of sees by the same procedure (Cauchy sequences of sees), 

Theorems 200 and 201 show that the system of sees cannot be 

extended in this way. Hence , let us make the following 

definition. 

Definition ~: The sees will henceforth be called 

"positive numbers"; similarly, what we have been calling 

"rational numbers" and "integers" will henceforth be called 

"positive rational numbers" and "positive integers", 

respectively. 

These positive numbers will also be called the positive 
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real numbers. These real numbers are then equivalence 

classes of Cauchy sequences of rational numbers. 
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