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The relationship between population and residential property taxes 

is not well understood.  This study is an attempt to discern the relation- 

ship. 

The basic questions examined are: How does population affect tax 

bills? What are the short-run and long-run relationships between popu- 

lation and taxes? What reasons lie behind the answers to the first two 

questions? 

Nearly all of a typical residential property tax bill is paid to the 

three units of local government, counties, cities, and school districts. 

The equation for determining the tax bill is the same for each unit of 

government: Total Expenditures minus other non-property tax revenues 

equals the Levy which divided by the total value of all property in the 

district equals the tax rate which multiplied by the value of a residence 

gives that residence's tax bill. 

The relationships between each of the above variables and population 

are examined to facilitate understanding of the tax-population relation- 

ship.  The model chapter provides a logical link between each variable 

and population and corresponding estimating equations to assess long-run 

and short-run relationships and the relative effect of population on the 



separate tax variables.  For long-run relationshps both simple linear and 

quadratic functions are used with population as the explanatory variable. 

For short-run equations, first difference estimates are computed. 

Elasticities are computed for comparing the relative effect of population 

on the tax variables. 

The results obtained show that despite high R2 values the large con- 

fidence intervals about the regression lines imply that substantial vari- 

ation is left unexplained by population variables. 

Generally, levies appear to be more responsive to population than 

does the value of all property as a whole resulting in a rate of growth 

in the levies which exceeds that of property values. Hence, tax rates 

tend to increase slightly with increases in population. 

Higher residential property taxes are associated with larger popu- 

lations.  This appears to be due in part to the relatively more elastic 

response of residential values to population than all property values as 

a whole.  Taxes appear to be shifting toward residential property owners. 

Finally, short-run changes in taxes and variables composing the tax 

equation do not appear to be related to short-run changes in population. 
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THE RELATIONSHIP BETWEEN POPULATION AND 

RESIDENTIAL PROPERTY TAXES IN OREGON 

CHAPTER I 

INTRODUCTION 

In 1974 a typical residential property owner's tax bill paid to 

school, city, and county governments was $371.79.  In 1976 the same pro- 

perty owner paid out $424.93, a $53.14— increase. What caused the in- 

crease? 

There are those who feel that population growth is to blame for 

rising property taxes. One argument is that the taxes paid by newcomers 

do not meet the increase in expenditures made by local governments to 

serve them. Others argue that growth helps keep taxes down because more 

people means more taxable property, and the more taxable property the 

lower the tax rate. 

Just how are population and property taxes related? How does 

growth affect a typical residential property owner's tax bill? What are 

the short- and long-run effects of population growth on property tax 

bills? These are the basic questions addressed in this study. 

While the introduction, development of the model, analysis and 

interpretation of empirical results, and conclusions are laid out one 

after the other in narrative fashion, some readers may find it helpful 

to skip around somewhat. After reading the introduction and conclusions, 

the reader ought to have a better feel of the problem and so more easily 

digest the model and results chapters.  Due to the large number of 

separate relationships that must be analyzed, the middle three chapters 

1/ 
All figures are in 1976 dollars. 



though not complex are somewhat lengthy. 

The first chapter, the introduction, begins the formulation of the 

model.  Some of the basic assumptions are set forth, the relationships 

to be examined are introduced, and the methodology of the study is pre- 

sented. 

Chapter II is an attempt at a theoretical model for estimating the 

tax-population relationship. Also included are citations from the liter- 

ature.  While there is much that is not new, its importance is its com- 

pleteness.  There have been studies of the effects of population on all 

the major variables in the model but none that I have found have put 

them all into one model.  Chapter II begins with an overview of the basic 

population-tax relationship followed by closer examination of the separ- 

ate parts of the model. The two blocks are analyzed separately, then 

an effort is made to theorize how the entire model will function.  From 

the discussion several testable hypotheses emerge. 

Chapter III is the first chapter in which results are presented. 

The simple equations for each unit of government are discussed in 

Chapter III. Oregon local government data is analyzed in a first-round 

attempt at answering questions raised in Chapter II. 

Chapter IV continues the analytic process begun in Chapter III. 

Further results are analyzed and (hopefully) given some meaning.  In- 

ferences based on the analysis of data are presented in this chapter. 

Finally, Chapter V is a summary of the first four chapters as well 

as comments about direction of further research. 

Oregon Residential Property Tax Bills 

A property tax bill is actually a set of tax bills for each taxing 

unit in which the property is located.  In Oregon, there are three major 



taxing jurisdictions, although there are cemetery, fire, historical, and 

other districts with the power to tax.  But virtually the entire tax 

bill goes to the county, city, and school district. 

21 
Although about 41 percent — of Oregon residents live in unincor- 

porated areas, it is assumed in this study that the typical resident 

lives in a city. Hence, the typical residential property tax bill is 

based on all three levels of government. 

3/ 
Briefly, here is how a tax bill is computed.—  Each governmental 

unit has a budget committee or similar body. After consideration of 

all planned expenditures (TEXP) a budget is produced which must by law 

be balanced.  From the total figure are subtracted all nonproperty-tax 

revenues (NTR) expected to be received in the coming year.  The result 

if greater than zero is the property tax levy (LEVY); that is, the amount 

4/ 
of money to be raised through property taxes to balance the budget.— 

Each taxing unit is subject to the "six percent limitation".  A 

taxing district has a "tax base" which is the maximum levy in the taxing 

district collected in the previous three years without voter approval. 

The tax base may be increased by six percent each year, but increases 

of more than six percent require voter approval.  Because the legal 

limit is insufficient for many taxing districts, most levies now require 

voter approval. 

21 — "Population Estimates", Oregon Center for Population Research and 
Census, Portland State University, Portland, Oregon, 1970-1977. 

3/ — For a more complete discussion see OSU Extension Circular 907. 

4/ — Strictly speaking this is not the final levy.  From it are subtracted 
back taxes expected to be collected in the next year and to it are added 
taxes not expected to be collected.  These adjustments are ignored in 
this paper because they are relatively sma]1 adjustments, must eventually 
balance anyway, and appear to have little effect on the analysis. 



The tax rate (RATE) is computed by dividing the levy by the total 

true cash value of all real property (TCV) in the taxing district.  The 

result is usually expressed as a dollars per thousand figure. Each 

taxing unit relevant to a piece of property has its own tax rate the 

siom of which multiplied by the individual's assessed property value 

yields a tax bill (TAX).  For each taxing unit, then, the procedure is: 

Total Expenditures = sum of planned expenditures 

Property Tax Levy = total expenditure minus non-property 

tax revenues 

Tax Rate = levy divided by total true cash value of 

property in district 

Tax Bill = tax rate times assessed property value 

Immediately, one can see there are two basic parts of the process. 

One is the government block involving the collection and spending of 

taxes.  The other is the property block. 

Now all the key variables have been identified. We need to ask 

again, how does population affect property tax bills, given the two 

major blocks, government and property.  Figure 1 depicts that question 

with arrows indicating the (presumed) direction of causality.  The 

picture helps point out that population and tax bills may be related 

through the government activities block, the property value block or 

both. Possibly there may be no effect on tax bills due to a cancelling 

effect of the two blocks.  This line of reasoning leads to Figure 2, 

an expanded version of Figure 1.  The underlying question involves the 

bottom leg of the flow.  Clearly, though, the effect of population on 
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tax bills is determined by its effect on the intervening variables. 

Mathematically, the model is complete. 

LEVY = TEXP - NTR 

RATE = LEVY/TCV 

TAX = RATE x VRES 

where 

LEVY = property taxes levied by taxing unit 

TEXP = total budgeted expenditures of taxing unit 

NTR = total non-property tax revenues expected to be collected 

RATE = tax rate 

TCV = total true cash value assessed in taxing unit's jurisdiction 

TAX = individual property tax bill 

VRES = average value of assessed residential property 

POP = population. 

Since the question is: 

TAX I  f(POP) 

by substitution 

lTEXP
T-v

NTR)   •  VRES  I  f(POP) 

leading to the following possible relationships: 



TEXP I  fjCPOP) 

NTR I  fzCPOP) 

TCV 1 fa(POP) 

VRES 1  f^CPOP) 

Naturally, it is not assumed that the relationships are simple bi- 

variate relations:  certainly other factors affect the variables. We 

are interested primarily in the question of population effects, however 

and so concentrate on them.  These simple equations are the basis of the 

analysis.  Recognizing the presence of the intermediate government and 

property blocks the first relationship to analyze is the direct tax- 

population relation. Having determined the nature of that relationship 

the next step is to analyze what intermediate factors give rise to the 

final relationship; for example, if population growth increases taxes 

is it because local governments expenditures increase faster or because 

residential property values are increasing more rapidly than non residential 

property values? In the seemingly simple equation for TAX, there are 

several possibilities for increasing TAX. TEXP or VRES could increase. 

TCV or NTR could decrease.  Or TEXP could increase faster than NTR. Or 

TCV could increase but not as fast as VRES.  Clearly, though, the effect 

of population on the four intervening variables, TEXP, NTR, TCV, and 

VRES determines the effect of population on TAX. 

Certain simplifying assumptions have been made in this study.  Each 

of the four main variables -- TEXP, NTR, TCV, and VRES -- is assumed to 

be independent of the others.  In certain cases this assumption may not 

be altogether realistic.  In Chapter II for example the effect of NTR 

on TEXP is discussed and recognized especially with regard to the LEVY. 



A great deal of work has been done in relating per capita local 

government expenditures and taxes to residential property values. This 

work springs from the Tiebout hypothesis (Tiebout, 1956). As inter- 

preted by Gates (1969), the hypothesis is that residential property values 

are not independent of community expenditures and taxes. The tax rate 

would tend to negatively affect residential property values, while per 

capita expenditures would be positively associated with residential 

property values.  In an empirical study of the New York Metropolitan area 

Gates found evidence to support the hypothesis. 

In a study of North Carolina local governments Hyman and Pasour 

(1973) refuted the Tiebout-Oates hypothesis. Their contention was 

that first, the variation in the tax rate in North Carolina was small 

due to large amounts of state aid.  Second, due to a more elastic 

supply of land and structures, property taxes would not likely be 

capitalized in the form of lower rents (actual or imputed).  Finally, 

citizen-voters most of whom are not employed in a concentrated metro- 

politan area must usually live near their work with somewhat less choice 

than is available to the urban dweller.  Their results confirmed their 

belief. 

It is argued a. priori that Oregon more nearly represents the North 

Carolina situation than it does the New York Metro area. There is a 

large amount of state aid to local governments. While growing ever more 

crowded, Oregon still has land available for urban and residential ex- 

pansion.  Finally, Oregon, like North Carolina, has a more dispersed 

population which does not gravitate around a central urban area. There- 

fore it is argued that property values, tax levies (or rates), and 

local government expenditures are independent. 
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There is another important simplificationof the study, namely that 

the regression equations have only population terms as explanatory vari- 

ables.  Most are simple single explanatory variable equations although 

some include two population terms as explanatory variables.  The major 

reason for making multiple as opposed to simple regression estimates is 

that the inclusion of control variables is supposed to improve the 

accuracy of the estimated coefficient on the variable of interest.  Theil 

(1955) showed that by omitting a theoretically important variable from 

an estimating equation one induces a bias on the remaining variable(s)* 

estimated coefficient.  It can be shown that for a two explanatory vari- 

able model the bias of an estimated coefficient resulting from the omis- 

sion of the other variable is: 

Bias (bi) = E(bi) - bj = riaba 

where the bias of bi (the estimated regression coefficient) is by de- 

finition the difference between its expected value and the "true" value, 

and ri2 is the correlation coefficient between the two explanatory vari- 

ables and bz  is the "true" value of the omitted coefficient. Note that 

if the signs of both r^ and ba are known the sign of the bias is merely 

their product. A positive (negative) bias means that the expected value 

of the regression coefficient over (under) estimates the "true" value 

of the coefficient.  If the two explanatory variables are independent 

implying ri2 = 0, then no bias results from omitting one variable or the 

other.  The formula is used to assess the direction of bias in some of 

the simple estimates of this study. 

Some of the concern with specification bias may be unwarranted, how- 

ever. An example can best show why.  Let us say that property values 
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are determined by only two factors -- the local population and income. 

Assume both are positively related to property values and that both 

are positively correlated:  incomes are higher in more populous areas. 

If one then estimates property values as a function of population alone 

the resulting coefficient will include some of the effect of income (as 

the bias equation shows) while, the "true" effect of population would 

be somewhat less. But remember the question we are asking. How are taxes 

(in the example, property values) related to population. The biased 

estimate actually gives us a better idea.  Let's say the population in- 

creases substantially over the years.  In predicting a property value 

for the city we would not want to compare it with a city of different 

size but the same income; that is, we don't want to hold income constant. 

What we really want is to include the effect of the higher incomes in 

the larger city in the prediction -- and that is what the simple equation 

does.  As long as some direct and logical association is implied between 

the retained and omitted variables there is justification for using the 

simple estimating equation.  In our example, incomes go up as population 

goes up, hence population increases are directly associated with income 

increases.  It is only when the retained and omitted variable are only 

coincidentally correlated that the simple equation could be misleading. 

One instance in which this happens, county NTR, is discussed more thor- 

oughly at a later time. 

Therefore, in the interest of interpretive simplicity the bulk of 

the analysis turns on simple estimating equation.  Some discussion of 

the direction of the bias is included at times so that in applying the 

results to a specific area of which there is some knowledge of the 

omitted variable one could adjust the estimate accordingly. 

The following is a list of variable names and explanations. 



12 

Variable Codes 

Variable 

TEXP 

NTR 

LEVY 

Explanation 

Total expenditures of a unit of government in dollars. 

Total non-property tax revenues received by a unit of 

government in dollars. 

Total property tax levy of a unit of government in 

dollars. 

TCV Total true cash value of property in taxing district in 

dollars. 

RATE District property tax rate in dollars per thousand 

dollars of assessed value. 

VRES Value of a residential property in a taxing district in 

dollars. 

TAX 

POP 

CTEXP 

Residential property tax bill in dollars. 

Population of taxing district. 

Change in total expenditures of a unit of government in 

dollars. 

CNTR 

CLEVY 

Change in total non-property tax revenues received by a 

unit of government in dollars. 

Change in total property tax levy of a unit of government 

in dollars. 
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Variable 

CTCV 

Explanation 

Change in true cash value of all property in a district 

in dollars. 

CRATE Change in property tax rate in a district in dollars per 

thousand. 

CVRES Change in value of a residential property in a district 

in dollars. 

CTAX Change in a residential property tax bill in a district 

in dollars. 

CPOP 

PCPOP 

PTEXP 

PNTR 

PLEVY 

PTCV 

Change in population of a district. 

Percent change in a population of a district. 

Per capita (or per ADM) total expenditures of a unit of 

government in dollars. 

Per capita (or per ADM) total non-property tax revenues 

received by a unit of government in dollars. 

Per capita (or per ADM) total property tax levied by a 

unit of government in dollars. 

Per capita (or per ADM) true cash value of property in a 

district in dollars. 

CPTEXP Change in per capita (or per ADM) total expenditures of 

a unit of government in dollars. 
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Variable 

CPNTR 

CPLEVY 

CPTCV 

INC 

POPSQ 

ADM 

BSSF 

Explanation 

Change in per capita (or per ADM) total non-property tax 

revenues received by a unit of government in dollars. 

Change in per capita (or per ADM) property tax levy by 

a unit of government in dollars. 

Change in per capita (or per ADM) true cash value of 

property in a district in dollars. 

Per capita income in a district in dollars. 

Time variable indicating the time period. 

Dummy = 1 if county is an 0 5 C county. 

Dummy = 0 if county is west of Cascades 

Square of population in districts. 

Average daily membership in school district. 

Total basic school support funds received by a school 

district in dollars. 

TOTRES 

Ui 

Number of residential properties in a county. 

Total value of residential property in county in thousands. 

Error term to account for unexplained variation in the 

dependent variable of the i1-*1 equation. 

The Greek letter n is used in this paper to mean "the 

elasticity [of some variable] with respect to population". 
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Variable Explanation 

L An L preceding a variable name indicates the natural log 

of the variable. 

P A P preceding a variable name is read as "per capita" or 

"per ADM". 

C AC preceding a variable name is read "Change in". 

A A subscript "A" on a variable indicates the variable is 

the aggregated county-wide variable, e.g.,, TEXP^. 

K A subscript "K" on a variable indicates the variable is 

the county variable, e.g., NTRj^ 

S A subscript "S" on a variable indicates the variable is 

the school district variable, e.g., LEVYg. 

C A subscript "C" on a variable indicates the variable is 

the city variable, e.g., TCVQ. 
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CHAPTER II 

A MODEL OF RESIDENTIAL PROPERTY TAX BILLS 

Model Introduction 

The equation for computing an average residential property tax bill 

(TAX) suggests two separate blocks:  a government block and a property 

block.  The former block includes a district's total expenditures (TEXP), 

its other non-property tax revenues (NTR) and the difference between the 

two, the property tax levy (LEVY).  Ignoring special tax districts, the 

total tax bill paid by a residential property owner is the sum of the 

tax bills paid to each of the three basic units of local government: 

counties, schools, and cities.  Although each unit of government has 

separate responsibilities they all share the basic function of providing 

public goods and services. 

In order to understand the relationship between TAX and population 

some understanding of the relationship between population and the inter- 

mediate variables is necessary.  Past studies have examined expenditure 

determinants to the point of exhaustion.  Property value determinants 

have also been extensively studied.  The effects of non-property tax 

revenues, mainly grants from state and Federal governments have been re- 

searched although far less has been done in the area of predicting these 

NTRs.  But little, if any, work has been done to relate population to 

residential property tax bills. 

In this chapter a complete, but simple, model is set forth from 

which testable hypotheses are generated to facilitate an understanding 
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of the TAX-population relation.  Each variable in the TAX formula is 

discussed separately with respect to population.  Also, in the govern- 

ment block a discussion of each variable is presented for each unit of 

government.  Where appropriate, property values are discussed in re- 

lation to the units of local government. 

For each variable there are three basic equations derived.  First 

are the simple equations where POP is the only explanatory variable. 

Then, first difference or change equations are derived to look at how a 

given variable changes with a change in population (CPOP).  Then, 

quadratic equations are posited with the addition of a squared population 

term (POPSQ).  These final equations may allow not only better predictions, 

but also a test of whether a given variable increases at an increasing 

rate with respect to population (i.e., an increasing marginal function) 

or increases at a decreasing rate with respect to population (i.e., a 

decreasing marginal function). 

Then from the theoretical discussion heading the sections on each 

variable the "true" specifications of each variable are presented to 

allow assessments of the direction of bias on the estimated regression 

coefficients. 

Finally, parallel equations for TEXP, NTR, LEVY, TCV and VRES 

are proposed for RATE and TAX. These latter equations are a result of 

combining the government and property value blocks. 

In order to compare the effects of population on the separate parts 

of the model, some standard of measurement must be chosen.  For this, 

the population elasticity is used. The advantages of using elasticities 

are many.  They are easy to compute and, just as importantly, easy to 

interpret. 
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In this study, the Cobb-Douglas function is used to estimate con- 

stant elasticities.  This is a log-linear equation of the form: 

Y = AXa 

where the exponent a can be shown to be the elasticity of Y with respect 

to x.y 

An added advantage of the log-linear form is in its interpretation. 

First, the elasticity is equal to the degree of homogeneity of the equa- 

tion or a.  By definition of homogeneity, if X is increased by n percent 

then Y is increased by (an percent). Thus, the elasticity measures 

changes in the dependent variable associated with changes in the explana- 

tory variable which in the model is population.  Because the elasticity, 

is unitless, the population elasticities of different variables may be 

compared. 

The purpose of this chapter is to set forth a theoretical framework 

which will allow an empirical examination of its hypotheses. After 

these hypotheses are derived and discussed, the following chapter con- 

tains most of the quantitative results with a cursory analysis and 

interpretation.  In Chapter IV, the remaining results appear along with 

more complete interpretations. 

Local Government Expenditures 

One might argue that local government expenditures is the most 

important variable in the TAX equation to understand because without 

—  By definition the elasticity of Y with respect to X is: 

dY.X   or  ^a-1 . JL=aA^=a 

dX  Y AXa  AXa 
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expenditures there would be no taxes. To support that argument, one need 

only observe the explosion of expenditure determinants studies which 

appeared in the 1960's.  Everyone, it seemed, had a new variable with 

which to explain local expenditures.  Yet despite all the activity, most 

models retained the familiar look of previous models which had their 

genesis with Fabricant (1952). The bulk of the work in the area was 

labeled by Johnson (1976) as pragmatic empirical, a self-descriptive 

phrase.  The main feature of these models is their attempt to estimate 

the effects of a host of explanatory variables on local government expendi- 

tures using multiple regression, which is precisely the goal of this study 

with the variable of interest being population.  While other models and 

methodologies have been developed in the study of local government ex- 

penditures, the present study leans heavily on the so-called pragmatic 

empirical studies.  For a superb treatment and review of expenditure 

determinant studies, please see Inman (1977). 

Because of the separate and unequal responsibilities of the three 

units of government examined in this study, it will be useful to analyze 

each unit separately.  How population (POP) affects a district's average 

residential property tax bill (TAX) depends in part on how it affects 

the district's expenditures (TEXP).  This leads to the formulation of 

a general equation: 

(1)  TEXP = f(POP) 

Since other variables may also explain TEXP, a second equation may 

be posited: 

(2)  TEXP = g(P0P; Xi, X2, . . ., Xn) 
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where Xi, X2, . . ., Xn represent other, as yet unspecified, explanatory 

variables.  Primarily, the interest of this study is in (1) which esti- 

mates what might be called the gross effect of POP on TEXP.  If, for 

example, the "true" TEXP equation had income (INC) as an explanatory 

variable and if INC were correlated with POP, then the estimated co- 

efficient on POP in (1) would include some of the effect of INC.  Were 

equation (2) to be estimated, assuming it were correctly specified 

and the basic Ordinary Least Squares (OLS) assumptions met, then the re- 

sulting coefficient on POP would be a measure of the effect on TEXP 

attributable solely to POP. 

Before examining each unit of government, there are some general 

observations to be made based on past research which apply to all local 

governments in general and make possible a smooth, logical development 

of an expenditure model. 

While most expenditure studies have examined per capita expendi- 

tures, the interest of this study is in total expenditures.  For ex- 

ample, one might specify an equation of the form: 

TFXP 
(3) ^- = ao + aiPOP 

where 

TEXP 
= per capita expenditures 

POP 

POP = population 

ao, ai = structural parameters. 

Because the concern of this research is total expenditures, it is 

necessary to multiply both sides of equation (3) by POP to give: 
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(4)  TEXP = aoPOP + aiPOPSQ 

where now 

TEXP = total expenditures 

POP = population 

POPSQ = population squared. 

This procedure is followed throughout in developing the basis for 

examining expenditure determinants in the present study. 

Essentially there have been three classes of variables proposed to 

explain expenditures. One class includes population-related variables 

such as total population, population change, and population density. 

The second class of variables measures wealth and includes income and 

average property values.  Finally, there are variables measuring aid from 

other governments; that is, grants and other intragovernmental revenue 

transfers. 

This last group corresponds to a subset of non-property tax revenues. 

The idea of other non-property tax revenues as a stimulus for local 

government spending is appealing. Often, government grants, CETA for 

example, are designed to stimulate expenditures which would not have been 

made in the absence of a grant.  Too, it seems reasonable that a budget 

committee first assesses the amount of non-property tax revenues expected 

to be received before deciding on an expenditure proposal.  This argu- 

ment is made in the section on property tax levies later in this chapter. 

Although it is easy to argue that NTRs have an impact on TEXP, they 

are omitted from the remainder of this section because the inclusion 

of NTR in (2) would effectively result in regressing TEXP on part of 
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itself.  A high correlation between the two variables would be neither 

2/ 
surprising nor enlightening.—  A discussion of the effect of NTR on 

TEXP is reserved for the section on levies. 

The other two classes of variable do merit discussion, however. 

Public goods and services are assumed to be normal goods; that is, in- 

come is positively related to the quantity demanded.  Ceteris Paribus 

an increase in income shifts the demand curve for public services to the 

right.  Given a fixed, positively sloped supply surve, a shift to the 

right of the demand curve results in a new equilibrium with both quantity 

and price at a higher level. 

The empirical evidence strongly indicates that public services are 

normal goods.  Of the studies reviewed, only Oates (1975) found a 

negative correlation between income and expenditures, but the coefficient 

was not statistically significant.  That result appears to be an anomoly 

because every other study that included income (ACIR, 1968; Masten and 

Quindry, 1970; Gabler, 1971; Fabricant, 1952; and Henderson, 1968) found 

a positive relation between income and expenditures. Most of them had 

statistically significant coefficients. 

These results are hardly surprising of course.  Income reflects not 

only willingness but also ability to pay for public services.  The wealth 

of a community is reflected by its residents' income:  obviously a 

wealthy community has more resources to support the provision of public 

services.  Furthermore, if demand for public services is income elastic, 

then greater incomes will mean proportionally greater quantities of public 

21 
—  In fact for cities the correlation coefficient between NTR and TEXP 
is .99 and .99 for NTR and POP. This suggests that regression results 
would not tell us much about whether NTR or POP is the main determinant 
of the level of expenditures. 
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services demanded, hence higher expenditures. 

Masten and Quindry also used per capita property values (PTCV) as 

an index of wealth.  By itself, PTCV is probably a justifiable explanatory 

variable if wealth is indeed a factor determining the level of expendi- 

tures.  But when used in conjunction with income, it seems redundant. 

Because of the high correlation presumed between INC and property values 

(see section on property values) the inclusion of PTCV would unnecessarily 

add to multicollinearity problems. One measure of wealth would appear 

to be sufficient. 

The class of population-oriented variables is the most extensive. 

A commonly examined variable has been change in population (CPOP) and 

percent change in population (PCPOP).  There are arguments for both 

positive and negative signs on the coefficient of CPOP (or PCPOP). One 

argument (Hamilton and Reid, 1976) is that in-migration requires costly 

new facilities.  If community resources are fixed, the increased demand 

for services resulting from a swelled population make the provision of 

these services a costly affair.  On the other hand, by the same logic, 

if resources are fixed, causing the provision of public services to 

remain unchanged, the per capita cost of providing the services may de- 

cline.  The studies which have included these variables have had mixed 

results reflecting the uncertainty.  The ACIR, Gates, and Brazer (1959) 

studies found a negative, but generally non-significant coefficient. 

Both Fisher (1964) and Spangler (1963) found positive signs.  Gabler 

found evidence of both signs, depending on the state and service 

functions examined. 

This variable seems to be misplaced. While the current level of 

expenditure by a local government may depend in part on the past rate of 
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growth in the population, it would seem more plausible to argue that the 

wealth of a community and its size are more important in determining the 

level of expenditures. As will be demonstrated below, the change in popu- 

lation would theoretically be a better predictor of change in expendi- 

tures (CTEXP) than of the absolute level of expenditures. 

Gabler, Brazer, Masten and Quindry, and the ACIR have all examined 

total population as a variable to explain per capita local government 

expenditures. All found a positive relationship although not always a 

statistically significant relationship.  Following Brazer, it is argued 

that the size of a district's population will bear a positive relation 

to its per capita expenditures. There are a couple of reasons for so 

arguing.  One is that the long-run supply curve for public services is 

assumed to be positively sloped, the more services to be supplied the 

more costly they will be.  There is nothing new about this argument. 

As more services are provided, more resources must be freed from other 

competing uses.  If, for example, more engineers are needed it may take 

an offer of higher salaries (which must simultaneously be paid to those 

currently employed as well) to lure them away from their present posi- 

tions. 

Another reason why size of population may positively affect per capita 

expenditures is that only in larger communities does the provision of 

certain public services become feasible.  A public museum or arts center, 

for example, might impose an excessive burden on taxpayers in a community 

of 400 people yet be a desirable expenditure in a city of 40,000.  The 

expense of a computer operating system could be prohibitive for a county 

of 2,500 yet hardly noticed by a county of 250,000.  If there is a nega- 

tive relation between POP and per capita expenditure it would probably 
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occur only a low levels of population where certain economies of scale 

might occur. 

The goal of the remainder of this section is to refine equations 

(1) and (2) for the three units of government. Although equations cor- 

responding to (2) will not actually be estimated, the theory developed 

will allow us to make inferences about the direction of the bias on the 

POP coefficient in (1). 

Schools 

Schools are the most homogeneous of the three units of local 

government.  They provide one product:  the education of students, which, 

if not identical, is at least similar whether the school is in Portland 

or in Philomath.  There is no reason to believe that there is a wide 

difference in productivity among school districts, nor is there reason 

to believe that the costs of provision -- teachers' salaries, physical 

plant and equipment costs and so forth -- would vary widely across 

school districts.  Tnis leads to the first estimating equation corre- 

sponding to (1). 

(5)  TEXPs 

where 

ADM is the number of pupils in a district 

ai is some constant 

us is the unknown disturbance term. 

^^fiquation (5) implies that per pupil expenditures PTEXP are con- 

stant. Multiplying through by ADM yields: 
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(6) TEXPS = ajADM + ao + ue 

where a\  will be a positive parameter approximately equal to the marginal 

and average expenditures per pupil and ao is the intercept term by hypo- 

thesis equal to zero. 

It is possible that there is some trend in expenditures over time 

not measured by ADM. Also, it is of interest whether short-run changes 

in expenditures conform to the long-run behavior measured by (6).  If 

the structural relationship described by (6) holds over time such that 

only shifts up or down in TEXPS take place which are exogenous to the 

model and independent of population then by introducing a time variable 

to account for those shifts and rewriting (6) for a specific year gives: 

(7) TEXPst = aiADMt + ao + a2(T) +• uy 

where T is time.  In time period (t-1) the equation would be: 

(8) TEXPst>1 = aiADM    + ao + aaCT-l) + u8 

The change between the two years is the difference between (7) and 

(8).  Subtracting (8) from (7) gives: 

(9) TEXPst - TEXPst_1 = aiADMt - a1ADMt_1 + ao - a0 + aa(T) - 

az(T-1) + u? - ue 

or 

CIO) CTEXP = ajCADM + aaO) + uio 

Here a! should equal ai in (7) and (8), if the short-run relation 

between expenditures and population is identical to the long-run behavior. 



27 

If not, then aj in (10) will not equal ai in (6).  Even if the parameter 

ai in (10) is different it will be an estimate of the change in TEXPS 

associated with a change in ADM. The parameter aa, the intercept is a 

trend of CTEXP over the time interval which is not accounted for by CADM. 

It is argued that it is in this context that the change in population 

variable, in this case CADM, is appropriate, not in the TEXPS equation. 

Dividing (10) by ADM would give the change in PTEXP as a function of 

rate of change in ADM. 

It may be that per student expenditures are higher in larger school 

districts, following the same logic outlined in the general discussion 

earlier in this section.  This would be due to an increasing ability of 

larger school districts to support activities unavailable to smaller 

schools; for example, various electronic teaching aids including com- 

puter systems, special education teachers, and more extensive athletic 

programs.  This hypothesis is also testable in the context of examining 

the relationship between total expenditures and student population. 

Thus: 

(:il)  ADM5 = ao + aiADM + Ul1 

implies per student expenditures are higher in larger districts. Multi- 

plying (11) by ADM gives the quadratic: 

(12)  TEXPS = a0ADM + aiADMSQ + U12 

This equation is also testable. A positive sign on ai would imply that 

TEXPS increases at an increasing rate with respect to ADM. 

Because education is, like any public good, assumed to be a normal 

good, ceteris paribus higher incomes should be associated with larger 
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expenditures on education.  If so, and assuming a linear relation with 

ADM, then the "true" specification of (2) for schools would be: 

(13)  TEXP = ao + aiADM + aalNC + U13 

where ao should,equal zero and a! and az  are positive.  Note that (13) 

implies that given two districts with equal number of students, the 

wealthier district would have higher school expenditures.  Since only 

those equations having population variables on the right side will 

actually be estimated, what can we say about the bias of the coefficient 

on ADM if INC is omitted? From Theil via the introduction, we know that 

if (6) is estimated then the bias of a^ the estimated regression co- 

efficient on ADM would equal: 

Bias (aj) = E(ai) - ai = riaaa 

where ri2 is the correlation coefficient between ADM and INC, and a2 is 

the true coefficient on INC (from equation (13)). 

The coefficient ri2 is assumed to be positive: larger districts 

are, generally, expected to be wealthier districts (Baumol, 1974) and 

by hypothesis a.2 is positive. Hence the bias of ai is expected to be 

positive. In other words, the expected value of aj is its true value 

plus some unknown positive quantity equal to ri2a2. So its expected 

value is an overestimation of the "true" effect of ADM on TEXPS. 

Counties and Cities 

In contrast to schools, the city and county governments are more 

heterogeneous local governments. 

The relationship between population and expenditures is first ex- 

pressed linearly, although because of the heterogeneous nature of the 
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cities and counties the fit may not be as good as with school districts. 

The appropriate equations to be estimated are: 

(14) TEXPk = ao + a^OPj^ + um 

(15) TEXPC = b0 + baPOPc + uis 

with ao and bo close to zero and ai and bi  approximating the average 

PTEXPk and PTEXP , respectively. 

As with the school equations, the introduction of a time variable, 

t, in (14) and (15) will allow estimation of the change in expenditures 

over some interval of time.  Repeating the same process carried out in 

equations (7) through (10) results in the two estimating equations: 

(16) CTEXPk = aiCP0Pk + aa + Ui6 

(17) CTEXP = biCPOP + ba + ui? 

The intercept terms, a.2  and ba are estimates of the exogenous trend 

in CTEXP, and CTEXP between the two time periods t and (t-1). Also ai 
K C 

and bi measure the marginal expenditure associated with a change in POP 

of one unit.  If the intercept terms ao and bo in (14) and (15) equal 

zero, then the marginal and average expenditures are equivalent. 

Again, following the logic of the first part of this section, it 

can be reasonably hypothesized that TEXP, and TEXP are increasing mar- 
K C 

ginal functions of POP,.  This would lead to the addition of the poly- 

nomial POPSQ, to the equations thus: 

(18)  TEXPk = ao + aiPOP ■+ a2P0PSQk + me 

(19)  TEXP = b0 + bjPOP + bzPOPSQ + Ujg 
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As before a.2  and ba are expected to be positive.  If negative, the 

implication would be that total expenditures increase with population 

but at a decreasing rate. 

The remaining variable to be included in the "true" model is income. 

The specifications for TEXP, and TEXP are: r k       c 

(20) TEXPk = ao + aiPOPk + aalNC, + U20 

(21) TEXP = b0 + bxPOP + bzINC + .u2 j 

Implicit in each equation is the assumption that the relationship between 

TEXP and POP is linear.  Like the school equation the expectation is that 

the bias on the POP coefficient will be positive owing to the positive 

correlation coefficient between POP and INC and the expected positive 

sign on the INC coefficient in (20) and (21).  Therefore, the expected 

values of ai and bi from (14) and (15) would overstate the true co- 

efficients. 

Summary 

The statistical tests of the estimated coefficients in any model 

depend, of course, on the hypotheses about the coefficients. Throughout 

this study, whether the focus is on TEXP, NTR, or any other variable, the 

relationships between the dependent variables and population is presumed 

to be linear.  But, at the same time, is expected that in many instances 

the relation will not be linear, hence the inclusion of higher order 

polynomial terms for. population.  If, indeed, there is a curvilinear re- 

lation between a dependent variable and population, the empirical results 

will, hopefully, demonstrate it.  If none exists, then the results should 

demonstrate that too.  As a result, the proper test of the squared popula- 
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lation variable is whether its coefficient differs significantly from 

zero.  Further, as an added check, since POPSQ and POP may be highly cor- 

related thus inflating the variance of their coefficients, the increase 

in R2 values resulting from the addition of the squared term should be 

a guide as to whether any real improvement in explanatory power has 

occurred. 

In contrast, the most important test of the coefficients on POP in 

the simple regression equations is not whether they differ significantly 

from zero.  Indeed, it would be astonishing if they did not. A more 

interesting test is whether the coefficients equal the average expendi- 

ture (the null hypothesis) or are greater or less than the average (the 

alternative hypothesis). 

Determining the proper test in the change equations is not as easy. 

If the districts do, in fact, move along the regression curves estimated 

in the TEXP (or NTR or TCV) equations, then the regression coefficient 

in the change equation will equal the slope coefficient in the total 

equations. Hence, the proper test would be whether the two coefficients 

(on CPOP and on POP) are equal. 

But, if in the short-run, say one or two years, the change in the 

dependent variable is a consequence of either random variation or some 

unspecified variable, then CPOP would not explain the variation in the 

change in the dependent variable.  If only one interval of time is to be 

examined, this latter instance is a real possibility implying that the 

proper test is whether the coefficient on CPOP is significantly different 

from zero.  Consequently, the CPOP coefficients in all instances will be 

compared both to the POP coefficients and to zero. 
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To briefly recap the expenditure section:  Following a set of general 

remarks about local government expenditures, total expenditures of each 

unit of government are posited as linear functions of population.  From 

the simple equations plus a variable for time, change equations are 

developed to allow examination of the relationship between changes in 

population and changes in expenditures. Then, the addition of a squared 

population term is made to test whether expenditures increase at an in- 

creasing or a decreasing rate with respect to population. 

From the true models, all of which have income as the second ex- 

planatory variable, it is deduced that the bias on the POP coefficient 

in the simple equations is positive. 

Local Government Non-Property Tax Revenues 

Non-property tax revenues (NTR) are the most difficult block to 

model due to the wide variety of revenues included in the category. 

The problem is compounded by the lack of prior research on the subject, 

either theoretical or empirical.  Not only is there a variety of revenues 

included in NTR, but the NTR's available to the three units of government 

differ markedly.  For the purpose of developing a theoretical base for 

the NTR block it will be useful, as with the expenditure block, to analyze 

each unit of government separately.  Consequently, three basic structural 

forms of the dependent variable, NTR, will emerge:  each corresponding 

to a unit of government. 

As an introduction, the variable NTR may be characterized as having 

a dual role in the model.  Primarily it is one of the components of the 

tax bill (TAX). How population (POP) affects TAX depends, in part, on 

how it affects NTR.  It follows that NTR may be posited as a function of 

population. 
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(22) NTR = f(POP) 

Other variables may, of course, explain variation in NTR, leading 

to a second equation: 

(23) NTR = f(P0P; Xi . . . X ) 

where Xi . . . X represent other explanatory variables either endogenous 

or exogenous to the model. Our interest is in equation (22) which in- 

cludes the effects of population on NTR as well as the correlative effects 

of population and the other variables on NTR; that is, if, for example 

part of the effect of POP on NTR operates through (an)other variable(s) 

such as income (INC), then equation (22) would measure the total effect 

of population on NTR, not simply the direct effect of POP. 

Equation (23) has its advantages as well. Given that it includes 

other variables it would be a better predictive equation.  Further, if it 

were specified correctly and if the basic econometric assumptions were 

met, then (23) would estimate the separate effect of POP on NTR. 

In addition to its place as a determinant variable in the TAX equa- 

tion, NTR may also play a part in determining the level of expenditures. 

(24) TEXP = f(NTR; Xi . . . X ) 

Non-property tax revenues, especially grants from other governments, as 

determinants of expenditure have been extensively researched, and are 

discussed briefly in the sections on expenditures and the LEVY in this 

chapter. 

The goal of the remainder of this section is to refine equations 

(22) and (23) for the three units of government.  Each sub-section will 

deal with important non-property tax revenues available to the unit of 
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government followed by the development of equations in the general form 

of equations (22) and (23). Much of the information used to assess NTR 

is from the Bureau of Governmental Research (1975). 

Schools 

In 1975-1976, 44 percent of the revenues of Oregon's schools was 

from non-property tax revenues. Of that, 71 percent was from the state 

with the remainder coming from the federal government (3 percent) and 

miscellaneous sources including county school funds (26 percent) (OSU 

Extension, 1978). 

Several types of state aid are made available to school districts 

including the Basic School Support Fund (BSSF), the Common School Funds 

(CSF) and grants for special education.  The latter program involves 

states grants to school districts to support special education programs, 

for example programs for slow learners.  The CSF is a fund of monies 

collected from rents on state-owned lands, apportioned to school districts 

on a per pupil basis. 

By far the most important non-property tax revenue is the BSSF. 

(Oregon Department of Education, 1977a).  The total apportionment is the 

sum of apportionments for transportation, equalization, flat grants, and 

for growth or decline. The flat grants (73 percent of total) are appor- 

tioned solely on a per pupil basis.  Growth and decline payments (one 

percent) are also on a per pupil basis and are for the purpose of com- 

pensating school districts for the additional costs expected to be in- 

curred as a result of growth or decline. 

The apportionment for transportation is distributed according to 

each school district's transportation costs which vary as the number of 

pupils and distances travelled vary. 
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Finally, the apportionment for equalization (19 percent) is intended 

to compensate the less wealthy districts.  Briefly, district equalization 

is equal to the "basic program" (a set expenditure per pupil times number 

of pupils) minus the "local contribution correction" (the sum of the dis- 

tricts receipts from Federal Forest Fees and the CSF) minus flat grants 

minus the product of the local contribution rate per TCV (the rate which 

will distribute all the money available for equalization) times the TCV 

(Oregon Department of Education, 1975a).  Some federal grants are avail- 

able for specific programs, for example, the hot-lunch program. 

Finally, the counties make some monies available to schools through 

county school funds. The county school funds derive money from Forest 

Service timber sales.  Also there are Intermediate Education Districts 

(lED's) in most counties which are in a sense non-property tax revenue 

sources for schools. The IED levies are county-wide levies which are 

apportioned in a manner intended to compensate poorer districts with 

monies from the wealthier districts. While appearing in school accounts 

as NTR, the IED levy is a special property tax. 

It is readily apparent from the above discussion that two variables 

influence the amount of NTR available to any given district. Most im- 

portant, of course, is the number of pupils in the district measured by 

ADM. Virtually all monies received are distributed on a per pupil basis 

with some variation according to the districts wealth as measured by its 

relative True Cash Value. Those districts with higher per pupil TCV 

(PTCV) are considered wealthier than those with lower PTCV. 

As with expenditure determinants, equation (22) needs only the sub- 

stitution of ADM for POP.  Estimation of (22) with ADM may then be used 

to make inferences about the population/NTR relation from information 

that may be available about the ADM/population relation. 
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The new equation is: 

(25) NTR = ao + axADM + U25 

One would expect the intercept term a0 to nearly equal zero while the 

coefficient on ADM, ai, should be positive and significant.  Further, ai 

should approximate the average per pupil NTR (PNTR) which should be nearly 

constant.  Dividing (4) by ADM yields: 

(26) PNTRs = ^ + ai  +  u26 

where j—rj   should equal zero and aj equals average PNTR. 

The amount of outside monies available to schools may of course vary 

over time.  The BSSF apportionment is changed by each session of the legis- 

lature, for example, resulting in different amounts available in differ- 

ent years.  The estimation of such exogenous shifts and the examination of 

a short-run change in NTR's can be done in the same manner in which the 

TEXP equations were done. Through the same process one can derive: 

(27) CNTR = aiCADM + 32(1) + U27 

where CNTR equals change in NTR's and CADM equals change in ADM. 

If our hypotheses about ao, ai, and az  are correct then the following 

should be true. The coefficient ai in (5) should represent the average 

PNTR as stated.  Further, it should represent the marginal PNTR equal to 

the average if one time period is examined (t = 0) or if all time obser- 

vations are pooled. Equation (27) is an estimate of how NTR changes 

from one time period to the next according to changes in ADM. The para- 

meter ai then measures the marginal PNTR.  If the short-run behavior 

is identical to long-run behavior it should be equal to or perhaps 



37 

slightly greater than the coefficient on ADM in (25).  It may be greater 

due to the BSSF apportionment for growth. The coefficient az  is a measure 

of the (exogenous) trend in NTR; that is, the change in NTR taking place 

over time independent of CADM. 

Further refinement is possible with the introduction of wealth. 

Wealth is measured by the state according to per pupil TCV (PTCV). The 

inclusion of wealth yields: 

(28)  NTR = bo + biADM - b2PTCV + u28 

Here the expectations on bo and bi are the same as for ao and ai. The 

coefficient, b2, however, should have a negative sign indicating the in- 

verse relation between wealth and available state and IED aid. 

The simple correlation coefficient between ADM and PTCV is positive 

3/ 
by hypothesis.—  The bias of bi as a result of dropping PTCV is equal to: 

Bias = E(bi) - bj = Tizbz 

Since r^ is positive by hypothesis and bz  is negative by assumption 

the right-hand side is negative implying that the bias is negative; that 

is, the OLS estimate bi will understate the "true" coefficient bi if the 

assumptions about PTCV are true. As a result bj will estimate an effect 

of ADM on NTR which is less than the "true" effect on NTR attributable 

solely to ADM. 

Cities 

About 70 percent of revenues for cities are derived from non-property 

tax revenue sources, of which about 13 percent are received from the 

3/ —  See section on property values. 
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state, 23 percent from the federal government, and 61 percent from charges, 

fees, and miscellaneous sources at the local level. 

Revenues from the state in descending order of magnitude include 

highway revenue, liquor revenue, cigarette tax revenue,.and sewer system 

grants. Highway and liquor revenue are the bulk of state aid to cities. 

Revenues from the federal government are dominated by revenue sharing 

funds.  These funds are apportioned on the basis of population times tax 

effort (taxes collected divided by aggregate personal income) times 

relative income factor (per capita county income divided by per capita 

income) (U.S. Department of the Treasury, 1977). 

Other federal revenues include grants-in-aid for sewer and water 

systems, manpower programs, and law enforcement programs, as well as 

several miscellaneous programs. 

Local non-property tax revenue derive from a variety of sources. 

Tax revenues (other than property tax revenues) include franchise and 

business taxes. Other revenues are from sewer user changes, fees, and 

charges for parking, recreation, and land use and construction fees. 

There are also revenues from fines and forfeitures, interest earnings, 

and rental and sale of real property. 

Most of the variation in NTR for cities should be explained by 

population, NTR varying directly with the magnitude of population. 

Development of NTR equations for cities parallels the development for 

schools. 

(29) NTR = ao + aiPOPc + U29 

The intercept term should approximately equal zero, but in any case 

has little meaning for the model.  The coefficient ai obviously should be 
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positive.  If there is a direct correspondence between population and NTR 

on a (near) constant basis then ai would be a measure of both marginal 

and average NTR per capita, since dividing (29) by POP yields: 

NTRc   an 
W     POP; =po^ ♦»!(!) +»30 

•a 

At least at the limit, whatever the value of ea , the term (p P )-K) 

as POPc-»a>.  This leaves ai as the average NTR per person.  From (29) ai 

can be interpreted as the variable or marginal NTR . 

If there are exogenous structural changes over time or to examine 

short-run change, one can estimate: 

(31)  CNTR = aiCPOP + aafl) + U31 

This equation estimates the change in NTR over some period of time 

according to changes in population (estimated by ai) and structural trends 

(estimated by aa).  If no trend exists then az should not differ signi- 

ficantly from zero. 

As it stands, equation (29) may be incomplete. According to Baumol 

(1967) there is,reason to believe that the effect of population is not 

linear, but is proportional to its square. With respect to the non- 

property tax revenues of cities this could be especially true.  For ex- 

ample, state and federal grants are block grants designed to initiate or 

sustain projects such as sewage treatment plants, street lighting and 

improvements, manpower programs, and police and fire training facilities. 

Project such as these become feasible only at certain levels of popula- 

4/ 
tion.—  Additionally, revenues from fees and fines may increase more than 

4/ —  See expenditure theory in the previous section. 
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proportionally with larger populations. The incidence of crime,— for 

example, is positively related to the size of population (FBI, 1973), im- 

plying that fines increase at an increasing rate as population increases. 

As a result, although the basic hypothesis of a simple linear relation- 

ship between NTR and POP remains, there is reason to suspect that non- 

property tax revenues would show a slight tendency to increase at an 

increasing rate as population increases. This implies the addition of 

POPSQ to (29) to give: 

(32) NTRc = ao + aiP0Pc + aaPOPSQ + U32 

where aa is expected to be positive. 

Because of revenue sharing and other intergovernmental programs, 

several components of NTR are inversely related to income. Expanding 

(23) for cities results in: 

(33) NTRc = b0 + b1P0Pc - b2INCc + U33 

where bo and bi retain the same interpretation. The coefficient bz  has 

a negative sign indicating the expected inverse relation between INC 

and NTR. 

If equation (33) is the correct specification, then estimating (29) 

(or 33)) without INC will result in a bias on bi, the estimate of bi the 

coefficient on POP.  From Theil: 

Bias (bi) = EfbO - bj = rizbz 

Where ba is by hypothesis negative, and ria, the correlation between 

—  Defined as number of crimes per unit of population. 
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INC and POP, is positive by assumption.—  If indeed the true b2  is nega- 

tive then the bias of bi is negative; that is, bi would probably under- 

estimate the "true" bi. 

County NTR Theory 

About 82 percent of the revenues available to county governments de- 

rive from non-property tax sources.  Easily the largest portion of NTR, 

is from timber sales on federal land.  Eighteen Oregon counties receive 

monies from 0 £ C timber sales (U.S. Department of the Interior, 1977). 

This source is a result of the inability of local governments to tax 

federal government for its holdings of land.  In lieu of taxes on the 

lands the federal government reimburses the counties a certain percentage 

of revenues collected from sales on 0 § C timber. 

Similarly, revenues are derived from sales of timber on National 

Forest Service (FS) lands with thirty-one counties receiving payments from 

the Forest Service. Twenty-five percent of FS receipts are placed in the 

county school and county road funds. 

Health department contributions are the only other major federal 

source of funds. 

The major state sources are in decreasing order of importance, the 

Highway Fund Apportionment, cigarette tax funds, and liquor revenue allo- 

cations.  There are also numerous, small apportionments. 

The remaining NTR's derive principally from fees and fines, hospital 

receipts, land sale and rental, and interest on invested funds (Revenue 

Sources of Oregon Counties, 1976). 

Of the many NTR sources only two are of major importance: revenues 

—  As a city's population increases, so will its per capita income. 
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from timber sales (both 0 5 C and FS) and highway fund receipts.  The 

highway funds are apportioned according to the number of vehicle regis- 

trations in the county which is expected to be roughly proportional to 

POP, .  Hence, those counties with large population receive more highway 

funds. 

The funds received from timber sales are more difficult to predict. 

Timber cuts vary over time as timber needs vary.  Revenues would be ex- 

pected to change as timber prices change and, obviously, as the amount 

of timber changes. 

Although highway revenues and timber sale revenue are the two 

largest single sources of revenues, the bulk of county NTR derives from 

miscellaneous fees, fines, and intergovernmental grants including revenue 

sharing. Many of these funds are directly related to population. More 

people in a county would mean more fees and fines collected, also more 

total intergovernmental revenue received.  Population ought to explain 

a large amount of variation in NTR, , with a positive, highly significant 

coefficient on POP, . k 

As a first approximation of the effect of population on NTR, the 

following should do well: 

(34)  NTR, = ao + aiPOP + U34 

The intercept term should be non-negative, but its value is of no 

real interest.  The coefficient on POP, , ai, should be positive, signi- 

ficant, and an approximation of the average per capita NTR, . 

As with other governments, a change equation is easily developed: 

(35)  CNTRk = aiCPOPk + a2(l) = u35 
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This equation is an estimate of how NTR, changes from one time period 

to the next according to changes in population.  The constant term as 

usual measures the trend and the parameter, ai may be seen as an estimate 

of the marginal NTR, per person. 

By the same logic of the section on cities' non-property tax revenues, 

the inclusion of a polynomial term, POPSQ, , appears to be warranted.  If 

per capita non-property tax revenues are higher in more populous counties. 

as expected, then the addition of POPSQ, ought to increase the explanatory 

power of the equation.  Equation (36) follows: 

(36) NTRk = a0 + aaPOPk + a2P0PSQk + use 

where a.z  is expected to have a positive sign. 

Without developing an extensive sub-model of the forest industry 

replete with timber yields and prices, the best alternative for specifying 

a county NTR equation corresponding to (23) would simply be the inclusion 

of a dummy variable, OC, equal to 1.0 if a county is an 0 § C county and 

0 if not.  The new equation is: 

(37) NTRk = ao + aiPOPj^ + aaOC + U37 

where a.z  is expected to indicate the (positive) amount of revenues, on 

the average, accruing to counties eligible to receive 0 § C funds. 

Again, from Theil, the bias of bi occurring as a result of dropping 

OC from the estimated equation will be: 

Bias (bi) = E(bi) - bi = r^ba 

By hypothesis bz  is positive, and, since the 0 § C counties are all 

in Western Oregon and so are generally more populous than the non 0 § C 
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counties, T12  is assumed to be positive. The bias of bi is expected, as 

a result, to be positive; that is bi  will over-estimate the true effect 

of POP on NTR^. 

Local Government Property Tax Levies 

In the model, the LEVY is the identity:  TEXP - NTR = LEVY.  If 

both the TEXP and NTR equations include the same explanatory variables, 

the LEVY equation may be determined by subtracting NTR from TEXP. Ob- 

viously, if TEXP and NTR increase (or decrease) by the same absolute 

amount, the LEVY will remain unchanged.  Should the absolute effect of 

population on both TEXP and NTR be equal then LEVY will be constant. 

That possibility seems unlikely because it implies that, for example, 

all cities regardless of size (yet alike in other factors) would have 

the same tax levy. 

The relative effect of population on TEXP and NTR is also of interest. 

Note that since NTR <^ TEXP, if both are increased by the same factor, 

the difference will be increased by the same factor.  If the relative 

effect of population is different for each variable, however, then the 

relative effect on LEVY will be different. 

A reason for treating LEVY as a variable with a life of its own was 

touched on briefly in the expenditure discussion and concerns the budget 

committee.  It is here that the Oregon so-called six percent limitation 

takes on importance. Assume that local government budget makers deter- 

mine that some amount of expenditures is desirable for the coming year. 

From that figure is subtracted the NTR expected to be received in the 

forthcoming year. The result is the tax levy; that is, the amount of 

money necessary to balance the budget to be raised through property 
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taxes.  If the budget levy is within the six percent limitation, it be- 

comes the basis for the tax rate.  If, however, the tax levy is beyond 

the six percent limitation, voter approval is required, giving an incen- 

tive to the budget committee to minimize the difference between expendi- 

tures and non-property tax revenues.  Hence, if NTR is expected to be large, 

a higher level of expenditures may be budgeted while maintaining a levy 

within the six percent limitation.  It is assumed that local government 

officials prefer to stay within the six percent limit because the viability 

of a levy beyond that limit is uncertain.  In 1970, for example, over 

a third of Oregon's cities needed voter approval for levies outside the 

six percent limitation with many failing to receive approval. About 96 

percent of Oregon's schools needed voter approval with some requiring as 

many as five elections (OSU, Extension, 1977). 

The hypothesis is that the levy would be more tied to population 

than are TEXP and NTR since budget makers would, in this scenario, attempt 

to keep it at a level which would both support and be supported by the 

population.  So, if costs (i.e., expenditures) increase with increases in 

population as hypothesized, and if the same level of services is desired 

then the levy would either have to be a constant proportion of the popu- 

lation or increase at an increasing rate with respect to population. 

Testing the proposition requires estimation of goodness of fit to popu- 

lation (R2) as well as estimates of standard errors.  So, the effect of 

population on LEVY is a question of interest beyond the mere mathematics 

of determining TAX. 

As a result, the same equations developed for NTR and TEXP are used 

to predict LEVY at each level of local government. The same interpreta- 

tions of the coefficients holds.  The equations are: 
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(38) LEVY = ao + aiPOP = use 

(39) CLEVY = aiCPOP + &1  + U39 

(40) LEVY = ao + ajPOP + aaPOPSQ + U40 

In addition, we need a fourth equation to estimate the elasticity of 

LEVY with respect to population. 

A unitary LEVY elasticity implies that the proportion between LEVY 

and POP is constant.  If POP increases by n percent, then LEVY increases 

by n percent.  If the same happened to TCV, the RATE would remain constant. 

If LEVY were population elastic, it would increase at a rate greater than 

the rate of increase in POP.  An increase of n percent in POP would lead 

to an increase of greater than n percent in LEVY; and conversely if the 

elasticity is less than one. Also, the LEVY elasticity may be compared 

with the elasticities of TCV and VRES.  If the LEVY elasticity is greater 

than the TCV elasticity, then increases in POP will increase the tax 

rate which may increase residential property tax bills depending on the 

VRES elasticity. These relationships are discussed further in the re- 

mainder of the chapter. 

An easy way to compute a constant elasticity is in log-linear form. 

(41) LEVY = aoPOP^e""1 

where ao is a constant parameter and ai is the elasticity of LEVY with 

respect to population. The nyll hypothesis is that LEVY is a constant 

proportion of POP. Thus, 

(42) LEVY = k POP 
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which by substitution in (41) and solving for ai leads to the null hypo- 

11 
thesis— 

(I) Ho: ai = 1.0 

versus the alternative 

Ha: on t  1.0. 

Considering LEVY as a separate entity, its importance to the model 

lies in its relationship to TCV. This relationship is examined further 

in the short section on RATE. 

Property Values 

Studies of property value determinants may be broadly classified 

into two groups according to their objective.  The first group is com- 

prised of "site-specific" studies; that is, a theory or methodology is 

proposed for estimating the value of a specific site.  Such studies are 

useful for tax assessors, realtors, and speculators. A typical model 

would predict a property's market value on the basis of such variables 

as number of rooms, amount of frontage, the age of the house, and other 

related variables. While the models are primarily for predicting specific 

property values their general form may be extended to predict average 

values over a large area when data is available.  For example, with 

neighborhood averages a model may help predict average housing values over 

a county-wide area. "Site-specific" models are characterized by an em- 

—  The hypothesis concerning the relative effects of population on the 
dependent variables used for comparison with other dependent variables 
are numbered consecutively with Roman numerals to emphasize their importance 
in determining the ultimate tax-population relationship. 
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8/ 
phasis on prediction at the expense of analytical value.— 

The other broad category of model types may be called "variable- 

specific" models.  These are also predictive but are developed to test 

hypotheses about the influences of specific variables on property values. 

For example, Norse (1967) and Ridker and Henning (1967) have examined 

the effects of air pollution on residential property values. 

It is the second category of study which is of interest here because 

the nature of this inquiry is variable-specific, namely what effect does 

population have on property values? In order to assess the impact of 

population on property tax bills one must understand and estimate the 

relationship between population and property values. 

It should be noted that some previous work has been done relating 

population change to residential property values.  Ruttan (1961) has 

done a study of local population pressure on farm real estate values 

in which he found population to have a highly significant positive impact 

on land prices. Witte (1977 and 1975) whose work is discussed in this 

section has examined residential site costs with respect to population. 

9/ 
Other studies— have examined urban and suburban sprawl but they tend to 

be site-specific and relate only to population growth within a particular 

sector in an urban area. Thus, it is necessary to deal with the available 

literature and glean what we can from it vis-a-vis the effect of popula- 

tion on property values. 

Following a discussion of some general theoretical issues relating 

to property values the study proceeds along the line of developing a value' 

8/ 
— Examples of these include models developed by Wood (1976) and Clonts 
(1970). 

9/ 
— See, for example, Harvey and Clark (1965) and Rancich (1970). 
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determinant model through the inclusion of first population then the only 

other exogenous variable, income. The sub-model for determining property 

values is proposed based on the discussion and is combined in a later 

section with the other sub-models to form the complete model which will, 

hopefully, allow us to make inferences about the effects of population 

on tax bills. 

A question may arise about the difference between assessed and mar- 

ket values.  Obviously, only changes in assessed values will be reflected 

in tax bill changes. On the other hand, changes in population would be 

expected to affect market values.  Is there a relation between assessed 

and market values? Fortunately (for research purposes at least) Oregon 

law stipulates that assessed value must be 100 percent of market value. 

Assuming that assessed values do reflect market values then they should 

also reflect the effects of population on property values. And that should 

be a good assumption. The ACIR (1977) study showed that Oregon ranked 

first in the nation in 1971 in ability to assess at market value. 

The Property Block Sub-Model 

Recall the formula for computing a residential property tax bill. 

TAX = l^f- -  VRES 

Clearly, there are two different property variable with opposite 

effects on TAX. Assuming a constant LEVY, if both VRES and TCV change 

at the same rate, i.e., 

AVRES 
VRES 
  = 1 
ATCV 
TCV 

then changes in property values do not affect property tax bills. 
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If VRES increases at a faster rate than TCV average property tax 

bills increase, while if TCV increases faster average property tax bills 

decline. This result makes possible inferences about whether the pro- 

perty value block influences changes in average property tax bills. 

Tne major exogenous determinant of residential property values be- 

sides population, is income. Income should have a strong impact on the 

demand for residential property. In the studies which have examined it 

as an explanatory variable, income has been found to be significant and 

positively related to residential property values (Gates, 1969; Hyman 

and Pasour, 1973; Ottensman, 1977; and Heinberg and Gates, 1970). 

Property is assumed to be a normal good. Therefore, income should 

have a positive impact on property values; that is, an increase in in- 

come by shifting the demand curve for property to the right will result 

in higher prices paid for property. 

Surprisingly little research has been done on the effect of popula- 

tion on property values.  Property value determinant studies have in- 

cluded total population and population change as explanatory variables 

but seldom are either of those variables the focus of the study.  De- 

spite that testable hypotheses may be generated from a common sense 

theory of property value determination. 

Turning first to the supply side, how can we picture the shape of 

the supply curve for residential housing? Land, the essential element 

for supply of housing, is in the limit fixed, of course.  But even in 

the most crowded city there are vacant lots and there is almost always 

room for urban expansion or land can be converted to more productive 

uses.  Land for residential purposes is even less fixed.  Zoning law 

changes, for example, may be used to create more residential land. To 
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the extent that it is possible to free land for residential purposes, the 

supply curve for residential land will deviate from the vertical.  This 

suggests that the more crowded an area, the more competition there will 

be for the available residential land.  It is commonly assumed (Witte, 

1977; Ottensman, 1977) that the supply curve for residential land is 

steep, becoming more inelastic in its upper portion.  Hence, it is ex- 

pected that population should be positively related to residential land 

values and so to residential property. 

The studies examined for this paper include population only as a 

control variable.  Both Ottensman and Hyman and Pasour found a significant 

positive relation between population and housing values.  This is not 

too surprising. One would expect that in more populated areas there is 

a higher degree of competition for property, both residential and non- 

residential.  Similarly, one would suppose that more populated areas are 

more popular areas -- that's why they are more populated -- and so 

prospective residents would be willing to pay a higher price for housing 

than they would in less populated areas.  Certainly that could be true 

in Oregon. A greater population usually means a greater variety of 

services, both public and private, available to a resident. 

By the same logic, population growth ought to affect residential 

property values positively.  Population growth, means an effective in- 

crease in the demand for the relatively scarce resource of residential 

property.  Given a fairly inelastic supply of residential housing, 

especially over a short-run period of a couple of years, everything else 

equal, those areas undergoing more rapid growth would be expected to 

simultaneously be undergoing more rapid increases in property values. 

Ottensman (1977), in an interesting twist, hypothesized that popu- 

lation change has a supply effect.  His reasoning was that landowners 
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attempt to perceive not only current benefits from holding land but also 

a stream of future benefits which they may discount back to the present. 

If future net benefits are expected to be high more land will be withheld 

from the market in anticipation of higher future prices.  The result, a 

decrease in supply (a left-hand shift in the supply curve), would be 

higher land values in the current time period.  Population growth, 

Ottensman argued, is the best indicator for landowners trying to anti- 

cipate future development; those areas undergoing rapid growth may be 

expected to have more intensive development, thus more valuable land in 

the future than those areas not growing as quickly.  In fact, Ottensman 

did find a significant positive relation between rate of growth and land 

values. Apparently both the demand and supply effects of population 

growth exert upward pressure on property values. 

An important point of discussion is the distinction between all 

property and residential property.  Recall that True Cash Value of all 

real property in a district (TCV) is the total valuation of all real 

property in the district.  Residential property (VRES) is the value of 

single family dwellings, a subset of TCV. Also recall that if VRES and 

TCV change at the same rate, the changes do not affect tax bills (TAX). 

This suggests that while it is necessary to estimate the effects of 

population on VRES and TCV, it is also necessary to determine whether 

population has a more pronounced effect on one variable than on the other. 

The proponents of growth have traditionally argued that as a result 

of growth the amount of taxable property in a district will increase 

enabling the district to decrease the tax rate.  If, however, growth also 

increases residential values the total residential tax bill could go up 

despite the decline in tax rate.  Just how the two variables change with 
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growth is an empirical question examined in the next chapter. Nothing 

found in the literature offers a theoretical basis for examining the 

nature of the relationship. 

Residential property is assessed at market value. Although in- 

dividual properties are not assessed annually, assessors are charged 

with maintaining some semblance of true cash value on all property. 

Oregon law stipulates that property be re-assessed at least every six 

years.  For the intervening years an indexing system is used.  Using this 

method the appraiser compares a property with similar properties in the 

area that have been recently sold.  A price index of housing costs so 

developed may then be applied to any property not physically appraised. 

Commercial and industrial property, however, is appraised by an in- 

come method.  The capitalization of net income a property will produce 

in the form of rent is the basis for estimating the market value of most 

non-residential property. 

The different appraisal methods suggest that different factors in- 

fluence the market value of different types of property, which means 

that population pressure may affect each differently. 

It is, however, not possible to state a priori at what rate each 

type of property will be affected by population. Total property includes 

both residential and commercial and industrial property. Also, the 

relative shifts in the supply and demand curves depend on a variety of 

variables including the relative elasticities of each.  It is_ possible 

in light of the above discussion to specify equations which ought to re- 

sult in an empirical estimate of the relative change in each type of 

property as a result of population growth.  Estimation in log-linear 

form allows us to interpret the coefficients on population variables as 

elasticities. 
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Expressing TCV as a function of population yields: 

(43) TCV = aoPOPa2eU'43 

where ao is an unknown parameter and 02, also unknown, is the elasticity 

of TCV with respect to POP. 

In (43) note that 02 may be greater than, equal to, or less than 

1.0.  If 012 is greater (less) than 1.0, then TCV is an increasing (de- 

creasing) function of POP. A one percent rise in POP would lead to a 

greater (less) than one percent increase in TCV. An elasticity of one 

(012 = 1.0) implies that TCV will change at the same rate as POP.  If the 

levy elasticity equals 1.0, the null hypothesis from the previous sec- 

tion, then a population's effect on the tax rate operates through TCV. 

If TCV is population elastic, the rate will decline, if inelastic the 

rate will go up.  If TCV is unitary elastic there will be no change in 

the rate attributable to population. The second null hypothesis to be 

tested, then, concerns the TCV elasticity value: 

(II) Ho: nTCV = aa = 1.0 

versus the alternative: 

Ha:  nTCV = 012 t  1.0. 

Although the alternative is two sided, one would expect the elastic- 

ity to be greater than one. Other studies (Maisel, 1964; Ottensman, 

Ruttan) have estimated per capita property values as linear functions of 

a variety of explanatory variables, including population.  Each found the 

coefficient on population to be positive and significant. 
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The simplest estimation of the relation between TCV and POP is: 

(44) TCV = ao + aiPOP + u^. 

where ai should be significantly greater than zero and ao is the con- 

stant term.  Dividing (44) on both sides by POP gives: 

(45) |^= PTCV = ^+ ai   + u.s 

As POP increases the term p-j^- goes to zero and may be ignored. Then 

ai is an estimate of the average, per capita value of TCV. 

But if PTCV is a positive function of POP as just proposed, then 

the following equation is obtained: 

(46) PTCV = ^ = ao + aiPOP + u^ 

or multiplying through by POP: 

(47) TCV = aoPOP + a1POPSQ + uh7 

By hypothesis, ai is positive implying that TCV is a positive and 

increasing marginal function of POP; that is, the curve generated by (47) 

should get steeper as POP increases.  If so, then the elasticity of 012 in 

(43), should be greater than one. 

Ottensman noted that population has a supply effect.  Those districts 

which have relatively scarcer land should have higher per capita property 

values and more elastic responses to population pressure. Thus it would 

not be unreasonable to expect per capita property values and TCV elas- 

ticities to be higher for cities than for counties. 

The value of all residential property in a district (TOTRES) is a 

subset of TCV.  If the response of residential property to population 
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pressure is the same as the TCV response, whatever it is, then residential 

property owners as a group will maintain a steady share of the property 

tax burden.  Thus the null hypothesis: 

(in) HO: nT0TRES = bi - 1.0 

versus the alternative: 

Ha:  nT0TRES = bl * 1-0- 

As with TCV, the elasticity of TOTRES could be estimated from: 

(48)  TOTRES = b0POP
blel ^bi u48 

where bi is the elasticity of TOTRES with respect to POP.  If ctz  equals 

bi then the class of residential property owners will maintain a con- 

stant share of the property tax load.  If a.2  is greater (less) than bi 

residential property owners would pay a declining (increasing) share of 

the property tax burden as a result of responses to population pressure. 

This gives another testable hypothesis: 

(iv) HO: nTCV = a2 = bi = nT0TRES 

versus 

Ha:  nTCV = a2 ^ bi = nT0TRES 

The average value of a residential property, VRES, as previously 

discussed is also a positive function of population.  Expressed linearly 

it is: 

(49)  VRES = CQ + CiPOP + uh3 

But VRES is the identity: 
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(50) VRES = ™TR§§. 
N 

where N is the number of residential properties.  If the number of pro- 

perties is a constant proportion of population: 

(51) N = KPOP 

then by substitution: 

(52) TOTRES = (KPOP)(VRES) 

and substituting into (48): 

(53) VRES(KPOP) = boPOPbleU53 

or 

(54) VRES = fepOPbl"1eU5'4 

K 

or 

(55)     VRES = CoPOPa3eU55 

where 

C    = ^2-     anci    as = bi-1 
K. 

Hence, if bi equals 1.0, the null hypothesis, then 0.3  equals zero, 

an equivalent hypothesis if N is a constant proportion of POP. So 

hypothesis III may be modified by substituting (as + 1) for bi and re- 

ducing to: 

(III)' Ho: nVRES = as = 0 

Ha:  nVRES = 013 t  0. 
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Then substituting bi = 03 + 1 into III and rearranging one obtains: 

(IV)' Ho: aa - 1 = 03 

versus 

Ha:  02 - 1 t  as 

Hypotheses II and III allow inferences about residential property as a 

whole.  Inferences about the average residential property, VRES, from 

the results of the hypothesis tests are valid only if the assumption 

stated in (51) holds. Hypothese Ill'and IV1, however allow a direct test 

of average residential property elasticities. 

If there is some trend over time not captured by POP or to estimate 

short-run changes in VRES the familiar change equation is: 

(56) CVRES = Ci(CPOP) + Czfl) + Use 

The intercept term in (56) is the trend indicators while Ci measures 

the difference in CVRES associated with a difference in CPOP and if short- 

run and long-run behavior are identical will equal the coefficient on 

POP in equation (49). The change equation (56) allows estimation of 

short-run changes in residential property values resulting from changes 

in population. 

By a similar process one can arrive at: 

(57) CTCV = ai(CPOP) + aa + U57 

which allows estimation of short-run changes in TCV resulting from changes 

in population. 

Assuming the relationship between TCV and POP is linear, the correct 

specification of (44) is: 
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(58) TCV = ao + ajPOP + aalNC + use 

developed in the discussion earlier in this section.  It is assumed that 

property, being a normal good, would have value positively related to the 

income of its owners or prospective buyers. As was mentioned, this is 

indeed the case according to past research.  If so, the coefficient on 

INC, 002, would have a positive value. Also, it is expected that POP and 

INC would be positively related, since per capita incomes are normally 

higher in larger cities. Again, following Theil, the sign of the bias 

on the POP coefficient resulting from the omission of INC in a re- 

gression estimate would be the sign of the product of the correlation 

coefficient between POP and INC and the coefficient on INC.  Since the 

signs of each are expected to be positive, the bias of the POP coefficient 

is expected to be positive.  If so, then the regression estimate, ai from 

(58), will overstate the "true" coefficient by some unknown amount. 

Similarly, VRES is also correctly specified as a function of INC 

as well as POP. Accordingly, equation (49) may be written as: 

(59) VRES = C0 + CiPOP + CaINC + u59 

By the same reasoning outlined above the regression coefficient, Cj, 

estimated using equation (49) will have a positive bias, implying an over- 

estimation of the "true" POP coefficient. 

To summarize the property value block, both TCV and VRES are first 

posited as functions of the single variable POP.  Linear estimation of 

each with POP gives estimates of the increase in each variable associated 

with unit increases in POP.  Log-linear estimation of each may be used to 

generate the elasticities of each with respect to population. The elas- 

ticity of TCV with respect to population, ai,  reveals the effect of 
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population on the tax rate as it operates through TCV. Then comparison 

of the TCV elasticity with the elasticities of TOTRES and VRES shows 

first whether population has an equivalent impact on residential property 

as on all property, then how average residential property values respond 

to population. 

The quadratic estimating equation appears to be warranted by past 

researchers1 results with the expectation that the estimated equation 

would show TCV to be an increasing marginal function of population. 

Next, short-run estimating equations of change in TCV and VRES can 

be derived which are expected to conform with the pooled equations. 

Finally, the bias on the POP coefficient in simple linear estimations 

of TCV and VRES are expected to be positive, implying that the estimated 

coefficients may overstate the "true" relationship between population and 

property values. 

Property Tax Rates and Property Tax Bills 

Just as the LEVY is a mathematical identity, so are the RATE and the 

TAX.  The RATE for any taxing district is its LEVY divided by its TCV. 

The average residential property tax bill (TAX) in the district is the 

RATE multiplied by the average value of a residential property (VRES). 

In light of the foregoing discussion of the government and property 

blocks what can be said a. priori about the relationship between popula- 

tion and RATE and TAX? 

Recall the basic null hypotheses developed for TCV and LEVY. Both 

are assumed to have population elasticities equal to 1.0; that is, they 

are homogeneous of degree one. If both are of unitary elasticity, then 

the equations relating each of them to population would be rays emanating 
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from the origin.  Under this assumption, the linear estimating equations 

would also be rays emanating from the origin.— 

Now, if both TCV and LEVY are homogeneous equations of degree one, 

then RATE expressed as a function of population will be an equation of 

degree zero.  In other words, its population elasticity will equal zero. 

This is easy to demonstrate. 

(60)  Let LEVY = aoPOPaieU 

and let 

(61)  TCV = boPOPa2eU61 

Then 

(62)  RATE = ^ - aoPOP"leU60 = ^P0Pai-a2eU62 - CoPOP^e"62 
TCV  boPOPa2eU61  b 

where Co= r^- arid ou = ai - 012. 
bo 

Since the population elasticities of each are the exponents then 

the RATE elasticity is a4 or ai - 012.  If both ai and az  equal 1.0, then 

a.k  will equal zero.  If the LEVYis more elastic than TCV (ai > az)   then 

the RATE elasticity will be positive (ai, > 0).  If TCV is more elastic 

than LEVY, then the RATE elasticity will be negative (014 < 0). 

In the second case (a4 > 0) the interpretation of the elasticity is 

that a one percent increase in population will lead to some positive in- 

crease in the RATE. Conversely in the latter case. More generally, 

interpreting the log-linear (on simple linear) equations (1), (2), and 

(3) as comparisons among districts of different sizes without assuming 

—Recall that in the simple linear equations, the expected value of 
the intercept is zero. 
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any dynamism, a positive (negative) exponent in (3) would imply that 

larger (smaller) districts have higher tax rates. 

For consistency with the other variables, RATE is also estimated as 

a linear function of POP. Also, the change in the RATE, CRATE, is re- 

gressed on CPOP and the percent change in population, PCPOP.  Finally, 

quadratic equations are also to be examined.  These results, together 

with the elasticity estimates, are presented in the next two chapters. 

Because the null hypotheses developed earlier are that both TCV and 

LEVY are of unitary population elasticity, logic demands that the null 

hypothesis for RATE is: 

(V) Ho:  nRATE = a., = 0 

versus the alternative 

Ha:  nRATE = oc, f  o 

Each of the alternative hypotheses developed so far has been two 

sided.  The reason for using a two-sided alternative is to minimize the 

probability of making a Type I error; that is, to minimize the probability 

of rejecting a true null hypothesis.  Nevertheless, it was speculated 

that both TCV and LEVY might have population elasticities greater than 

1.0.  It would be nice to speculate logically about the RATE elasticity 

also but in the absence of any reason to suspect that ai or 012 are not 

equal it is not possible to guess logically whether oti, would be positive 

or negative. 

This last point is at the heart of the growth-no growth controversy. 

Proponents of growth argue that by increasing TCV the RATE will decline. 

The other side argues that the rate of increase in the LEVY will offset 

and TCV increase and tax rates will rise.  The relative effects of popu- 
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lation on TCV and LEVY hence on RATE may be compared by comparing their 

elasticities in what is essentially a modified version of Hypothesis V. 

With this substitute one can inspect the underlying relationships which 

result in either rejection or failure to reject Hypothesis V. The new 

hypothesis is: 

(V1)  Ho:  on = 0.2 

Ha:  04 / a2 

For property tax payers as a group, the relationship between popu- 

lation and RATE is a key question.  For any one class of property tax 

payers, residential property owners for instance, the focus on the RATE 

may be slightly misplaced.  Also, to be considered are their own pro- 

perties' assessed valuations.  Even if the RATE remains unchanged, if 

VRES is positively related to population, then the average residential 

property owner will pay higher tax bills as the district's population in- 

11/ creases.— 

Given the preceding null hypotheses, the hypothesis for TAX is that 

its population elasticity is zero.  If: 

a'* U63 (63)  RATE = C0POP e 

and if 

(64)  VRES = d0POP
a^dU6', 

then 

(65)  TAX = (RATE) (VRES) = c0doPOP
a3+a',eU65 = koPOPa5eU65 

—Obviously, if the property's market value increases, the resultant 
increase in the owner's wealth may offset his tax increase. 
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where ko = (co)(do) and as = 03 + a4. 

If ctj = ai* = 0, then as = 0.  If both are positive (negative) then 

the TAX elasticity (as) will be positive (negative). Thus, a percent in- 

crease in population would be associated with some positive increase in 

TAX.  If the signs of as and 04 differ, their relative magnitudes will 

determine whether TAX has a positive or negative elasticity. 

For TAX then, the null hypothesis is: 

(VI) Ho:  nTAX = a5 =  0 

versus the alternative 

Ha: nTAX = as t  0. 

As with RATE, other TAX equations will also be estimated to be con- 

sistent with the other variables' results.  Simple linear, change, and 

quadratic equations are included in this group; the change equations also 

include percent change in population as an explanatory variable. These 

results are presented in the next two chapters. 

Is it possible to hazard speculation about the TAX elasticity? 

Since the RATE elasticity must be assumed to equal zero, attention must 

be given to the VRES elasticity.  The expectation of ai*, VRES elasticity, 

is that it probably is positive:  average residential values rise as 

districts' populations rise.  If that happens, and aa does indeed equal 

zero, then TAX would be positively related to population. As a district 

grows, the average residential property tax bills will also grow.  TAX 

will be higher in more populous districts.  It remains to be seen whether 

the data bears this out. 
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Model Summary 

This chapter has been an attempt to trace out the hypothesized re- 

lation between population and residential tax bills. The formula for 

computing the average residential tax bill was used to divide the model 

into two separate parts:  the government block and the property block. 

The government block consists of expenditures and non-property tax 

revenues and, by subtraction, the property tax levy. With help from the 

literature, a relationship between population and the expenditures of 

each of the three units of local government was hypothesized.  Both TEXP 

and NTR are hypothesized to have good linear fits to population such that 

as districts' populations increase so do both TEXP and NTR.  Basically, 

three types of equations are developed.  First, to estimate the gross 

effect of population, TEXP and NTR are each posited as functions of the 

single variable POP. Then, using these simple specifications change 

equations are developed to estimate the relationships between changes in 

TEXP and NTR and changes in population.  Depending on both the accuracy 

of the first type of equation and the similarity between the short- and 

long-run relationships, the change equations may predict behavior con- 

formable to the simple pooled equations. 

Because of the possibility of NTR and TEXP increasing with POP at 

an increasing rate, the inclusion of a squared population term, POPSQ, 

is suggested to test the possibility.  Also, the second explanatory 

variable should increase the goodness of fit.  In all cases, when POPSQ 

is included in an equation's specification, it is expected to have a 

positive sign. 

Additionally, the "true" equations for NTR and TEXP are hypothesized 

and presented. The "true" equations include an additional variable, income. 
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which in the case of expenditures is expected to have a positive sign, and 

with non-property tax revenues a negative sign. Although the multi- 

explanatory variable equations will not actually be estimated, the model 

allows a logical deduction as to the sign of the bias on the estimated 

regression coefficient in the simple equations.  Thus, it is possible to 

arrive at some idea of whether the estimated POP coefficient under- or 

over-estimates the "true" coefficient. 

From the discussions of TEXP and NTR, the estimating equations for 

LEVY are developed. These equations exactly parallel those for TEXP and 

NTR.  While any LEVY equation may be calculated as the difference between 

the corresponding TEXP and NTR equations, they will also be estimated 

from the data.  Because there is reason to believe that the LEVY is not 

merely a mathematical identity but has a "life of its own" it would be 

interesting to examine the standard errors and R2 (goodness of fit) values 

for the levy-population relationship. Also, in order to compare the 

effect of population on LEVY to the other variables in the model, an 

estimate of the LEVY population elasticity will be calculated.  The null 

hypothesis to be tested is whether the LEVY elasticity (on) equals unity. 

The property value block consists of the two variables TCV and VRES, 

respectively, the value of all property in a district and the average 

value of a residential property in the district. The relationship be- 

tween population and TCV and VRES is developed in a manner similar to the 

development of the government block.  The three types of equations, simple, 

change, and quadratic, are discussed and the "true" specifications are 

presented which also include an income term. The presence of income in 

the "true" equation leads to the deduction that the estimated coefficient 

on POP will be biased upward in both the TCV and the VRES equations. 
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The population elasticity of both TCV (aa) and VRES (013) is also 

included in the discussion so that the effect of population on all the 

relevant variables may be compared.  For TCV, the null hypothesis is that 

its elasticity will equal 1.0, while for VRES, the hypothesis is that it 

will equal zero. 

Finally, the two blocks are fitted together to form the RATE and the 

TAX.  Estimating equations for these variables are also presented exactly 

parallelling the equations for the other variables.  From the preceding 

arguments it happens that the null hypotheses to be tested for these 

variables are equivalent, that their population elasticities equal zero. 

The major null hypotheses to be tested may be briefly summarized: 

(I) LEVY elasticity = on = 1.0 

(II) TCV elasticity = (xz  = 1.0 

(III) TOTRES elasticity = bi = 1.0 

(III1) VRES elasticity = 03 = 0 

(IV) TOTRES elasticity = bi = 0.2  -  TCV elasticity 

(IV1) TCV elasticity = 1.0 = az .-   1 = 03 = VRES elasticity 

(V) RATE elasticity = cm = 0 

(V1) LEVY elasticity = cti = (^ = TCV elasticity 

(VI) TAX elasticity = as = 0 

In each case, the alternative hypothesis replaces the equals sign 

with a not equals sign. 

In conclusion, there may or may not be a significant relationship 

between population and residential property tax bills.  If there is, it 

is due to some relationship between population and the other variables in 

the model which on balance results in the TAX-population relation.  If no 



68 

significant relation exists it may be due to either to (1) no significant 

relation between population and the models variables or, more likely, 

(2) a cancelling effect within the model, for example, as = 0 and ai = az 

such that a^,  the RATE elasticity hence equals zero. 

In the next two chapters, the empirical results are presented and 

analyzed with a view toward a more complete understanding of the whole 

of the TAX-population relation. 
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CHAPTER III 

RESULTS BY UNIT OF GOVERNMENT 

The Data 

In the preceding chapter a theoretical framework was set forth from 

which empirically testable hypotheses have emerged.  In this chapter, 

empirical results are presented. 

The bulk of the data was obtained from the Oregon Department of 

Education and the Oregon Department of Revenue. The most recent fiscal 

year for which complete data was available was 1976-1977.  Local budget 

summaries have been available only since 1973-1974.  Hence there was 

little latitude in selecting data for this study.  The main criterion for 

selecting data was to get the most recent data available. Also it was 

felt that because one year is too short of an interval to examine change, 

and that at the local level three years is longer than the normal planning 

horizon, the optimum years to examine were 1974-1975 and 1976-1977. 

For each of the three units of local government data on TEXP, NTR, 

and LEVY were obtained from the local budget summary sheets of the Oregon 

Department of Revenue for 1974 and 1976.  Also from the Department of 

Revenue were data on VRES, TOTRES and N in the property classification 

sheets for each of the two years.  The only information on residential 

property values was at the county level.  Therefore, in the computation 

of tax bills for each of the units of government it was assumed that the 

VRES for any district was equal to the VRES of the county in which the 

district was located. Because there was no information on VRES available 

for Yamhill County it was excluded from the data set entirely. 

Data on income (INC) was obtained from the U.S. Department of the 
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Treasury, General Revenue Sharing Data Elements Listing for 1974 and 1976. 

INC is available only for cities and counties.  School district INC is 

assumed to be equal to INC of the nearest city.  Incomes are all per 

capita incomes. 

Population (POP) figures were obtained from the Oregon Center for 

Population Research and Census, Population Estimates for Counties and 

Incorporated Cities of Oregon for 1974 and 1976.  Because no population 

figures are available for school districts the Average Daily Membership 

(ADM) of each school district was used instead.  This information came 

from the Oregon Department of Education, "Estimated Per Pupil Current 

Expenditure" summaries for 1974 and 1976.  The statewide average popula- 

tion/student ratio of 5.2 is used to compare ADM to POP when appropriate. 

True Cash Value (TCV) figures were obtained from the Department of 

Revenue, Oregon Property Tax Statistics for 1974 and 1976. 

For each district RATE and TAX were computed by the identities 

RATE = LEVY T TCV and TAX = RATE x VRES. 

At the county level there were 35 observations for each year since 

Yamhill was excluded from the data set. 

Of the 240 incorporated cities in Oregon, 156 were included in the 

data set.  Those that were excluded were cities with populations of less 

than 500, none of which had complete information, the six Yamhill County 

cities, and those few cities over 500 in population but with incomplete data. 

Of the 333 Oregon school districts, 299 appear in the data set.  The 

nine Yamhill school districts were not included.  Eight districts were 

excluded because of errors in the published figures, and 14 more were 

excluded because of incomplete data.  Three districts were excluded be- 

cause their total expenditures for new schools appeared in one year's 

expenditure figures. 



71 

All figures are the actual figures reported except that all are in 

1976 dollars.  To remove the effects of inflation, the 1974 figures were 

multiplied by 1.155 representing the increase in the Portland Consumer 

Price Index over the two-year period.  Property values were inflated by 

1.176 based on the housing price figures. 

Two sets of data were constructed for each level of government.  One 

set, the pooled data set, includes two observations on each district, 

city or county, one for each of the two years. The other set, the change 

data set, is composed of the values of the change in each variable over 

the two-year period. 

The pooled data set for schools is used to test hypotheses about 

long-run relationships of the key variables and population.  It is from 

this set of data that elasticities and predictive equations for the key 

variables are generated. 

The pooled data set is also used to estimate predictive equations 

for each of the key variables in order to gain insight into the relation 

between absolute levels of population and each of the endogenous variables. 

It is assumed, for example, that all school districts (and to a much les- 

ser extent counties and cities) behave the same way; that all school 

districts provide one and only one product, educated students and that a 

school district of a certain size will behave the same way as a school 

district of larger size when it, the first district, reaches that size. 

In general, given a regression curve relating population to any of the 

key variables, say total expenditures (TEXP), a growing district will 

tend to follow the curve as it grows.  This implies, of course, more than 

a statistical relationship between TEXP and POP.  It implies a behavioral 

relation which is measured by the regression curve obtained with the 

pooled data. 
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The change data set ought to provide a reasonable indicator of the 

short-run changes in the variables with respect to changes in population. 

As it turns out it will also shed light on the legitimacy of using esti- 

mates derived from cross-sectional data for making inferences about be- 

havior in the short-run.  More discussion of this subject is in the next 

chapter, but readers are invited to make their own comparisons of the re- 

sults presented in this chapter. 

In addition to the three units of government, each of the two sets 

of data are augmented at the county level by aggregated data.  In each 

county the total expenditure, non-property tax revenues and property tax 

levies for all school districts and cities in the county were summed and 

added to the county figures.  The result is the total expenditures by all 

units of government in the county (TEXP.), total non-property tax revenues 

received by all units of government in the county (NTR ), and the total 

of all property tax levies of each unit of government in the county 

(LEVY ).  As always, TEXP - NTR = LEVY .  The summation was done over 

34 counties.  Yamhill was excluded for reasons previously mentioned, and 

Morrow was excluded for inconsistencies in the data, namely a negative 

figure for NTR . 

The result of the aggregation is an estimate of the expected total 

tax bill paid by residential property owners by county.  Also the county- 

wide aggregation can give insight into the total relationship between 

population and tax bills by allowing estimation of the effect of popu- 

lation on the activities of all three units of local government simul- 

taneously; e.g., how the total property tax rate faced by a residential 

property owner is related to population. 
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A Caveat 

In the analysis of residential property tax bills one should, ideally, 

have information on each residential property in the state, but such in- 

formation would be extremely cumbersome and prohibitively expensive.  The 

best reasonable approximation appears to be information about each major 

unit of government. The reader should be aware, however, of the limita- 

tions of calculations computed at the unit of government level. This can 

best be illustrated by an example.  Suppose we are interested in finding 

the expected county tax bill (E(TAX )) for an Oregon residential property 

owner chosen at random. The computational formula is: 

1 n 

E(TAXJ = - E TAX,,. 
K   n . ,  Ki 

i=l 

where TAX . denotes the county tax paid by the i  residential property 
Kl 

owner in the state. 

The routine used for computations of county tax bills differs from 

the above formula.  Here, the counties' average tax bills are summed and 

divided by 35.—The formula is: 

E(TAXK) = ^ z TAX 
3 = 1 

where TAX . denotes the average county tax bill in the j  county. 

This formula actually gives us the expected value of a county re- 

sidential tax not the expected value of a residential property owner's 

county tax bill. Notice that this procedure gives equal weight to all 

counties whereas a "true" average would weight each county according to 

—Remember, Yamhill County is excluded from all calculations. 
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its population.  The difference is usually not large for school districts, 

somewhat larger for cities, and largest for counties. Those averages 

which are directly related to population tend to be biased low with this 

method. 

Figures and Tables 

Figures 3-1, 3-4, 3-7, and 3-10 contain the mean values and standard 

deviations of the population and of the variables in the tax equation for 

each unit of government.  In addition the simple regression coefficients 

and their standard errors plus the R2 values are shown on the connecting 

branch from POP (or ADM) to the relevant variable.  Figures 3-2, 3-5, 

3-8, and 3-11 contain the same information for the change in the variables. 

Figures 3-3, 3-6, 3-9, and 3-12 depict the (constant) elasticities 

of each variable with respect to population and their standard errors. 

The simple regression equations estimated with the pooled data are 

summarized in Tables 3-1, 3-3, 3-5, and 3-7.  Those equations estimated 

with the change data.set are summarized in Tables 3-2, 3-4, 3-5, and 3-8. 

Finally, the mean values for each variable in each year, the mean values 

of their change and their percent change are summarized in Table 3-9 for 

quick reference. 

All confidence intervals are 95 percent confidence intervals. Also, 

the standard for significance tests is the five percent level of signifi- 

cance, where five percent denotes the probability of rejecting a true null 

hypothesis. 
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Aggregated County-Wide Governments 

The average total residential property tax bill paid over the two- 

year period was $410.16 (see Table 3-9).  The change over the two-year 

period was $41.24 or 10.6 percent over the 1974 average of $389.54. 

During the same period, population increased at a rate of 3.12 percent. 

Increases in expenditures were not to blame for the tax jump, however, 

as TEXP declined by $89,828 (1.14 percent).  The decline in NTR was 

twice the decline in TEXP .  The average NTR went down $1,633,513 (3.44 

percent).  The net effect was an increase in the LEVY from $24,523,635 

to $25,337,320, up $813,685 (3.32 percent).  The rate of increase in the 

LEVY was more than offset by the increase in TCV .  The average change 

in TCV was $75,351,008, an 8.06 percent increase. 

The average ^value of residential property during the two-year per- 

iod increased by 10.9 percent.  As a result, although RATE, went down 1.41 

percent; residential property owners saw their tax bills increase 10.6 

percent. 

Thus aggregated local government expenditures declined although not 

as much as non-property tax revenue receipts did.  The increase in levies 

was offset by the rising value of property resulting in a declining tax 

rate.  Residential property owners were one class of property owners 

whose tax bills increased because of rapid iricrease in their property's 

assessed values. 

Now that we know how tax bills and the components of tax bills be- 

haved over the two-year period, it is time to examine the nature of the 

relationship between the tax variables and population.  Regression esti- 
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mates of the equations developed in Chapter II have been computed from 

the aggregated data to yield statistical estimates of the relation of 

population to the key variables. 

Equations 3-1-1 to 3-1-7 (see Table 3-1) were estimated with the 

county-wide aggregated data.  Equation (3-1-7) indicates a significant 

positive relationship between population and the average residential 

total tax bill. One half of the variation in TAX. is explained by POP.. 

The coefficient on POP., significantly different from zero at the one 

percent level indicates that every thousand people in a county is asso- 

ciated with a ($1.23 +_ .30) increase in TAX.; i.e., the larger the county 

the larger the total average tax bill on residential property. 

Closer examination reveals that each variable, simple and composite, 

in the TAX. equation is positive related to POP..  Each variable in the 

government block is highly correlated with POP..  The simple correlation 

coefficients between POP. and the variables TEXP., NTR., and LEVY, are 

.99, .97, and .99 respectively, so the linear fits of POP. to the vari- 

ables are very good as one might expect.  P0PA explains 98.5 percent of 

the variation in LEVY, with each additional person in a county asso- 

ciated with a ($413.80 +_ 6.40) increase in LEVY.. This compares to the 

average PLEVY. of $376.10.  The intercept term is negative and signi- 

ficantly different from zero at the one percent level.  This result con- 

tradicts the hypothesis that the constant term equals zero.  It also vio- 

lates common sense because the levy cannot be less than zero. This could 

suggest a curvilinear fit, i.e., the POPSQ. term might be appropriate, 

implying that the marginal LEVY^ with respect to population is not con- 

stant but increases as POP. increases. 

The LEVYA equation (3-1-3) is the difference between TEXPA and NTRA 

(3-1-1 minus 3-1-2). As hypothesized, the constant terms do not differ 
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significantly from zero at the five percent level.  Equation 3-1-1 in- 

dicates that each additional person in a county is associated with 

($1,174.40 +_ 49.80) additional TEXPA. The coefficient closely compares 

to the average PTEXP. of $1,080.60. The results of the NTRA equation 

are similar where the increase in NfR. associated with an additional 

person is ($761.80 +^44.80). This also compares closely with the average 

PNTRA of $704.50.  P0PA explains 97.1 percent of the variation in TEXPA 

and 95.0 percent of the variation in NTR.. 

As expected TCVA and P0PA are highly correlated and, not surprisingly, 

the linear fit of POP,, to TCV. is good; 98.9 percent of the variation in 

TCVA is explained by POP. (Equation 3-1-4).  The intercept term while 

significantly different from the hypothesized value of zero at the five 

percent level is at least positive and small compared to the average 

TCVA of $972,607,377.  The coefficient indicates an increase in TCV. of 

($13,846.60 +_  181.80) is associated with each additional person in a 

county. This compares to the average PTCV. of $14,673. 

If LEVYA and TCVA are indeed linear functions of P0PA then there will 

2/ 
be a "cancelling" effect— such that RATE, would not be a linear function 6 A 

of P0PA. 

Equation 3-1-5 indicates that RATE, is^ some function of POP.; the 

coefficient on P0PA is significantly different from zero at the one per- 

cent level.  The positive sign indicates that the more populous counties 

tend to have the higher average total property tax rates. Although the 

coefficient of (.0000231 +_ .0000134) is statistically significant it is 

still rather trivial. Given two counties one of which has 10,000 more 

2/ 
—  See Chapter II. 
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people than the other, the associated difference in the total tax rates 

3/ would be only 23 cents.—  Also, POP. explains only 15.3 percent of the 

variation in RATE.. 

The final variable in the tax equation, VRES., is also positively 

related to POP.. The coefficient indicates that each additional thousand 

people in a county is associated with an additional $31.40 +_ 1.08 in 

the average assessed valuation of a residential property. As with the 

coefficient on RATE., statistical significance does not imply economic 

significance.  For example, at the mean RATE, of 22.365 a difference in 

assessed valuation of $31.40 would be a difference of only 70 cents in 

TAX..  POP. is, however, an important explanatory variable, explaining 

over a third (34.1 percent) of the variation in VRES.. 

The examination of elasticities was suggested in the last chapter 

as a method of comparing the effect of population on the variables in the 

tax equation.  Figure 3-2 depicts the elasticity of each variable with 

respect to population. All elasticities are constant elasticities com- 

puted with log-linear equations; i.e., 

Y = AP0Pa 

or 

InY = InA + alnPOP 

where 

Y = the predicted variable 

A = a constant term 

a = coefficient on InPOP = the elasticity of Y with respect to POP 

—  One percent of average tax rate. 
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The notation of Chapter II is preserved here: 

The elasticity of LEVY = ai = .92 

The elasticity of TCVA = ctz 84 

The elasticity of VRESA = as = .18 

The elasticity of RATE. = a^ = .07 

The elasticity of TAX.  = as = .27 

The TAX. elasticity (as) is 0.27 +_  .056 which is consistent with the 

positive sign on the coefficient on POP. in equation 3-1-7. The elasti- 

cities are interpreted as implying that a one percent increase in popula- 

tion is associated with a a. percent increase in the i^h dependent vari- 

able.  So, a one percent increase in population would be associated with 

a 0.2 7 percent increase in TAX..  It would appear that although residential 

property taxes do not change at the same rate as population changes, they 

do increase when population increases.  If residents' property taxes do 

4/ 
increase with increases in population the question is which component(s)— 

of the tax equation cause(s) the increase. 

The LEVY, elasticity (ai) indicates that a one percent increase in 

POP. would be associated with a 0.92 +_ .046 increase in the levy, or a 

rate of increase in the levy just slightly less than the rate of in- 

crease in the population. 

Because the LEVY elasticity is significantly different (and less) than 

1.00, the null hypothesis from Chapter II is rejected in favor of the 

4/ 
—  The term "component of the tax equation" refers to any variable in 
the tax equation (e.g., TCV») or any combination of variables; e.g., 

LEVY 
= RATE, TAX,  — ~A A 
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alternative.  The TCV elasticity estimate is .84 +_  .046 which is also 

significantly different (and less) than 1.00, causing a rejection of the 

null hypothesis II in Chapter II. The TCV. is apparently not as elastic 

with respect to population as is LEVY., although such an assertion 

could be unwarranted.  Since the question of which variable increases 

more with increases in population is at the heart of the growth-no growth 

controversy a more careful examination of the respective elasticities is 

called for. One of the null hypotheses proposed in Chapter II was: 

(V1)     Ho:     cti  = a.2 

versus 

Ha:     oti  ^ 012 

The null hypothesis may be tested by examining the confidence inter- 

5/ 
vals around each elasticity ai and 012.—  For cti the 95 percent confidence 

interval (CI) is .856 £ ai £ .984. The 95 percent confidence interval 

for 012 is .794 _< O-z  £ .886 which overlaps the CI for oti.  Therefore at 

the 95 percent level of confidence one cannot reject the null hypothesis 

ai = 0.2'. 

The elasticity of RATE, itself can, of course, be computed. The 

computed estimate (ou) is .07 +_  .054.  The 95 percent confidence interval 

is .016 to .124 which does not include zero, therefore the null hypothesis: 

(V) Ho:  cu = 0 

is rejected in favor of the alternative 

—  An equivalent test would be a "T" test of the difference (ai - 012) 
where Ho: (ai - 0.2)  = 0 is tested versus the Ha:  (cci - 0.2)  f  0. 
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Ha: an t  0. 

The result appears to be at odds with the previous result which im- 

plied that since on = ctz  then oti - ai =  K = 0. There is a dilemma about 

which result is "true".  Perhaps an example would best illustrate the 

problem.  Let us say we are interested in finding the average RATE.. The 

method might be: 

RATEA = 

1 n 

- Z LEVY. 
n i=1   Ai 

n 
Z LEVY. 

i=l   Ai 
LEVYA 

1 n 

- Z TCV. 
n 

TCVA Z TCV. 
i=l  Ai 

Alternatively, one could compute 

, n LEVYA• 
1   r- Hl RATE. = - Z 

A  n . , TCVA . 
i=l   ai 

which is not equal to the first computation.  The problem with the 

elasticities is analogous to this example where the first method parallels 

the first null hypothesis (oti = az)  and the latter method parallels the 

second null hypothesis (as = 0). 

For the purpose of estimating the elasticity of RATE, with respect 

to population the latter method and null hypothesis have been chosen for 

two reasons.  First, simply because at the 95 percent confidence the 

hypothesis ai = az  cannot be rejected does not mean that on does equal 

az.  Note that the total interval over which each confident interval 

extends is .794 to .984; the interval where each confidence overlaps is 

.856 to .886, which is only 15.8 percent of the total interval.— 

6 / 
—  Although not necessarily 15.8 percent of the area of the intersection 
of the probability density functions of each variable. 
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The second reason is because a direct estimate of ait is made with 

the individual observations of RATE, and POP. rather than with the aggre- 

gated effects of LEVY, and TCV .  It is more intuitively appealing to 

consider rate estimates computed with direct observations rather than 

from the more roundabout LEVY./TCV. method. 

In spite of the shortcomings of the first method it is still useful. 

If the tax rate is significantly related to population, either positively 

or negatively, it is worthwhile for policy purposes to find out why the 

relationship is as it is.  For example, although the null hypothesis 

ai = 0.2  was not rejected, one might still be inclined to think that 

ai > az.    As separate components of the tax rate, the levy and true cash 

value variables are interesting in their own right.  The procedure 

followed here of estimating as as the difference between ai and az,   and 

estimating 03  directly is followed throughout for each unit of government 

in order to gain insight into the nature of the relationship between 

population and the three variables LEVY, TCV, and RATE. 

Another important hypotheses developed in Chapter II concerned the 

relative effect of population on the valuation all property (TCV.) and on 

7/ 
residential property (TOTRES).  From 1974 to 1976 the county- average 

total value of all residential property (TOTRES) increased by 13.9 per- 

cent compared to the TCVj, increase of 8.1 percent.  As a percentage of 

TCV,., TOTRES went from 34.8 percent in 1974 to 36.6 percent in 1976. 

Recall hypothesis IV developed in Chapter II: 

(IV)  Ho:  nTCV = az = b1  =  nT0TRES 

versus 

7/ —  The county variables cited here are equivalent to those of the aggre- 
gated data set except that they include Morrow County. 
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Ha: nTCV = a2 ^ bx = nT0TRES> 

If the null hypothesis is true then the conclusion would be that 

the effect of POP on TCV is the same as on TOTRES... The modified 

hypotheses are: 

(IV1) Ho: aa - 1.0 = as 

versus 

Ha:  012 - 1.0 ^ as 

8 / 
A true null would imply that the effect of population on TCV is— 

matched by its effect on VRES so that the only net population effect on 

TAX would be through the government block. 

The two confidence intervals for a2 and bi are: 

a2 = •794 to .886 

bi = 1.161 to 1.273 

which do not overlap. Obviously the effect of population on TOTRES is 

greater than on TCV. The data showed that over the two-year period 

TOTRES became a larger portion of TCV which, given the estimated elasti- 

cities is at least partly a result of the effect of population pressures. 

It is also interesting that the elasticity of TOTRES, 1.22, is very 

close to 1.0 more than the elasticity of VRES which equals 0.18.  This 

is consistent with the proposition that the number of residences is a 

constant proportion of population.  Also the correlation coefficient 

between N and POP is, .99+, implying that the proportion is constant 

8/ 
—  The complete derivation of the hypotheses and their interpretation 
is contained in Chapter II. 
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across all counties regardless of economic or social characteristics. 

Comparing TCV and VRES elasticities the confidence interals for ctz 

and as  are: 

012 = .794 to .886 

as = .110 to .250 

az - 1.0 = -.206 to -.114 

Clearly the confidence intervals of as and (az - 1.0) do not over- 

lap, so the null hypothesis is rejected in favor of the alternative. Had 

the statistically more powerful alternative hypothesis been: 

Ha: az -   1 < 0.3 

then the null hypothesis would still have been rejected, implying that, 

an increase in population while reducing the tax rate by increasing TCV, 

could increase residential property tax bills due to the elastic response 

of VRES to population. 

The preceding discussion has been centered around estimates of 

partial coefficients and elasticities derived from pooled cross-sectional 

data from two time periods. The concepts of partials and elasticities 

imply the presence of some dynamic relationship.  So by implication, 

cross-sectional studies assume that changes in expenditures or property 

values occur along the regression curve. 

Pooled time series cross-sectional data is preferable, obviously, 

because there is a temporal element added, but even then it may be fallacious 

to put too faith in the notion that changes occur along the estimated 

curve.  Indeed, in this study's set of differential relationships, the 

changes in the variables from 1974 to 1976, the estimated change equations 

do not generally conform to the pooled equations so far presented. 
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Figure 3-3 depicts the mean values and simple regression coefficients 

for the aggregated county-wide governments' change equations as well as 

their standard deviations and standard errors respectively. The regres- 

sion equations in their entirety are contained in Table 3-2. 

Recall the general form of the change equations derived in Chapter 

II. 

AY = aiAX + a2 

where 

AY = the change in the dependent variable 

AX = the change in the explanatory variable (in this case 
population) 

ai = the coefficient explaining the relationship between AY 
and AX 

012 = the intercept measuring any trend over time for AY. 

In addition, the three variables CRATK., CVRES., and CTAX. are also 

estimated as functions of percent change in population. The reason for 

so doing is that for these variables the effect of a change in population 

would depend largely on the initial magnitude of population. 

Equations 3-2-7 and 3-2-10 estimate CTAX. as functions of CPOP. and 

PCPOP. respectively.  In both cases the intercept term, the trend indica- 

tor, is positive and significant at the five percent level. The inter- 

cept in 3-2-7 is 52.59 which is slightly larger than the mean change in 

TAX. of $41.24. The coefficient on CPOP. has a negative sign but not 

significantly different from zero.  Its sign and the positive intercept 

indicate that there may be a slight general tendency for taxes to increase 

by a smaller amount in those counties experiencing larger absolute popu- 

lation changes. This result is at odds with the positive sign on TAX. 
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in equation 3-1-7. The R2 value indicates that the equation explains less 

than two percent of the variation in CTAX.. The overall tendency seems 

to be for taxes to rise with the change in TAX apparently unrelated to 

change in population. Because of the large standard error of the CPOP. 

coefficient one cannot reject the null hypothesis that it equals the 

coefficient on POP. in 3-1-7. 

Equation 3-2-10 does a little better but still explains less than 

six percent of the variation.  The intercept term is 84.887 again greater 

than the average change in TAX.. The negative coefficient while not 

significant implies some tendency for those counties with higher rates of 

population growth to have smaller residential property tax increases. 

The results for the remainder of the equations are similar, char- 

acterized by low R2 values and nonsignificant coefficients. The inter- 

cept terms in equations 3-2-1 and 3-2-2 although negative, are not signi- 

ficant and do not approximate the average change in TEXP. and NTR.. 

Further, the coefficients are negative, although not significant, another 

result differing from the results of equations 3-1-1 and 3-1-2. 

The equation for CLEVY. (3-2-3) is slightly better but still without 

significant coefficients.  The intercept and coefficient on CPOP. are 

positive but not significant.  The partial on CPOP. of 260.90 does appro- 

ximate the coefficient of 413.80 in equation 3-1-3 but given that CLEVY. 

is merely (CTEXP - CNTR.) this appears to be a spurious result. The R2 

of .02 also indicates that even if the result is not spurious, CPOP. does 

a poor job of explaining variation in CLEVY.. 

Of all the change equations only 3-2-4 achieves a good fit. Nearly 

73 percent of the variation in CTCV. is explained by the single variable 

CPOP..  There was, apparently, no real trend in CTCV over the two-year 
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period as evidenced by the intercept term. The coefficient on CPOP. is, 

however, highly significant.  Its value of 36,600 +_ 7,910 indicates that 

each additional person in a county is associated with an additional 

$36,600 in TCV. This marginal change in much higher than the average per 

capita TCVA of $14,673.20. 

Variation CRATE, is also poorly explained by CPOP. and PCPOPA al- 

though the latter variable does appear to explain CRATE, better.  In 

neither case is the trend indicator significant nor even the same sign as 

the average CRATE.. Although not significant in each equation, the popu- 

lation coefficients indicate a slight tendency for counties with either 

higher absolute or higher relative population growths to have smaller 

changes in property tax rates.  Because of the large standard errors on 

CPOP. in equations 3-2-1, 3-2-2, 3-2-3, 3-2-5, and 3-2-6 it is not possible 

to reject the null hypothesis that the CPOP. coefficients equal the POP. 

coefficients even though none of the CPOP. coefficients are significantly 

different from zero. Thus, the "true" CPOP. coefficient may in fact 

equal the P0PA coefficients. Only CTCV. has a significant CP0PA which 

is significantly different (and greater) than the corresponding P0PA co- 

efficient. 

Finally, equations 3-2-6 and 3-2-9 estimate change in residential 

property values as functions of CPOP. and PCPOP..  Both have positive 

significant trend indicators which approximate the average CVRES of 

$1,876.  Both also have positive though nonsignificant coefficients on 

the explanatory variable. There may be a slight tendency for those 

counties with higher absolute or relative population increases to have 

greater increases in residential property values which, if true, is 

consistent with the results of equation 3-1-6.  Both R2 values are very 

low. 



Figure 3"I -  Means and Simple Regression Coefficients:  Aggregated Local Governments. 
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I;igurc 5-2.  Lonstant blast ieit ies :  Aggregated Governments. 

00 
to 

-O" = Elasticity with respect to population. 
(  ) = Standard error of elasticities in parentheses. 

** = Significant at one percent level (see page 67 for null hypotheses). 
* = Significant at five percent level (see page 67 for null hypotheses). 



l;igure 5-3. Means and Simple UegressLon Coefficients of Changes:  Aggregated Governments. 
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Table 3-1.  Regression Results.  Pooled Simple Equations:  Aggregated Local Governments. 

Equation 
number 

Dependent 
variable Intercept Pop 

3-1-1 

3-1-2 

3-1-3 

3-1-4 

3-1-5 

3-1-6 

3-1-7 

TEXP, 

NTR. 

LEVY. 

TCV, 

RATE. 

VRES. 

TAX. 

-6,221,363.10 

(.3,062,959. 90)1 

-3,720,322.10 

(2,652,217.60) 

-2,501,041.50 ** 

(782,721.10) 

54,790,599 ** 

(22,383,682) 

20.84 ** 

(0.82) 

16,034.80 ** 

(662.40) 

328.45 ** 

(18.70) 

1,174.40 ** 

(24.90) 

761.80 ** 

(22.40) 

413.80 ** 

(6.40) 

13,846.60 ** 

(181.80) 

0.0000231 ** 

(0.000007) 

0.0314 ** 

(0.0054) 

0.00123 ** 

(0.00015) 

.971 

.950 

.985 

.989 

.153 

.341 

,500 

2228.45 

1246.45 

4237.38 

5800.44 

11.89 

34.11 

65.87 

Standard errors are in parentheses. 
**Indicates coefficient is significantly different from zero at the 1% level of significance. 
^Indicates coefficient is significantly different from zero at the 5% level of significance. 

io 



Table 3-2.  Regression Results.  First Difference Equations:  Aggregated Local Governments. 

Equation 
number 

Dependent 
variable Intercept CPOP PCPOP R2 F 

3-2-1 CTEXPA A 
(3 

-293,480 

,019,600) 

-245.70 

(862.10) 

.003 0.08 

3-2-2 CNTR. 
A 

(2 
-548,060 
,694,439) 

-506.60 
(769.00) 

.013 0.43 

3-2-3 CLEVY, 
A 254,580 

(112,173) 

260.90 

(320.30) 

.020 0.66 

3-2-4 CTCVA -3 

(13 

,069,053 
,852,244) 

36,600 ** 
(3,955) 

.728 85.60 

3-2-5 CRATE. 
A 

0.68 

(1.58) 

-0.00047 

(0.00045) 

.032 1.07 

3-2-6 CVRES A A 1,635.50 ** 

(508.50) 

0.112 

(0.145) 

.018 0.60 

3-2-7 CTAXA A 52.59 * 

(23.96) 

-0.0053 

(0.0068) 

.018 0.60 

3-2-8 CRATEA A 
3.02 

(2.38) 

-0.92 
(0.57) 

.077 2.67 

3-2-9 CVRES, 
A 

1,717.30 * 
(790.90) 

44, 
(187, 

.00 

.80) 
.002 0.05 

3-2-10 CTAXA A 
84.89 * 
(36.19) 

-12. 
(8. 

,07' 
.59 

.058 1.97 

Standard errors in parentheses. 
**Indicates coefficient significant at 1% level. 
*Indicates coefficient significant at 5% level. 
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With the exception of CTCVA neither CPOP. or PCPOP. by themselves 

explain more than eight percent of the variation in any of the dependent 

variables.  Nor do the point estimates of the coefficients bear any re- 

semblance to those in the equations in Table 3-1. At least for the two- 

year period one would be hard-pressed to argue that population change 

significantly affected changes in residential property tax bills or its 

components (except TCV). 

County Governments 

Over the two-year period the sum total of the average residential 

9/ 
property tax bills paid to the three units of government was $398.36— 

(Table 3-9).  The average county tax bills was $38.20 or 9.6 percent of 

the total tax bill. Over the two-year period the average county tax 

bill went up from $36.12 to $40.28 a $4.16 or 11.53 percent increase. 

The average county population during the same period increased only 3.31 

percent.  The trend of the variables making up the tax equation was 

similar to the trends of the aggregated variables.  Total expenditures 

(TEXPj.) declined by about two percent. Non-property tax revenues (NTRj.) 

declined at a greater rate (3.6 percent), resulting in a net increase in 

the average county levy (LEVY ) of 6.9 percent.  As happened with the 

aggregated units, TCV increased an average of $75,768,640 per county or 

8.4 percent.  The result was a decline in the tax rate (RATE ) of $0.09 

per thousand, about four percent less. 

During the two-year period the value of residential property became 

9/ —  Because of the slightly different data sets used in the computations 
this does not quite add up to the average aggregate tax bill of $410.16 
(See Table 3-9). 
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a larger portion of TCV , increasing by 12 percent.— So, despite the 

lower tax rate, county residential property tax bills increased 11.5 per- 

cent . 

The regression estimates of the relation between population and the 

tax equation variables are presented in Table 3-3. Additionally, the 

mean values of the variables and the simple regression coefficients are 

contained in Figure 3-4.  Equation 3-3-7 indicates a statistically signi- 

ficant positive relation between the average residential county tax bill 

and population. Approximately one-fourth of the variation in TAXj. is ex- 

plained by the single variable POP . The coefficient on POP , significantly 

different from zero at the one percent level suggests that every thousand 

people in a county is associated with a $0.10 + .04 increase in TAX • that 

is, larger counties have larger county residential property tax bills 

than smaller counties.  While statistically significant the coefficient 

is almost trivial economically.  The equation predicts that two counties 

differing by 10,000 people (15.5 percent of the mean county population) 

would have average county tax bills differing by only $1.00. 

What is the relation of the other key variables to population? Each 

variable in the government block is highly and directly correlated with 

POPj..  The linear fits of P0PK to the county government variables, while 

not as tight as with the aggregated units, are nonetheless quite good. 

POP,, explains 81.5 percent of the variation in LEVY., (equation 3-2-3 

and Figure 3-4).  The coefficient, significant at the one percent level 

indicates that each additional person in the county is associated with an 

additional $51.20 + 5.80 in the levy. This is significantly greater than 

—The behavior of county property values for counties is nearly identi- 
cal to that of the aggregated units because the data sets are identical 
except that the county set includes Morrow County and the aggregated set 
does not. 
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the average PLEVY,. of $34.60.  As happened with the aggregated data the 

intercept term is negative and significant, again suggesting the in- 

clusion of a POPSQ term. 

LEVYj, is the difference between TEX?!, and NTR . As hypothesized, 

neither constant term differs significantly from zero (equations 3-3-1 

and 3-3-2).  POP,, explains 86.6 percent of the variation in TEXP and 

78.4 percent of the variation in NTR . The coefficient on POP,, suggests 

that each additional person in a county would be associated with $197.00 +_ 

18.60 additional expenditures.  That figure is not significantly different 

from the average PTEXP,. of $207.10.  The results of equation 3-3-2 are 

similar where the increase in NTR associated with an additional person 

is $145.80 +_  18.40. This is not significantly different from the aver- 

age PNTR of $172.50. 

The results of the TCVj. predictive equation (3-3-4) are virtually 

identical to those of the aggregated data set. To summarize briefly, 

98.9 percent of the variation in TCVj. is explained by POP,, while the co- 

efficient, significant at the one percent level implies an increase in 

TCVK of $13,839.30 +_ 178.40 is associated with each additional person in 

a county.  The average PTCV is $14,646.40 which is not significantly 

different from the value of the coefficient. 

Due to the tendency of TCV to have a cancelling effect on LEVY., 

when both are linear functions of POP there appears to be no significant 

linear relation between RATE., and POP,..  The coefficient on POP., does not 

differ significantly from zero and virtually none of the variation in 

RATEj. is explained by POP,.. There is reason to believe that more populous 

counties do not have higher tax rates than smaller counties. 

The VRES,. equation (3-3-6), like the TCV.. equation is nearly identical 
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to the aggregated equation (3-1-6). About 31 percent of the variation in 

VRES^ is explained by POP . Also, an additional average residential value 

of $32.30 +^5.80 is associated with each additional thousand people in a 

county. 

Following the procedure of the previous section, the elasticities 

of each variable with respect to population are examined (see Figure 3-5). 

The same notation and subscripts are preserved. 

The TAX elasticity is -.0056 which does not differ significantly 

from zero. This is somewhat surprising given the high significance of 

equation 3-3-7.  Given that the estimated coefficient in equation 3-3-7 

is so small, however, it is not surprising that the elasticity of TAXj. 

is also small. 

Note that the elasticity of RATE,, (ou) is negative (-.16 + .07) and 

highly significant.  Its value suggests that a one percent increase in 

POP,, would be associated with a 0.16 percent decrease in the RATE...  For 

county governments, then, population growth may reduce the tax rate. 

A likely reason is that the LEVYK does not appear to be as responsive 

to POP., as TCV„ does. The TCV., elasticity a2 is .84 + .09 while that of 
K       K K —. 

the LEVY , ai, is .63 + .23 both significantly less than 1.00. The same 

type of result has occurred here as occurred with the aggregated govern- 

ments:  the confidence intervals of ai and az overlap so we cannot reject 

the null hypothesis that ai =02-  Yet ai* is significant.  For the same 

reason described in the previous section the null hypothesis at, = 0 is 

rejected in favor of the alternative an  / 0. Therefore, for the county 

data set, TCVj. must have a greater elasticity than LEVY . 

The VRESV elasticity remains the same, .18 + .07 because the data 

is identical.  So while RATE., appears to decline with increased popula- 

tion, VRES increases with population.  Because as = as + ou there is the 
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by now familiar cancelling effect [note that the absolute values of the 

confidence intervals overlap, . 11 <_ | 013 \   <  .25 and .09 £ | ai, | <_ .23]. 

A one percent increase in POP,, appears to decrease RATE at nearly the 

same rate as it increases VRES . Although there was an increase in county 

tax bills paid by residential property owners, population growth does not 

appear to have been a cause of the increase. 

The same conclusion would have to be reached after examining the 

predictive change equations.  Equations 3-4-7 and 3-4-10 (see Table 3-4) 

estimate CTAX as a function of CPOP,, and PCPOPj. respectively.  Neither 

has a significant coefficient on the population variable.  CP0P]( explains 

less than two percent of the variation in TAX^ while PCPOPi- explains only 

about four percent of the variation. 

As with the aggregated county-wide governments, the change equations 

do not correspond well to the original pooled predictive equations, 

adding to the skepticism about using the cross-sectional data to make 

short-run inferences. Generally, the equations have low R2 values and 

nonsignificant coefficients. 

Neither of the intercepts (trend indicators) in equations 3-4-1 and 

3-4-2 are significantly different from zero, nor are the coefficients. 

Although the coefficient on CPOP in the CTEXPj. equation (176.40) is close 

to the estimated partial of equation 3-3-1 (197.00) the results is probably 

spurious. The variable CPOPj. explains only about two percent of the 

variation in CTEXP , and the standard error of the estimated coefficient 
K 

is large (220.20). CPOP^ does even worse explaining variation in CNTR^, 

accounting for only 0.5 percent of the variation. 

Surprisingly the coefficient on CPOPj. in the LEVYj, equation 3-4-3 

is significant at the one percent level -- surprising because the results 
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are so poor for the components of LEVY,., (TEXP and NTR ) . The intercept 
K       K        K 

term is not significant indicating no apparent trend in LEVY., beyond that 

which is estimated by CPOPj.. The coefficient of 88.60 +_ 45.80 suggests 

that a change in a county's population of one person is associated with 

a change in the LEVY of $88.60. The point estimate exceeds both the 

estimate of equation 3-3-3 ($51.20 per person and the average PLEVYj. of 

$34.60).  Hence there is a possibility that the marginal LEVY., with re- 

spect to POP,, exceeds the average LEVY., per capita.  CPOP,, explains nearly 

one-third (31.2 percent) of the variation in LEVY... 

The CTCV and CVRES equations are nearly identical to those in Table 

3-2.  Some of the point estimates differ slightly but the conclusions are 

the same.  The reader is referred to the text of the previous section for 

a discussion of these equations. 

Of the two equations for CRATE., only PCPOP., has a significant co- 

efficient.  Equation 3-4-5 has little explanatory power and relatively 

large standard errors on the coefficeints.  In contrast, PCPOP.. explains 

nearly 31 percent of the variation in CRATE^. Although highly significant 

its value of (-.122) is not large.  There also appears to be a trend in 

CRATE measured by the intercept value of 0.38.  The difference in signs 

between intercept and coefficient suggests that counties that grew at an 

average rate or less experienced increases in tax rates, while those that 

grew at a faster rate than average had declining tax rates. A county 

that grew at the rate of six percent for example (twice the average rate 

of about three percent) would be predicted to have a decline in the RATE 

of $0.35. 

The county change equations for TEXP, NTR, RATE, VRES, and TAX, 

like those of the aggregated governments equations, have large standard 
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Kigure 3-5. Constant Llasticities:  County Government. 
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Figure 3-0.  Means and Simple Regression Coefficients of Changes:  County Covermncnts. 
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Table 3-3,  Regression Results.  Pooled Simple Equations:  County Governments. 

Equation 
number 

Dependent 
variable Intercept POP 

3-3-1 

3-3-2 

3-3-3 

3-3-4 

3-3-5 

3-3-6 

3-3-7 

TEXP 
K 

NT r\ 

LEVY 
K 

TCVTJ 

RATE. 
K 

VRES K 

CA\ 

712,091.60 

(1,127,447.60) 

1,767,300.20 

(1,110,918.70) 

-1,055,208.60  ** 

(353,725.90) 

55,442,013  ** 

(21,510,419) 

2.33   ** 

(0.16) 

15,663.60  ** 

(701.90) 

31.82  ** 

(2.49) 

197.00  ** 

(9.30) 

145.80  ** 

(9.20) 

51.20  ** 

(2.90) 

13,839.30 ** 

(178.40) 

0.0000002 

(0.0000013) 

0.032  ** 

(0.006) 

0.00010 ** 

(0.00002) 

.866 

.784 

.815 

.989 

.000 

.309 

.247 

444.08 

250.61 

304.48 

6020.79 

0.03 

30.80 

22.97 

Standard  errors  in parentheses. 
**Indicates coefficient  is  significantly different  from zero at  the 1% level of  significance. 
*Indicates  coefficient   is  significantly different  from.zero  at   the 5%  level  of   significance. 

o 



Table 3-4.  Regression Results. First Difference Equations: County Governments. 

Equation 
number 

Dependent 
variable Intercept CP0P PCPOP R2 F 

3-4-1 CTEXP,. -634,900 
(760,530)1 

176.40 
(220.20) 

.019 0.64 

3-4-2 CNTRK -597,060 
(765,420) 

87.80 
(221.60) 

.005 0.16 

3-4-3 CLEVY 
K. 

-37,830 
(79,120) 

88.60 ** 
(22.90) 

.312 14.97 

3-4-4 CTCV^ 
K 

-189,420 
(13,638,130) 

36,195.10 ** 
(3,948.90) 

.718 84.01 

3-4-5 CRATE^ -0.15 
(0.12) 

0.000027 
(0.000036) 

.016 0.55 

3-4-6 CVRES,, 1,840 ** 
(52) 

0.084 
(0.152) 

.009 0.30 

3-4-7 CTAXj^. 2.89 
(2.55) 

0.00055 
(0.00075) 

.016 0.55 

3-4-8 CRATE,, 0.38 * 
(0.15) 

-0. 
(0. 

,12 ** 
,03) 

.309 14.73 

3-4-9 CVRESV 1,210 
(730) 

208. 
(156. 

,10 
.40) 

.051 1.77 

3-4-10 CTAX^ 7.82 * 
(3.60) 

-0. 

(0. 

,97 

,77) 

.044 1.58 

Standard errors in parentheses. 
**Indicates coefficient is significantly different from zero at the 1% level of significance. 
*Indicates coefficient is significantly different from zero at the 5% level of significance. 

o 
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errors on the CPOPj. coefficients.  Therefore, one cannot reject either 

the null hypothesis that the coefficients equal zero, nor the hypothesis 

that they equal the POPj, coefficients of Table 3-3. One cannot assert 

that short-run changes in population have a significant effect on short- 

run changes in the dependent variables.  Nor can one assert that short- 

run changes do not correspond to long-run changes. One can say that there 

is little correlation between short-run changes in population and short- 

run changes in the dependent variables.  The large variance of the esti- 

mated CPOPj, coefficients preclude precise interpretations about the short- 

run relationship between the dependent variables and population. 

School Districts 

The average school district residential property tax bill was $243.91, 

62.1 percent of the total tax bill of $398.36 (Table 3-9).  The average 

school tax bill went up $32.52 (14.3 percent) over the two-year period, 

from $227.65 in 1974 to $260.17 in 1976.  During the same period the 

average school district "population" (ADM) increased by only four students, 

from 1,449 to 1,453 (0.3 percent). The average total school district 

expenditure (TEXPg) increased 6.6 percent from $3,004,912 to $3,204,007. 

Non-property tax revenues (NTR^) failed to keep pace with TEXP,,, however, 

increasing at an average rate of 5.1 percent from $1,375,292 per district 

to $1,444,853. As a result the average LEVY,, went up 7.9 percent from 

$1,629,621 to $1,759,154, an average increase of $129,533 per school dis- 

trict. 

The average school district's TCV went up 8.4 percent from $116,474,320 

per district to $126,247,600 and the average school district tax rate 
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(RATEg) went up from $11.59 to $11.90, a 2.7 percent rise.—' 

Information on residential property values is not available at the 

school district or city level and so VRES is not discussed in this or the 

next section.  Instead, for computing average tax bills, the average 

residential values of the counties in which the school districts or cities 

are located are used. 

The regression estimates of the relation between population (herein- 

after referred to as ADM, the average student population) and the other 

variables are presented in Table 3-5. Also, the mean values of the vari- 

ables and the simple regression coefficients are depicted in Figure 3-7. 

Only seven percent of the variation in TAX,, is explained by ADM, 

despite the highly significant regression coefficient (Equation 3-5-6). 

The estimated coefficient is (.00977^ .00292).  Each additional 100 

students are associated with an additional $0.98 in the average tax bill. 

Given one school district of average size (1,451 students) and another 

district which is 100 students, or 6.9 percent, larger, the two tax bills 

would be predicted to differ by only $0.97 or 0.4 percent. While statis- 

tically significant, the coefficient, at least from an economic standpoint, 

is almost trivial, just as it was the county TAXj, equation.  Still, 

there is a positive relationship between TAX,, and ADM so it appears to be 

disadvantageous for the residential property tax payer to live in a larger 

—The apparently contradictory result of the average TCVs increasing at 
a greater rate than the average LEVYg  while the average RATEg also in- 
creased is a direct consequence of the methods of calculating mean values 
as discussed in the section on aggregated county-wide governments.  Recall, 
the average rate is: 1 n 

in/v - L  LEVY- . n LEVY. n- .   i 
1 v      i .    -.1=1 - Z Trp^r—    not    
n. *TCVi -,   n 

- I  TCV. 
ni=l  1 
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12/ 
school district.— 

Each of the other variables in the tax equation is also positively 

related to ADM, and all are significant at the one percent level.  Al- 

most 98 percent of the variation in TEXP„ is explained by the single 

variable ADM.  The coefficient predicts a difference in total expendi- 

tures between school districts of $2,221 +_ 14 per student. This is just 

over the average PTEXP of $2,139. The close fit between TEXP and ADM 

is mildly surprising because TEXP includes both current and capital costs 

of operating the school district.  Such a close fit for current expendi- 

tures would be less surprising.— 

The NTRo equation (3-5-2) also shows a close fit, where 90 percent 

of the variation in NTR,, is explained by ADM. The estimated coefficient 

of (929.40 +_  25.40) compares to the average PNTRg of $971.70 and implies 

that school districts differing by 100 students would have a predicted 

difference of $92,940 in non-property tax revenues. The intercept term 

is not significantly different from zero. 

The difference between equations 3-5-1 and 3-5-2 is given by equation 

3-5-3, the LEVYp equation.  ADM explaines 98 percent of the variation in 

LEVY„.  The value of the coefficient is close to the average PLEVY^ of 

$1,168. 

TCVQ is also directly related to ADM, as equation 3-5-4 demonstrates. 

Just over 94 percent of the TCV,., variation is accounted for by ADM.  The 

12/ 
Of course there may be other advantages of larger school districts 

not discussed here. 

13/ In fact regressing total current expenditures (TCEXPg) on ADM does 
produce a closer fit, with ADM explaining 99.3 percent of the variation 
in TCEXPg, a near perfect fit.  The regression coefficient is $1,685 
compared to the average per student current expenditure of $1,662.36. 
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average PTCV,, is $83,640 which is just below the estimated value of 

$91,103 +_  1,834 per student as measured by the regression coefficient 

on ADM. 

Despite the highly linear nature of the relationship between both 

TCV„ and LEVY- and ADM, there is also an apparent relationship between 

RATE- and ADM, although only five percent of the variation in RATE- is 

explained by ADM. The significance of the regression coefficient, however, 

is more apparent than real. Two districts differing by 100 students would 

be predicted to have only a three cent difference in tax rate.  For the 

homeowners in each district with property assessed at $25,000 that would 

translate as a difference in tax bills of 75 cents. 

As in the previous sections, the elasticities of each variable with 

respect to population are examined (see Figure 3-8). The same notations 

and subscripts are preserved. 

The TAX- elasticity, as, is 0.25 j^ .04, significant at the one per- 

cent level. Of the three units of local government, the school tax 

elasticity is the highest.  Each four percent increase in ADM would be 

expected to be associated with a one percent increase in TAX-. Although 

this figure appears to be high, relative to other units of government, 

it should be remembered that, on the average, ADM increased by only 0.26 

percent over the two-year period.  Given that, it does not seem likely 

that much of the 14.3 percent increase in tax bills from 1974 to 1976 can 

be attributed to ADM increases.  On the other hand, the magnitude of the 

elasticity may be an indication that residential property owners in those 

districts that do grow fast have rapidly increasing property tax bills. 

What about the principal components of the tax bill? The LEVY- 

elasticity (ai) indicates that a one percent increase in ADM would be 
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associated with a (1.00 +_  .02) percent increase in the levy; the levy 

rising at the same rate as ADM. Thus, the null hypothesis that ai = 1.00 

cannot be rejected. 

The TCVS elasticity (aa), however, is significantly less than 1.00. 

Its value is .81 +_  .02. As a result, the elasticity of the RATE^ (04) 

is also highly significant with a value of .19 +_  .03.  Quite obviously, 

these results show that for school districts increased population as 

measured by ADM leads to increased property tax rates. At the 99 percent 

level of confidence one would reject the null hypothesis: 

(V1)  Ho: ai  = 0.2 

in favor of the alternative: 

Ha: ai ^ 0.2 

Or in a slightly different form, the null hypothesis: 

(V) Ho: cu = 0 

is rejected in favor of the alternative: 

Ha:  cm ?  0. 

Moreover, had the more powerful alternative hypotheses been ai > 012 

or at, > 0, the null hypotheses would still have been rejected. 

The average school district VRES„ elasticity may also be computed 

for illustrative purposes.  As shown in figure 3-8 the value of as = 

.06 *_  .01.  It is this estimate which has been implicitly used by the 

statistical package to compute the tax elasticities.  (Each school dis- 

trict's VRES is assumed to be equal to the corresponding county VRES, and 
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each school district is an observation in computing the TAX- variable.) 

Had the county VRES elasticity been considered, the estimated TAXS elas- 

ticity, as * as + ai» would have been . 19 + .18 = .37, half again as large 

as the estimate of as presented here. 

The by-now questionable validity of short-run predictions drawn from 

the pooled data estimates is once again underscored by the set of change 

equation regression estimates (Table 3-6). 

In neither of the two estimated CTAX^ equations (one with CADM and 

the other with PCADM) is the regression coefficient significant. Nor can 

either variable explain as much as one percent of the variation in CTAX. 

The intercept terms in equations 3-6-6 and 3-6-8 are both highly signi- 

ficant, and are both plausible estimates of the exogenous trend in CTAX-. 

The former estimate is $32.47 +_  8.06, the latter $32.74 +_ 8.13.  Both are 

nearly identical to the average CTAXg of $32.52. 

In the government block equations, CADM does a lot better as an 

explanatory variable. Although only four percent of the variation in 

CTEXPg is explained by CADM, the regression coefficient is highly signi- 

ficant.  Its value of 1,167.40 ^688.00 implies an associated change of 

$1,167.40 in total expenditures per unit change in ADM. This estimate 

is less than the estimated coefficient of 2,221,20 in equation 3-5-1. 

It is, however, closer to, although still less than, the average per 

student current expenditure of $1,662.36. The value of the trend indicator 

the intercept, is $194,610, significant at the five percent level, and 

quite close to the average CTEXP of $199,090. 

As equation 3-6-2 shows, CADM explains over ten percent of the vari- 

ation in CNTR„, the best fit of any of the school change equations. The 

trend indicator of $63,120 while not significantly different from zero 
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nevertheless is an accurate estimate of the average CNTR,, of $69,561. 

The regression coefficient is significant at the one percent level.  Its 

value of 1,678.10 +_ 573 suggests a change of $1,678.10 in total non- 

property tax revenues per unit change in ADM. This value is well above 

the average PNTR^ of $972.70.  That result is difficult to explain as 

there should not be any reason why the marginal NTR,, should be so much 

higher than the average NTR^. Although the BSSF apportions larger funds 

to rapidly growing school districts, that apportionment is only one per- 

cent of the total funds made available.  The confidence interval on the 

coefficient extends down to 1,105.10 which is in the range of the expected 

value. 

The result of subtracting equation 3-6-2 from 3-6-1 is the CLEVY„ 

equation.  Slightly over four percent of the variation in CLEVY„ is ex- 

plained by CADM. The coefficient is significant at the one percent level 

and negative, a surprising result.  Its value of (-510.60 +_ 278) indicates 

a decline in the LEVYc of $510.60 per unit increase in ADM. This result 

is a direct consequence of the result in equation 3-6-2.  Although the 

negative coefficient implies that in the short-run, increases in ADM may 

reduce the LEVY„ it is unlikely to be a good long-run strategy to encourage 

growth as the pooled equation (3-5-3) shows.  The trend indicator is highly 

significant and equal to $131,494 per district, virtually identical to 

the average CLEVYg of $129,533. 

CTCVp (equation 3-6-4) does not appear to be a function of CADM. 

The regression coefficient is not significantly different from zero, and 

the explanatory variable, CADM, explains less than one percent of the 

variation in CTCV,,. Only the trend indicator is significant.  Its value 

of $9,757,408 almost exactly equals the average CTCV of $9,773,280. 



Figure 3-7. Means and Simple Regression Coefficients: School Districts. 

145li
/ 

(4106) 
2/ 

2,221.20 

(13.SO) 

W 

929.40 

(12.70) 

.900 

91,103 

[917) 

.94 3 

TCV„ 

121,360,963 

(385,215,093) 

0.2^ 

(0.06) 

VRESg 

20,075 

(5,822) 

PTCV. 

83,628 

1,291.80 
(7-30) 

.981 

TEX1'S 

3,104,460 

(9,220,681) 

PTliXI'j. 

2,139.20 

LUVYS 

1,694,387 

(5.354.478) 

I'l.l.VY^ 

l.H,7.(.U 

NTRS 

1,410.073 

(4,021,499) 

PNTRg 

971.70 

.04 7 

.009 77 

(.00146) 

d-f -  Simple regression; coefficient X = f(ADM) 
(   ) = Standard error in parentheses. 

** = Coefficient significantly different from zero 3 one percent level. 
* = Coefficient significantly different from zero U five percent level. 

— All figures given in single units. 

-> I 
— Standard deviation of variable shown under the mean. 

3/  2 
— R of regression equation given below regression coefficient. 

VRhS^. regression coefficient shown for illustrative purposes only. 

.070 

TAXS 

243.91 

(151.41) 



liguie 3-s.     Constant  Llasticities:     School  Districts. 
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Kigurc 3-y.  Moans anU Simple Regression Coefficients of Changes:  School Districts. 
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Table 3-5.  Regression Results.  Pooled Simple Equations:  School Districts. 

Equation 
number 

Dependent 
variable Intercept ADM R" 

3-5-1 

3-5-2 

3-5-3 

3-5-4 

3-5-5 

3-5-6 

TEXP,. 

NTRS 

LEVYC 

TCVS 

RATE, 

TAX„ 

-118,901.80 * 

(58,836.bb)1 

61,378.10 

(55,075.30) 

-180,280.00 ** 

(31,720.20) 

10,846,172 ** 

(3,991,503) 

11.29 ** 

(0.25) 

229.73 ** 

(6.34) 

2,221.20 ** 

(13.50) 

929.40 ** 

(12.70) 

1,291.80 ** 

(7.30) 

91,102.00 ** 

(917.20) 

0.00031 ** 

(0.00006) 

0.00977 *.* 

(0,00146) 

.978 

.900 

.981 

.943 

.047 

.070 

26,990.96 

5,392.69 

31,410.05 

9,865.72 

29.12 

45.02 

Standard errors in parentheses. 
**Indicates coefficient is significantly different from zero at the 1% level of significance. 
*Indicates coefficient is significantly different from zero at the 5% level of significance. 



Table 3-6.  Regression Results.  First Difference Equations:  School Districts. 

Equation 
number 

Dependent 
variable Intercept CADM PCADM 

3-6-1 

3-6-8 

CTEXPr 

3-6-2 CNTR 

3-6-3 CLEVY 

3-6-4 CTCV 

3-6-5 CRATE, 

3-6-6 CTAX 

3-6-7 CRATE 

CTAX^ 

194,612 * 1,167.40 ** 

(91,198)1 (344.00) 

63,118 1,678.10 ** 

(75,997) (286.70) 

131,494 ** -510.60 ** 

(36,892) (139.20) 

9,757,408 ** 4,133.90 

(1,617,364) (6,100.80) 

0.31 0.00022 

(0.19) (0.00072) 

32.47 ** 0.014 

(4.03) (0.015) 

0.36 -0.02 * 

(0.19) (0.01) 

32.74 ** -0.096 

(4.07) (0.225) 

.037 

.103 

.043 

.002 

.000 

.003 

.013 

.001 

11.52 

34.52 

13.47 

0.46 

0.09 

0.79 

3.88 

0.18 

Standard errors in parentheses. 
**Indicates coefficient is significantly different from zero at the 1% level of significance. 
*Indicates coefficient is significantly different from zero at the 5% level of significance. 
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Finally, none of the variation in CRATE,, is explained by CADM nor 

is the trend indicator statistically significant.  PCADM is a far better 

explanatory variable, although it explains less than two percent of the 

variation in CRATEo- The regression coefficient, however, is significant 

at the five percent level.  Its value of -.021 +^ .020 suggests that each 

one percent increase in ADM is associated with a two cent decline in the 

tax rate.  While statistically significant, a two cent change in the tax 

rate is trivial. There was no apparent trend in CRATE„ as measured by 

the intercept- 

The regression coefficients on CADM in equations 3-6-1 through 3-6-4 

are significantly different than the corresponding coefficients on ADM 

in equations 3-5-1 through 3-5-4.  For those variables one must reject 

the null hypothesis that short-run and long-run behavior are identical. 

CADM is significantly related to CTEXPg, CNTRg and CLEVYg but that 

short-run relationship is not equivalent to the long-run population re- 

lationship. 

Because of the large standard errors on the CADM coefficient in 

equations 3-6-5 and 3-6-6 one cannot reject the null hypothesis that 

the short-run relation between CADM and either CRATE,, or CTAX„ is similar 

to the long-run relationship of ADM and RATE,, and TAX . 

City Governments 

The average tax bill paid to the final unit of local government, 

cities, was $116.25, 29.2 percent of the total property tax bill paid 

to the three units of government (Table 3-9). Over the 1974 to 1976 

period the average city tax bill increased $16.46 (15.2 percent) from 

$108.02 to $124.48. The average city population increased only four 

percent during the same period. 



117 

Average city expenditures (TEXPC) went from $4,520,872 in 1974 to 

$4,644,820 in 1976, a. 2.7  percent rise. Non-property tax revenues in- 

creased at a slower pace (1.8 percent) going from $3,862,421 per city to 

$3,930,704. As a result the average city's property tax levy (LEVYC) went 

from $658,452 to $714,117 a rise of 8.5 percent. 

On the average, the true cash value of all property in cities (TCV^) 

increased ten percent, from $93,868,878 to $103,221,190. The average 

tax rate for cities (RATEp), however, went up to $6.09, a 4.1 percent in- 

14/ 
crease over the 1974 average rate of $5.85.—'  The rise in RATEp, com- 

bined with the state-wide increase in VRES resulted in the large TAXp 

increase. 

The regression estimates of the relation between population and the 

tax variables are presented in Table 3-7.  In addition, the mean values 

of the variables and the simple regression coefficients are exhibited. 

Equation 3-7-6 estimates TAX„ as a function of city population, 

POPp.  The regression coefficient is positive and significant at the five 

percent level although it explains only 1.3 percent of the variation in 

TAXp.  Further, the value of the coefficient is not large (.000344 +_ 

.000340).  Two cities differing in size by 1,000 would be predicted to 

have average tax bills differing by only 34 cents. 

14/ —Recall that the average rate is: n 
icwv l  LEVY- ,  n LEVY. . ..   1 

1  _     1       ^        i=l 
n.^TCV"    n0t       "H  
11 Z TCV. 

i=l  1 

This may imply that in the smaller cities (on which there are more ob- 
servations) levies are increasing more rapidly than TCV whereas in larger 
cities TCV is increasing more rapidly. 
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With the exception of RATEp, POPr does a far better job with the 

other variables that compose the tax bill explaining 99 percent of the 

variation in TEXPr, NTRr, LEVY-, and TCV^.  The regression coefficients 

in each of those equations (3-7-1 through 3-7-4) are positive and signi- 

ficant at the one percent level. 

One mildly disturbing result is the recurring problem of negative 

intercept terms in the four equations that are highly significant. This 

result appears to be due to the curvilinear relation between POP- and 

the four variables TEXPC, NTRp, LEVYC, and TCVC. That is, the slope of 

the regression line becomes steeper as city size increases.  Consequently, 

the predicted values of the dependent variables are underestimated for 

small cities (such as a near-zero population city) and large cities, and 

over-estimated for medium-sized cities.  This result is not unexpected 

15/ from the theory outlined in Chapter II.— 

Equation 3-7-1 predicts that two cities with populations differing 

by 1,000 people would have total expenditures differing by $702,800 +_ 

7,800, or $702.80 per person.  The average per capita total expenditure 

for all cities was $431.80 +_  36.00, significantly less than the coefficient's 

value. 

Similarly, the value of the regression coefficient in equation 3-7-2 

is larger than the average per capita NTRr (PNTR-).  The equation predicts 

that the same two cities in the above example would have non-property tax 

revenue receipts differing by $587,100 +_ 7,200, or $587.10 per person. 

The average PNTR^ was $380.30 +_ 36.00. 

—For more on this the reader is referred to the Appendix where re- 
gression estimates for three size classes of cities are presented. 
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Because of the behavior of TEXP^ and NTRC, the LEVYC. equation 

follows a similar pattern.  The same two cities would be predicted to have 

levies differing by $115,700, or $115.70 per person compared to the aver- 

age PLEVY of $51.50 + 4.00. 

Finally, equation 3-7-4 predicts that the two cities would have TCVL 

differing by $14,173,900 + 127,600, a $14,173.90 per person difference. 

By comparison the average PTCVr is only $9,796 +_ 584. 

The regression coefficients are often interpreted as marginal ex- 

penditures or revenues.  It is for that reason that the values of the co- 

efficients are compared here to the average per capita values of the re- 

spective variables. While the comparisons are illustrative, however, they 

may or may not have much meaning.  If the intercept term in a linear 

equation is negative, for instance, the marginal value of the dependent 

variable with respect to the explanatory variable will always be greater 

than the average value of the quotient of the two variables.  Further, 

if a curvilinear fit is always steeper for increasing values of the ex- 

planatory variable then, by definition, the marginal value of the dependent 

variable with respect to the explanatory variable is always increasing. 

When the marginal value is increasing it always exceeds the average value. 

If indeed, the true relationship is curvilinear then the conclusion of 

increasing marginal values may be warranted.— 

Because of the previously discussed cancelling effect of TCV on 

LEVY when both have a linear relationship with POP, it is no surprise that 

pratically none of the variation in RATEr is explained by POPp, nor that 

the regression coefficient does not differ significantly from zero.  The 

correlation coefficient between POP^, and RATEp is .05 which indicates a 

—  Even then, one must still assume that the cities will tend to move 
along the regression curve as they grow. 
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very slight positive relationship between the two variables.  It would 

appear then, that the reason residential property tax bills are higher 

in larger cities is the effect of larger population not on expenditures 

or other revenues, but on the value of residential property. 

The elasticities of each variable with respect to population are 

shown in Figure 3-11. For cities the TAXC elasticity, as, is .19 +_  .09. 

Hence a five percent increase in POPp would be predicted to lead to a 

nearly one percent increase in TAX^. This elasticity while positive and 

significant at the one percent level does not appear to account for the 

average city residential property tax bill increase from 1974 to 1976. 

Recall that tax bills increased by over 15 percent while population in- 

creased by only four percent.  Still, the positive elasticity, consistent 

with the school and aggregated government results, is evidence that 

growth and taxes may be directly related. 

Reviewing the remaining elasticity estimates, oti, the LEVY„ elasti- 

city is estimated to be 1.24 +_ .08; that is, a one percent change in 

population would be associated with a 1.24 percent change in LEVYp.  If 

this estimate is accurate then tax levies appear to increase faster than 

population.  An elasticity greater than 1.00 also implies an increasing 

marginal LEVYr with respect to population, a result consistent with those 

of the simple linear regression estimates. 

The estimated elasticity of TCVp, az,   is 1.13 +_ .04 also consistent 

with the previous results. Here a one percent increase in POP,, would be 

associated with a 1.13 percent increase in TCV-, again significantly 

greater than 1.00. 

Apparently TCVr does not respond to POP^ as strongly as does LEVYp. 

One cannot, however, reject the null hypothesis: 
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(Vx)  Ho:  cti = aa 

in favor of the alternative: 

Ha: ai f az 

17/ because the confidence intervals around each ai overlap.—  Nevertheless, 

by the reasoning in the preceding sections one can directly examine the 

RATEp elasticity (ait). The estimate value of ou is .08 +^ .06 implying 

that a one percent increase in POPp is associated with a .08 percent in- 

crease in RATE^.  The null hypothesis: 

(V) Ho: cu = 0 

is rejected in favor of the alternative: 

Ha: cu ?  0. 

Again, while the estimate of the elasticity is statistically signi- 

ficant, its value is small. It would take over a 12 percent increase in 

P0Pr to increase RATE,, just one percent. 

Of all the predictive change equations, those for the cities are 

the best, at least as far as having regression coefficients approaching 

the values of the pooled estimates.  CTAXp is estimated as a function of 

CP0Pc and PCP0Pr (equations 3-8-6 and 3-8-8).  Neither variable explains 

even one percent of the variation in CTAXp nor do they have significant 

regression coefficients. The trend indicator is significant in equation 

3-8-8 and nearly so in equation 3-8-6.  Both are close to the average 

CTAXC of $16.45. 

—  One could, however, reject the null in favor of the more powerful 
alternative: Ha: ai > az- 
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With the exception of the CRATEC equations (3-8-5 and 3-8-7) the 

changes in the variables composing TAXp are significantly related to 

CPOPp.  CPOPr explains about 13 percent of the variation in CTEXP- and 

has a coefficient significant at the one percent level.  Its value of 

741.40 +_ 310.00 indicates a change in average total city expenditures of 

$741.40 per unit change in population. This marginal expenditure is 

slightly higher (although not statistically different) than the esti- 

mated coefficient of 702.80 of equation 3-7-1. The inference that mar- 

ginal expenditures equal average expenditures is supported by this re- 

sult.  The trend indicator of this equation, and of equations 3-8-2 and 

3-8-3, is not significantly different from zero. 

Nine percent of the variation in CNTRp is explained by CPOP^.  The 

point estimate of the regression coefficient is highly significant and 

just greater than the corresponding coefficient of equation 3-7-2.  Its 

value is 596.00 _+ 306.20 suggesting that non-property tax revenues change 

$596.00 per unit change in population. 

Both the CTEXP and CNTR equations imply that short-run and long-run 

changes in these variables with respect to population are identical. This 

may be because cities translate population increases into expenditures 

and other revenues with little delay.  Other governmental units may take 

more time to adjust. 

Nearly 35 percent of the variation in LEVY„ is explained by CPOPp. 

The estimated coefficient is 145.40 +_ 32.40; a confidence interval that 

just barely includes the estimated coefficient of 115.70 +_  1.40 in 

equation 3-7-3. Although we cannot say with 95 percent certainty that 

the coefficients differ, had the alternative hypothesis been that the 

coefficient in equation 3-8-3 is greater than that of 3-7-3 we could re- 



Figure  3-lU.     Means  and Simple  Kegrcssion Coefficients:     City Governments. 
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I;igure  3-11.   Constant  Hlast ici tics :     City GovL'rniiients. 

(.U-K.j 

"^O—■ = Llasticity with rcs|)ect to population. 

(   J = Standard error of elasticities in parentheses. 

** = Significant at one percent level (see page h7 for mill hypotheses). 
* = Significant at five percent level (see page 67 for null hypothesesj. 

1/ VKI.S, elasticity shown for illustrative purposes. 



Figure 5-12. Means and Simple Regression Coefficients of Changes: City Governments. 
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Table 3-7.  Regression Results.  Pooled Simple Equations:  City Governments. 

Equation 
number 

Dependent 
variable Intercept POP 

3-7-1 

3-7-2 

3-7-3 

3-7-4 

3-7-5 

3-7-6 

TEXP 

NTRC 

LEVY 

TCVC 

RATE 

TAX 

-1,085,551 ** 

(128,520)1 

-838,890 

(117,125) 

-246,661 ** 

(23,072) 

-15,748,800 ** 

(2,091,412) 

5.91 ** 

(0.30) 

113.48 ** 

(5.55) 

702.80 ** 

(3.90) 

587.10 ** 

(3.60) 

115.70 ** 

(0.70) 

-14,173.90 ** 

(63.80) 

0.000008 

(0.000009) 

0.000344 ** 

(0.000170) 

.990 

.989 

.989 

.994 

.003 

.013 

32,097.45 

26,972.63 

26,980.87 

49,301.02 

0.80 

4.11 

Standard errors in parentheses. 
**Indicates coefficient is significantly different from zero at the 1% level of significance. 
^Indicates coefficient is significantly different from zero at the 5% level of significance. 
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Table 3-8.  Regression Results. First Difference Equations:  City Governments. 

Equation 
number 

Dependent 
variable Intercept CPOP PCPOP 

3-8-1 

3-8-2 

3-8-3 

3-8-4 

3-8-5 

3-8-6 

3-8-7 

3-8-8 

CTEXP 

CNTR 

CLEVY 

CTCV 

CRATE 

CTAX 

CRATE 

CTAX„ 

-107,610 741.40 ** 

(149,200)1 (155.00) 

-117,870 596.00 ** 

(146,500) (153.10) 

10,260 145.40 ** 

(15,350) (16.20) 

3,503,360 * 18,887 ** 

(1,517,350) (1,580) 

0.25 -0.000034 

(0.48) (0.000500) 

16.10 0.001 

(8.82) (0.009) 

0.49 -0.04 

(0.51) (0.03) 

20.36 * -0.548 

(9.42) (0.619) 

.129 

.090 

.349 

.481 

.000 

.000 

.007 

.005 

22.77 

15.25 

82.73 

142.80 

0.00 

0.02 

1.10 

0.78 

Standard errors in parentheses. 
**Indicates coefficient is significantly different from zero at the 1% level of significance. 
^Indicates coefficient is significantly different from zero at the 5% level of significance. 



Table 3-9.  Mean Values of Local Government Variables. 

Variable 1974 Mean Two  year mean 1976 Mean Change 1974-1976 Percent 
change 

TEXPA A 
72,034,616 71,624,702 71,214,788 -819,828 -1.14 

NTR 
A 

47,510,982 46,694,225 45,877,469 -1,633,513 -3.44 

LEVYA A 
24,523,635 24,930,477 25,337,320 813,685 3.32. 

TCVA A 
934,931,870 972,607,377 1,010,282,900 75,351,008 8.06 

RATE, 
A 

22. 52 22.37 22. 21 -0. 32 -1.41 

VRES 
A 

17,180 18,118 19,056 1,876 10.92 

TAX 
A 

389. 54 410.16 430. 78 41. 24 10.59 

POPA 
A 

65,236 66,285 67,334 2,098 3.12 

TEXPK 13,500,800 13,368,469 13,236,139 -2 64,661 -1.96 

NTRK 
11,342,118 11,135,695 10,929,272 -412,846 -3.64 

LEVYK 2,158,682 2,232,774 2,306,867 148,185 6.86 

TCVK 
906,672,980 944,557,298 982,441,620 75,768,638 8.36 

RATEK 2. 39 2.34 2. 29 -0. 09 -3.87 

VRES 16,731 17,738 18,746 2,015 12.04 

TA\ 
36. 12 38.20 40. 28 4. 16 11.53 

POPK 63,486 64,535 65,584 2,099 3.31 

00 



Table 3-9 continued.  Mean Values of Local Government Variables. 

Variable 1974 Mean Two year mean 1976 Mean Change 1974-1976 Percent 
change 

TEXPS 3,004,912 3,104,460 3,204,007 199,094 6.63 

NTRS 1,375,292 1,410,073 1,444,853 69,561 5.10 

LEVYS 1,629,621 1,694,387 1,759,154 129,533 7.95 

TCVS 116,474,320 121,360,963 126,247,600 9,773,280 8.39 

RATEs 11. 59 11. 74 11. 90 o. 31 2.67 

TAXS 227. 65 243. 91 260. 17 32. 52 14.28 

ADM 1,449 1,451 1,453 4 0.26 

TEXP 4,520,872 4,582,846 4,644,820 

NTRC 3,862,421 3,896,562 3,930,704 

LEVYC 658,452 ■ 686,284 714,117 

TCVc 93,868,878 98,570,035 103,271,190 

RATEC 5.85 5. 97 6.09 

TAXC 108.02 116. 25 124.48 

POP„ 7,909 8,065 8,222 

123,948 2.74 

68,283 1.77 

55,665 8.45 

9,402,314 10.02 

0. 24 4.08 

16. ,46 15.23 

312 3.95 
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ject at the 95 percent level of confidence the null hypothesis that the 

two were equal.  In any case, there is some evidence that the marginal 

LEVY- exceeds the average LEVY^ with respect to population. The LEVY„ 

would be predicted to change by $145.40 per unit change in population. 

About half (48 percent) of the variation in CTCV„ is explained by 

CP0Pc.  The predicted trends in CTCVC exogenous of CP0Pc is $3,503,360 

per city, significant at five percent, which is significantly less than 

the average CTCV^ of $9,402,312.  The value of the regression coefficient 

is 18,887 +_  3,160 significant at one percent.  The implication is a pre- 

dicted change in TCVr of $18,887 per unit of change in population.  This 

value is significantly different, and higher, than the value of the co- 

efficient of equation 3-7-4 (14,173.90).  It would appear that the mar- 

ginal TCVp exceeds the average TCV^ with respect to population. 

The two results of the CLEVY„ and CTCV^ equation appear to support 

both the contention that population growth leads to higher-than-average 

tax levies, and that growth also leads to higher-than-average total pro- 

perty values. As it turns out, the net effect on CRATE,, is about zero. 

Neither CP0Pr nor PCPOPp explains even one percent of the variation in 

CRATEp.  Not surprisingly, neither regression coefficient differs signi- 

ficantly from zero.  Further, as estimated by the trend intercepts, there 

is no apparent exogenous trend in CRATE^. 

Summary 

The simple pooled equations presented in this chapter show a close 

fit between POP and the government block variables as well as TCV for 

each unit of government.  In every case, for every variable, for each 

unit of government, the relation to population was positive and, with 

Scanner
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the exception of RATE and RATE„, significant. The positive relation- 

ship between TAX and POP appears to be mainly a result of residential 

property values becoming a larger portion of TCV which in turn is due at 

least in part to the more elastic response of TOTRES, hence VRES, to 

population as compared to the TCV population elasticity. This result may 

support the argument that property tax relief should be aimed primarily 

at home owners. 

Another reason for the positive association between TAX and POP is 

because of the positive association between RATE and POP. This latter 

association appears to have its roots in the more elastic response of 

LEVY to POP than of TCV to POP. Tax districts appear to have increasingly 

higher levies compared to TCV when their populations are greater. 

The change equations do not show much correlation between changes 

in the variables and changes in population. While population is ostensibly 

a good long-run predictor, the short-run changes have no apparent relation 

to changes in population.  Either the changes over the two-year interval 

are random, or they are caused by something other than population changes. 

This is discussed at greater length in the following chapter. Now that 

the simple relationships have been presented the study turns to a more 

in-depth analysis and interpretation of the data. 
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CHAPTER IV 

RESULTS BY VARIABLE 

Introduction 

The simple pooled and first difference regression equations presented 

in the last chapter have provided some useful insights into the tax- 

population relationship.  Each unit of local government was analyzed 

separately to provide a first look at the relation between population and 

the variables which compose TAX.  Some questions remain unanswered, how- 

ever, and still others have emerged.  In this chapter the analysis of the 

tax-population relation continues.  Instead of analyzing the relationships 

by unit of government, the format returns to that of the theory chapter. 

The two main blocks of the model, governmental activities and property 

values, are re-examined and broken down by their sub-groups:  expendi- 

tures, non-property tax revenues, the levies, and total and residential 

property values.  Further regression results are presented in an attempt 

to clarify some of the confused or contradictory relationships that 

emerged from the last chapter. 

Paramount among these issues is the lack of similarity between the 

pooled results and the first difference results.  While the theory 

developed in Chapter II would have one believe that the results in either 

instance would be comparable, clearly comparability was the exception, 

not the rule. 

Several explanations suggest themselves depending upon the variable 

and the unit of government in question. Most obviously, the "lumpiness" 

induced by capital expenditures is likely to introduce variation in the 

dependent variable which will not be explained by the change in popula- 
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tion over the same period of time.  For example, a capital expenditure 

in time t may be a direct result of population growth up to time (t - 1), 

yet entirely independent of growth between the two most recent time 

periods. The model, however, estimates changes in the dependent variable 

vis-a-vis changes in population during the same period.  Certainly a 

lagged relationship could easily exist yet never be demonstrated by the 

model.—  Had the data been available it would, of course, have been 

preferable to include more observations over time as well as the lagged 

relationships between population growth and the dependent variables.  For 

policy purposes it would naturally be useful to have information on the 

expected change in some future time period given a (known) change in the 

2/ 
current period's population.— 

Before beginning a closer examination of the several dependent vari- 

ables and their relationship with population a general discussion of the 

change versus pooled regression estimates is appropriate.  It was noted 

in the previous chapter that the first difference regression equations 

bore little resemblance to the pooled equations.  Furthermore, the co- 

efficients tended to be non-significant and R2 values low. 

— One justification of the model which circumvents this flaw is an 
assumption about the relationship between population growth in different 
time periods.  If, over some period of time, say a decade, growth is re- 
latively constant then growth in any time period within the decade is 
highly correlated with growth in any other time period in the decade.  If 
so, then the use of growth in the current time period would be equivalent 
(or nearly so) to using the lagged variable which would have been the "true" 
explanatory variable. 

2/ — Recall, however, that this is not the object of this study.  The pur- 
pose here is to determine how (or whether) population is related to current 
residential property tax bills.  As such, this study is only a partial and 
first-run assessment of the larger question of how population is related 
to both present and future residential property tax bills. 
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To examine the possibility that some structural change took place 

over the two-year interval which was not captured by either POP or CPOP, 

equations were estimated for each year with the cross-sectional data for 

each unit of government, with the same general results for each variable. 

Two typical regression equations for the two years are shown in Figure 

4-lA.  The Y axis represents any of the dependent variables estimated and 

the X axis represents population.  For illustrative purposes, the graph 

measures only a small portion of the regression lines.  Points A? and A2 

represent two local governments, Ax and A2, in 1974 both with population 

Pi = P" = P0.  The Y value for government A] is Y?, the value for A2 is 

Y2.  There are, of course, other points (observations) from which the 

regression line for 1974 is estimated which are not shown, but which are 

near the regression line as evidenced by the high R2 values for these 

regression equations (see Tables 4-10 through 4-17). 

The two hypothetical local government have grown by 1976.  District 

Ai now has the values (Pi, Yi) and A2 has the values (P2, Y2). Again, 

the remaining unseen observations result in a new regression line for 

1976 which is parallel to and slightly above the estimated line for 

1974.-/ 

Note that in each time period both districts are about the same 

small distance from the regression lines, so the two regression equations 

fit the data equally well in either time period, i.e., in either year a 

district's population and the dependent variable are highly correlated. 

Throughout the range of population values the observations (districts) 

lie near the estimated regression lines suggesting that despite whatever 

3/ —  For some variables the 1976 line was parallel to and slightly below 
the 1974 line.  The argument in either instance is the same. 



  Figure 4-1.  Comparison of Pooled vs. Change Equations:  An Illustrati on. 
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differences there may be between tax districts of different sizes, the 

tax districts appear to respond to population in similar fashions.  While 

one could not say assuredly that local governments move along the regres- 

sion curve as they grow, it does appear that in fact they have the tendency 

to so do.  Even with exogenous shifts up (or down) in the curve it can be 

shown that a movement from any point on one curve to any point on the other 

curve follows the form of the general change equation.  To repeat, briefly: 

(1) Yt+1 = bo + b1POPt+1 + b2(t+l) 

(2) Yt = bo + b1POPt + bz 

(3) AY = biAPOP + bzCl) 

Where equation (3) is merely equation (2) subtracted from equation 

(1).  The parameter.ba in equation (3) is the intercept of the equation 

representing the exogenous trend in Y over the interval of time, or the 

vertical distance between the two separate regression estimates. The 

parameter bi is the (same) slope of the regression line. Hence, one 

would expect the coefficient on CPOP to equal that which is on POP.  The 

results in Chapter III demonstrate that that occurrence was rare, despite 

the high R2 values for equations (1) and (2).  Further, the coefficient 

on CPOP was generally non-significant and R2 values approached zero. Why? 

To help see why refer back to the figure.  Note that the district 

Ai was below the 1974 regression line but above the 1976 regression line. 

Conversely A2 was above for 1974, below for 1976.  In panel B the change 

in population is plotted on the abscissa and the change in Y is plotted 

on the ordinant. Had these been the only observations available on change 

the regression line would pass through the two points as indicated. 
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Clearly, the slope and intercept of the new equation are not what would 

be expected from the pooled equations. 

Extending the analysis to include all observations, it is not hard 

to imagine similar behavior by other local governments; that is, a gen- 

eral tendency for the observations to lie on or near the regression line 

for the first year (1974), then after growth has occurred there is a 

general tendency for the observations to be clustered about the new re- 

gression line (1976). Note, however, that because the lines are so close 

to one another that very little change need take place in the 1974 

value of the dependent variable for its new (1976) value to lie near the 

1976 regression line. The summary statistics presented in the previous 

chapter make it clear that for most units of government the values of the 

4/ dependent variables did not change much over the two-year interval.— 

As such, the two regression lines are statistically inseparable although 

they are drawn separately for purposes of illustration.  If, indeed, they 

are not separable then the change in the dependent variable is analogous 

to the residual, that is, unexplained, variation in the dependent vari- 

able.  Looking at it this way, it is obvious that population is not going 

to explain the residual variation in the dependent variable since the 

residual is what is left unexplained by population in the first place. 

A general interpretation of the effects of the two data types is 

helpful in assessing the usefulness of the two types of equations which 

have been estimated. As Willis points out, "the sort ..of behavior measured 

by cross-sectional data is likely to be long-run in nature, while time 

series data typically reveals short-run behavior" (p. 19). The data used for 

this study seems to support that statement.  Over the long-run, districts 

4/ —  In no instance did a statistical test of the difference between two 
means of any of the variables in each year prove significant. 
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do appear to generally follow the estimated pooled regression lines.  Be- 

tween two periods of time (the short-run) there is some variation around 

the line which is not explained by population or more precisely change in 

population. One would have to conclude that the estimates derived from 

the data are useful for long-run assessments of the effects of population, 

but fare poorly in explaining an immediate, i.e., short-run effect of a 

change in population. Further, one would also have to conclude that 

short-run and long-run responses to population growth do not appear to 

be the same. 

The interested reader is referred to Tables 4-16 through 4-23 for a 

tabular summary of the separate regression results for each year.  In 

no instance does any significant change in the slope of the regression 

line occur between the two years, implying that there was little, if any, 

change in the behavioral relationship between the dependent variable and 

population over the two-year interval. Only the intercept terms change 

by any magnitude and even then the differences are not statistically 

significant. 

Until now, all of the results presented have been simple, single 

explanatory variable equations. The rationale for examining only bi- 

variate relationships, i.e., excluding other explanatory variables, was 

discussed in Chapter I, and the argument remains in force here.  There 

are reasons, however, for desiring slightly more complex estimating equa- 

tions yet retaining the same bivariate relations. To do so, one need 

only employ polynomials of degree greater than one.  Rather than having 

only simple linear relationships, the inclusion of polynomials of the 

same explanatory variable, population, allows curvilinear fits to the 

sample data, which, hopefully, would more closely approximate the "true" 
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underlying relationships of the entire population.  The poly- 

nomials that have been examined in this study are of degree one (POP) 

and degree two (POPSQ or population-squared) which gives the familiar 

quadratic form. There are both theoretical and statistical reasons for 

including a population-squared term. 

Theoretically there are sound reasons for including POPSQ which 

were discussed in Chapter II, and need not be discussed here.  Despite 

the generally high R2 values of the simple equations so far presented 

there are also statistical reasons for inclusion of POPSQ, which are 

not unrelated to the theoretical bases for polynomial estimation. 

In the previous chapter, it was hypothesized that the prevalence of 

negative intercepts suggested a curvilinear fit to the data.  If the 

"true" population regression line does get steeper as POP increases, then 

fitting a straight line to the data could easily result in a negative 

intercept.  In such a case, the inclusion, of a polynomial term (POPSQ) 

should, by allowing a curved fit, result in a more accurate fit to the 

data. 

In a similar vein, the addition of the polynomial term POPSQ could 

improve the accuracy of the equations' predictions.  It is known, of course, 

that additional explanatory variables, unless completely uncorrelated 

with the dependent variable, will always improve R2 values.  This may seem 

like unnecessary effort for equations with R2 values approaching 1.00. 

Note, however, that R2 may be defined (Johnston, p. 35) as follows: 

(4)  Rz = 1 

which by rearranging is: 

n 
-h* 

n 
- y)2 
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n 

z (y, - y)2 
i=l ■) 

(5) ^-=  = 1 - R2 
n 
s (y, - y)2 

i=l 

which is equivalent to: 

= Vl - R2 

If R = .99, then the right side of (6) equals: 

Vi _ R
2
 = yToT   = . 1 

implying that the numerator on the left side is one-tenth the size of the 

denominator.  If the estimated standard deviation of the dependent vari- 

able (the denominator) is large, then the standard error of the regression 

equation (the numerator) while only one-tenth as large may still be fairly 

big.  Since the sum of squares of deviation of the y^ about the mean, y, 

remains constant, any improvement in R will reduce the standard error of 

the regression estimate.  The standard error of the estimate may be inter- 

preted intuitively as the average absolute value of the distance between 

an observation and the regression curve, which is another measure of the 

accuracy      of the regression equation.  Although prediction is not 

the main goal of this study, certainly the model would be more helpful 

to policymakers the better it predicts. 

With these general thoughts in mind, it is now time to examine the 

endogenous variables and their relation to population. 
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Local Government Expenditures 

In this section the relation between local government expenditures 

and population is examined in more detail. The discussion includes a 

comparison of the relation among the three units of local governments, 

the presentation and interpretation of the quadratic regression results, 

and an assessment of the accuracy of the TEXP equations.  Following this 

section there is a similar discussion of the association between NTR and 

population. 

The R2 values indicate that POP does a better job explaining varia- 

tion in city expenditures (99 percent) than the expenditures of any other 

unit of government, although the school relationship is nearly as close 

with 98 percent of the variation explained.  Also, the 95 percent con- 

fidence interval around the regression coefficient is extremely narrow 

for the city equation, extending over a range of only about 15 dollars 

(see Table 4-4). 

The state-wide average population/student ratio is 5.2.  If the 

school regression coefficient of 2,221.20 is divided by 5.2 the result 

(427.20) is a rough approximation of the association between school ex- 

penditures and the population of a district which makes possible compari- 

sons of the relative effect of POP on the expenditures of the three units 

of government.  The sum total of the three regression coefficients is 

1,32 7.00.  If one assumes that each person is thus associated with 

$1,327.00 in local government expenditures it is clear that the major 

share of the expenditures is attributable to city governments.  Of the 

$1,327.00, $702.80 or 53 percent are at the city level, $427.20 or 32 

percent are at the school level, and the remaining $197.00 or 15 percent 

are at the county level. 
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The estimates of the regression coefficients on POP in the previous 

chapter may be biased. A variable which is theoretically related to 

TEXP is income (INC) . The simple correlations between INC and POPj,, 

POP , and POPr are, respectively, 0.46, 0.23, and 0.15, all positive 

values. Assuming the "true" coefficients on INC in the expenditure equa- 

tions are positive then the direction of the bias on the estimated co- 

efficient is in each case positive.  In the case of expenditures the 

bias is not too serious because whether the true cause of the level of 

expenditure is the size of population or the district's income is im- 

material.  It is the association between expenditures and population 

that is of concern in this study.  Given that objective the only real 

advantage there would have been in including income would be a possible 

improvement in the predictive power. 

There is some improvement in the TEXPK equation when POPSQj. is in- 

cluded but not much (Table 4-1).  Only about seven percent of the 

residual sum of squares from the simple equation (3-3-1) is explained 

by POPSQ,..  There is also a correspondingly small reduction in the 

standard error of the estimate demonstrated by the coefficient of vari- 

ation (C.V.) which goes from 60.1 percent to 57.5 percent. 

For TEXPp the reduction in unexplained variation is even smaller 

upon including the squared term ADMSQ (Table 4-2). ADMSQ accounts for 

only 4.5 percent of the residual sum of squares in TEXP,,.  The C.V. goes 

down to 43.2 percent from 43.7 percent, a negligible difference. 

Twenty percent of the residual sum of squares in TEXPp is explained 

by P0PSQr (Table 4-3), although that translates into an increase.in R
2 of 

only .002. And the C.V. is slightly reduced from 48.0 percent to 44.2 

percent. 
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Despite the absence of significant statistical gains the quadratic 

equations are nonetheless interesting.  For all three units of government 

the coefficient on the squared term is positive and significantly dif- 

ferent from zero implying that across the board the expenditures of local 

governments appear to be increasing marginal functions of population. 

This phenomenon could be a result of either the increase in demand for 

public goods and services as districts get larger or because of the nature 

of the supply curve for public goods and services or for both reasons. 

The model is not fine enough to answer why spending patterns are such, 

only that they are. 

Whether one judges :.the expenditure equations to be accurate depends 

on ones point of view. The R2 values are certainly high which means that 

expenditures and population are highly correlated. Also the standard 

errors of the regression coefficients are very small resulting in narrow 

confidence intervals around the coefficients (see Table 4-4). 

On the other hand it was shown in this chapter's introduction that 

high R2 values do not necessarily imply accurate predictive abilities. 

One indicator of predictive ability is the coefficient of variation (C.V.) 

which, expressed as a percentage, is the ratio of the standard error of 

the estimating equation to the mean value of the dependent variable. 

Table 4-4 shows that none of the TEXP equations had C.V.'s of less than 

40 percent.  The school equations had the lowest C.V., the counties the 

highest. 

Another test of predictive ability is to test the equations with 

actual examples.  Ideally one would use available observations which had 

not been included in the data set from which the equations were estimated. 

Unfortunately, all available data was used in this study. The best al- 



145 

ternative is to use observations chosen on some basis and comparing their 

actual and predicted values.  Although this procedure has one evaluating 

predictions with the same data used to estimate the equations used to 

generate the predictions, the large number of observations on each unit 

of government tends to mitigate the bias. 

Three examples are chosen for illustrative purposes on the basis 

of covering the geographic areas of the state and the range of populations 

among schools, cities, and counties. One city is Corvallis chosen as a 

fairly large Willamette Valley city.  The second city is Grants Pass chosen 

because it is in the mid-range of populations and is a western Oregon city 

not in the Willamette Valley.  The last city is Burns, chosen because 

of its relatively small population and because of its Eastern Oregon 

location which is said to be God's country.  In addition the main school 

districts for each city are examined (Corvallis 509J, Grants Pass 7, and 

Burns 1) and finally the counties in which the cities are located are 

examined (Benton, Josephine, and Harney). 

The predicted and actual values for each of the nine expenditure 

variables are presented in Table 4-5. All are generated from the equa- 

tions of Table 4-1 through 4-3. Also the percentage difference between 

the predicted and actual values are listed with the actual value as the 

point of reference. 

For the three areas chosen the TEXP^ appear to be predicted reasonably 

well.  The Grants Pass prediction is off by only 2.4 percent.  The TEXPC 

equations do the next best job although the most accurate prediction is 

nearly nine percent from the true value.  The TEXPj, equations are the 

poorest predictors for the three examples.  The percentage deviations 

range from 17 percent to 63 percent. 



Table 4-1.  Regression Results.  Pooled Quadratic Equations:  County Governments. 

Equation 
number 

Dependent 
variable Intercept POP POPSQ 

4-1-1 

4-1-2 

4-1-3 

4-1-4 

4-1-5 

4-1-6 

4-1-7 

TEXP 
K 

NTR 
IC 

LEVY 
K 

TCVT, 

RATE. 
K 

VRES 
K 

[A\ 

2,590,270 142.70 ** 0.000117* 

a,383,238)1 
(25.00) (0.000050) 

1,727,694 150.40 ** -0.0000106 

(1,416,862) (25.70) (0.0000516) 

862,575  ** -7.70 ** 0.000128** 

(112,755) (2.00) (0.000004) 

72,766,495  ** 13,309.70 A* 0.001162 

(27,005,462) (489.10) (0.000983) 

2.87** -0.00001^ '** '0.0000000000367** 

(0.15) (0.000003) (0.0000000000054) 

13,886  ** 0.0956 ** -0.000000139** 

(655) (0.0119) (0.000000024) 

40.04** -0.00012 ** 0.000000000463** 

(2.48) (0.00005) 1 (0.000000000094) 

.875 

.785 

.988 

.989 

.418 

.567 

.464 

227.58 

117.03 

2,793.95 

2,918.38 

23.32 

42.57 

28.18 

Standard errors in parentheses. 
**Indicates coefficient significant at 1% level, 
*Indicates coefficient significant at 5% level. 



Table 4-2. Regression Results.  Pooled Quadratic Equations: School Districts. 

Equation 
number 

Dependent 
variable        Intercept        ADM ADMSQ R2 F 

4-2-1 

4-2-2 

4-2-3 

4-2-4 

4-2-5 

4-2-6 

TEXP, 

NTR„ 

LEVY, 

TCV„ 

RATE. 

TAX 

-25,000 

(ea.Ass)1 

48,788 

(60,088) 

-73,788* 

(32,728) 

20,951,319** 

(2,762,192) 

10.54** 

(0.26) 

208.07** 

(6.52) 

2,124.80 ** 

(28.60) 

942.40 ** 

(27.10) 

1,182.40 ** 

(14.80) 

58,434.10 ** 

(1,247.10) 

0.0011** 

(0.0001) 

0.0322)** 

(0.0029) 

0.0024** 

(0.0006) 

-0.0003 

(0.0006) 

0.0027** 

0.0003) 

0.8143** 

(0.0275) 

-0.000000020** 

(0.000000003) 

-0.00000056** 

(0.00000006) 

,979 

,901 

,983 

,977 

,133 

,174 

13,762 

2,684 

17,514 

12,646 

45 

62 

Standard errors in parentheses. 
**Indicates coefficient is significant at the 1% level. 
*Indicates coefficient is significant at the 5% level. 



Table 4-3.  Regression Results.  Pooled Quadratic Equations:  City Governments. 

Equation 
number 

Dependent 
variable Intercept POP POPSQ 

4-3-1 

4-3-2 

4-3-3 

4-3-4 

4-3-5 

4-3-6 

TEXP. 

NTR, 

LEVY, 

TCV 

RATE 

TAX, 

-645,570 ** 613.60 ** 0.000260** 

(131,730) 
1 (12.30) (0.000034) 

-524,560 ** 523.40 ** 0.000186** 

(124,270) (11.60) . (0.000032) 

-121,010 A* 90.20 ** 0.000744** 

(20,010) (1.90) (0.000052) 

-3,428,985 * 11,675.90 ** 0.00729 ** 

(1,709,685) (159.90) (0.00045) 

5. 82** 0.000026 -o.ooo2...o 

(0. 37) (0.000031) 

109. 03** 0.0012* -o.ooo2...o 
(6. 17) (0.0006) 

.992 

.990 

.993 

.997 

.004 

.022 

18,995.00 

14,890.00 

22,369.00 

45,929.00 

0.58 

3.40 

Standard errors in parentheses. 
2 
Coefficient extends to ten digits beyond decimal point, is negative and not significant. 

**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 

00 



Table A—4.  Comparisons of Simple Regression Coefficients and Standard Errors of Estimating Equations for Local Government:  Total Expenditures. 

Simple pooled . . , 
coefficient on    95% Confidence interval    Standard Error     Coefficient        Standard Error"    Coefficient' 
POP or ADM of estimate       of variation        of estimate       of variation 

Unit of Government 

COUNTY 

Coefficlent 

Standard Error 

R" 

197.00 

9.30 

.87 

178.40  to       215.60 8,039,926 60.1 7,943,286 57.5 

SCHOOL 

Coeff ic iunt 

Standard   Error 
2 

2,221.20 

13.50 

.98 

2,194.20  to  2,248.20 1,356,433 43.7 1,343,494 43.2 

CITY 

Coef:icient 

Standard  Error 

R~ 

702.80 

3.90 

.99 

695.00  to       710.60 2,200,245 48.0 2,023,981 44.2 

Co~puted from pooled simple equations. 
2 
Computed from pooled quadratic equations. 



Table 4-5. Comparison of Predicted Versus Actual Values for Selected Tax Districts:  Total Expenditures. 

Variable 

2 
Percentage Difference 

District            Predicted Value         Actual Value         predicted from actual 

TEXP. 
K 

TEXP 
K 

TEXP 
'K 

TEXP 

TEXP, 

TEXP, 

TEXP 

TEXP 

TEXP, 

Benton 
(65,600) 

Josephine 
(47,000) 

Harney 
(7500) 

Corvallis 509J 
(7046) 

Grants Pass 7 
(4040) 

Burns 1 
(681) 

Corvallis 
(40,180) 

Grants Pass 
(13,570) 

Burns 
(3600) 

12,454,883 

9,555,623 

3,667,101 

15,065,491 

8,598,364 

3,667,101 

24,428,630 

7,728,860 

1,566,760 

8,663,642 

15,587,452 

4,289,268 

16,938,282 

8,808,814 

4,289,268 

22,265,762 

5,281,017 

1,040,664 

+43.7 

-38.7 

-14.5 

■11.1 

2.4 

14.5 

+ 9.7 

+46.3 

+ 50.6 

Population of district in parentheses. 
2„     , ,    /Predicted - Actual, „ ,-_„ 
Computed by:  I ——r ) X 100%. 

*) O 
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In comparing the three areas there seems to be no pattern to the pre- 

dictive abilities.  Grants Pass school expenditures achieve the closest 

prediction but Josephine County has the worst. 

All of the equations make it clear that while the association between 

local government expenditures and population is strong the equations are 

not especially good predictors. Over the long-run the expenditure-popula- 

tion relation appears to be stable, an inference based on the similar 

behavior of large and small districts.  But for any specific district 

more information about local characteristics needs to be incorporated 

into any predictive analysis.  Even with as much as 99 percent of the 

variation explained by population, the variance of TEXP is so large that 

the remaining one percent is still substantial. 

How the expenditure-population relation influences the size of pro- 

perty tax levies depends on the simultaneous relationship of non-property 

tax revenues and population.  The next section covers that relation. 

Local Government Non-Property Tax Revenues 

The counterpart of TEXP in the government block is NTR, the non- 

property tax revenues received by a unit of local government.  In this 

section, a more complete analysis of the relationship between population 

and NTR is presented. Following the procedure of the expenditures 

section, a comparison of the relationship is made among the units of 

local government after which the quadratic regression results are presented 

and interpreted, and finally an assessment of the accuracy of the NTR 

equations is offered.  In the next section there is a similar discussion 

of the association between LEVY and population. 
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It was pointed out in Chapter III that population did a poorer job 

explaining variation in county NTR than in any of the three units of 

local government studied, as indicated by the R2 values.  In light of 

the discussion of Chapter II on county non-property tax revenues this 

result is not surprising. A major portion of the NTR received by counties 

are from Forest Service and BLM timber sales with the amount received 

depending on current timber demands and prices, not on population. 

Josephine County, for example received almost $13 million in 0 5 C 

payments in 197 (U.S. Department of Interior, 1977).  Its total NTR re- 

ceived in 1976 was about $15.5 million, most of which, obviously, was ob- 

tained from 0 § C payments.  The 1976 NTR was well above the state-wide 

average county     of $10.9 million even though the 1976 county population 

of 47,000 was below the state average of 65,584. This example, although 

admittedly extreme, does cause one to wonder how POP,, was able to account 

for 78 percent of the variation in NTRj., and why its coefficient has such 

a small standard error. 

Although 0 § C payments are very important to those counties that 

receive them, the distribution is hardly even.  Only 18 of the 36 

counties are 0 § C counties (17 of the 35 in the data set) and of those, 

over two-third of the monies go to four counties (Douglas, Jackson, 

Josephine, and Lane), which, excepting Josephine, have populations well 

above the state county average.  The dummy variable, OC, excluded from 

equation 3-3-2 is equal to 1.0 if a county is an 0 § C county, and zero 

if not.  But because 0C is not independent of POPj, (their correlation 

coefficient is .49), its exclusion imparts a bias on the coefficient of 

POP :  POP accounts for some of the effect of OC. 
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Not surprisingly, the school NTR equation does quite well with ADM as 

an explanatory variable. ADM explains 90 percent of the variation in NTR„. 

It was noted in the last chapter that the coefficient on ADM was below 

the average PNTR,, of 971.70.  The "true" coefficient, however, may be 

higher in light of the theoretical discussion on school NTRg. Dropping 

PTCVp from the estimating equation for NTRc (equation 3-5-2) has the 

usual effect of biasing the estimated coefficient on ADM.  The correlation 

coefficient between ADM and PTCV^ is -0.14.  Under the assumption that 

NTR„ is inversely related to PTCV„, the bias of the ADM coefficient is 

positive; that is, it over-estimates the true coefficient.  This is a 

mildly surprising result as the bias was expected to be negative. 

Not much can be said about the relationship between population (as 

opposed to ADM) and NTR„ in the absence of information about school dis- 

trict populations. A first-run approximation can be made, however, by 

dividing the regression coefficient by 5.2, the average statewide popula- 

tion/student ratio.  The result of that division is 178.70, which would 

be the average increase in a school district's NTR associated with a popu- 

lation increase of one.  If, over the long-run there is information about 

the population/student ratio, especially of incoming residents, the ex- 

pected addition to NTR from increases in population may be adjusted 

accordingly, above or below the $178.70 figure. 

P0Pr does exceptionally well explaining variation in NTR^ with an 

R2 of .99 in equation 3-7-2.  Judging by the regression coefficient, 

NTRp on a per capita basis is higher than for the other two units of 

government combined. 

In the case of NTRr the omitted variable was INC, the per capita 

income of the city.  Because the correlation coefficient between POP- 
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and INC is positive (0.15) the bias on the POPp coefficient is assumed to 

be negative because of the assumption that the "true" coefficient on INC, 

is negative. This assumption may be weak, however, due to the possibility 

that wealthier communities with more ability to sustain more extensive 

public services such as parks and recreation facilities, libraries, health 

facilities, and businesses and industries, all of which may generate 

fees, may actually have higher NTR values than similar sized but poorer 

communities.  If so, that is, if NTRr and INC are positively related, 

then the bias on the POP- coefficient would be positive, indicating that 

it over-estimates the "true" coefficient. 

The quadratic NTR equations for the three units of government are 

disappointing in that the POPSQ and ADMSQ terms explain little of the 

residual variation in NTR after fitting POP and ADM (Tables 4-1 through 

4-3).  In only one case -- city NTR -- is POPSQ statistically significant 

and of the predicted sign. As expected, it is positive implying that 

NTR- is an increasing marginal function of POP-. Unfortunately, the 

negative and significant intercept of equation 3-7-2 remains, although it 

has been reduced. Also, the increase to R2 due to POPSQ- is imperceptible. 

In both other NTR equations the coefficients on POPSQ and ADMSQ are 

negative and non-significant, and in both cases the increase in R2 from 

the addition of POPSQ and ADMSQ is negligible. 

The accuracy of the NTR equations corresponds to the accuracy of the 

TEXP equations.  The standard errors of the regression coefficients are 

roughly equivalent to the TEXP coefficients although the ratios of the 

standard errors to the regression coefficients are a bit larger. Narrow 

confidence intervals for the coefficients prevail, however (see Table 4-6). 



Tablo 4-6.  Compartsons of Sinplti Regression Coefficients and Standard F.rrors of F.stinatiny !'.<|uatinns fur Local Covernnen t r;:  runprci .r t y-'ki/. Iv..:.! 

Simple  Pooled - 
Coefficient on    957 Confidence Interval    Standard Error     Coefficient Unit of Government 

POP  or   ADM of  estimate of  variation 
Standard   Error <W! f ic ii m " 

of  estimate of   v.iri.itii.n 

Coeff iclent 

Standard Error 
i 

K" 

145.80 

9.20 

.78 

127.40    to     164.20 R,205,621 71.1 

SCHOOL 

Coeff iclent 

Standard   Error 

R" 

929.40 

12.70 

.90 

904.00     to     954.80 1,269,724 1,262,598 

CITY 

Coeff ic ient 

Standard Error 

R" 

587.10 

3.60 

.99 

579.90 to 594.30       2,005,167 51.5 1,909,366 

Computed from pooled simple equations. 

Computed from pooled quadratic equations. 



Table 4-7.  Comparison of Predicted Versus Actual Values for Selected Tax Districts:  Nonproperty-tax Revenues. 

Variable District Predicted Value Actual Value 
Percentage Difference 
predicted from actual 

NTRK 

NT\ 

NT 
\ 

NTR, 

NTR, 

NTR 

NTR, 

NTR, 

NTR, 

Benton 
(65,600) 

Josephine 
(47,000) 

Harney 
(7500) 

Corvallis 509J 
(7046) 

Grants Pass 7 
(4040) 

Burns 1 
(681) 

Corvallis 
(40,180) 

Grants Pass 
(13,570) 

Burns 
(3600) 

11,548,318 

8,773,079 

2,855,098 

6,674,044 

3,851,188 

1,362,091 

20,805,936 

6,612,229 

690,423 

6,465,991 

15,587,452 

3,810,022 

5,707,272 

4,441,155 

1,266,984 

20,665,926 

3,899,579 

908,588 

+ 78.6 

43.7 

-25.1 

+ 16.9 

-13. 

+ 7.5 

+  .7 

+69.6 

■24.1 

Population of district in parentheses. 

"Computed by • e- redicted - Actua Actual 9 X 100%. in 
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The C.V..'s tend to be rather large for both the simple and polynomial 

equations, ranging from 49 percent to 90 percent.  These figures do not 

bode well for the predictive accuracy of the NTR equations. 

The three example areas bear out that claim (Table 4-7). As with 

the TEXP equations the predictions tend to be better with school districts, 

deviating from 7.0 percent to 15.3 percent from the true values. And, 

again, the county equations are the worst with as much as 77.7 percent in- 

accuracy. That 77.7 percent figure is from Josephine County whose extra- 

ordinary NTR figures have already been discussed.  The inaccuracy demon- 

strates the danger of putting too much faith in the estimated association 

between NTR, and POP, especially when some causality is implied. 

The city NTR equations fare poorly with the exception of Corvallis 

which has a relative inaccuracy of less than one percent. 

The difference between TEXP and NTR is the LEVY.  In the next section 

the LEVY-population relationship is examined. 

Local Government Property Tax Levies 

In almost every instance population explains a higher proportion of 

the variation in LEVY than in either TEXP or NTR.  This supports the 

notion that budget committees adjust the levies according to the size 

of the population served by the district and paying the property taxes. 

The bulk of the property tax levies associated with each member of 

the population goes to school districts.  Dividing the regression co- 

efficient on ADM by the population/ADM ratio of 5.2 gives a figure of 

248.40.  Then, summing the regression coefficients for each unit of govern- 

ment the result is 415.30.  Of that, 60 percent goes to the schools, 28 

percent to cities, and 12 percent to counties. 
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Unlike the TEXP and NTR equations, the addition of the squared popu- 

lation terms adds significantly to the explanatory power of the equations 

(Tables 4-1 through 4-3). At the city level, 36 percent of the unexplained 

sum of squares are explained by POPSQ„. About 11 percent of the residual 

in the school equation is explained by ADMSQ. And a whopping 94 percent 

of the unexplained sum of squares in the simple county LEVY equation is 

accounted for by POPSQj,. 

This latter result is, to say the least, a surprise.  It coincides 

with a reduction in the C.V. from 113.0 percent to a respectable 28.3 

percent.  The reason for such a significant increase in explanatory power 

may be behind the negative sign on POP^ in the quadratic equation.  Since 

the intercept has a positive sign, and the P0PSQK coefficient has a posi- 

tive sign, a graph of the equation would reveal a U-shaped curve.  It 

makes sense that the smaller counties would have larger levies than some 

of the mid-size counties because none of the smaller counties receive 

0 § C funds.  The mid-size counties such as Josephine, Columbia, Coos, 

Curry, Klamath, and Polk all receive substantial 0 § C payments. Al- 

though the POP,, and POPSQ,. explain most of variation in LEVY., the result 

must be due to the importance of the 0 § C payments.  While population 

and the omitted dummy variable in the NTR equation are correlated, there 

is no causality implied from population to 0 § C payments. The correla- 

tion is coincidental; no matter how big the eastern counties grow they 

will never obtain revenues from the 0 § C timber sales.  So, because 

the bias on POP,, in the NTR equation was positive it is negative in the 

LEVYj. equation since the LEVY equation is TEXPj, - NTR .  The expected 

value of the estimated POP coefficient (and the estimated POPSQ co- te K 

efficient) is less than the "true" value of the POPj. (and POPSQj) co- 



Tablj   4-8.     Comparisons of  Simple  Regression  Coefficients and  Standard  F.rrors of  Kstinatin^  liquations   for   Local  OovornrH-nt s:     Proccrty Ta:-:   l«.vii 

Unit   of   Government 
Simple     Pooled 
Defficient  o 

POP  or   ADM 
Coefficient  on 95%   Confidence   Interval Standard   Error Coefficit'nt 

of   Kstimate of   Variation 
Standard   I'.rror" 

of   l^t ir.a te 
f.uoff icunt" 
oJ   X'ariativn 

COUNTY 

Coeffie lent 

Standard   Error 

R" 

51.20 

2.90 

.82 

45.40  to 57.00 2.522,450 113.0 64 7,418 

Coeff iclent 

Standard  Error 

R" 

1,291.30 

7.30 

.98 

1,277.20 to 1,306.40 731,288 43.2 1)93,147 

Coeff iclent 

Standard Error 

R" 

115.70 

0.70 

.99 

114.30 to   117.10 394,983 57.6 

I. Computed   from pooled   sijnple equations. 

Computed   from pooled  quadratic  equations. 

to 



Table 4-9.  Comparison of Predicted Versus Actual Values for Selected Tax Districts:  Property Tax Levies. 

Variable District Predicted Value Actual Value 
Percentage Difference 
predicted from actual 

LEVY K 

LEVY 
K 

LEVY K 

LEVY, 

LEVY, 

LEVY, 

LEVY, 

LEVY, 

LEVY, 

Benton 
(65,600) 

Josephine 
(47,000) 

Harney 
(7500) 

Corvallis 509J 
(7046) 

Grants Pass 7 
(4040) 

Burns 1 
(681) 

Corvallis 
(40,180) 

Grants Pass 
(13,570) 

Burns 
(3600) 

906,565 

781,547 

811,725 

8,391,446 

4,747,176 

732,679 

3,622,694 

1,116,631 

876,336 

2,197,651 

0 

479,246 

11,231,010 

4,367,659 

257,631 

1,599,836 

1,381,438 

132,07 6 

-58.8 

_3 

+ 69.3 

-16.4 

+ 8.7 

+184.8 

+126.5 

-19.2 

+563.6 

Population of district in parentheses. 
?„     ■, ,    fPredicted - ActualN Computed by:  l ; j 

\     Actual     / 

Value is not defined. 

X 100% 

0^ 
O 
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efficient.  Each person in a county would be associated with a higher value 

of LEVY,, in a "true" model. 

The LEVYp and LEVY„ equations are both increasing functions of popu- 

lation reflecting the increasing TEXP equations and the inability of NTR 

to increase at a rate sufficient to offset the increased expenditures. 

The LEVY equations appear to be highly accurate; at least, the R2 

values are high in the simple equations, and even more so in the quadratic 

equations.  The confidence intervals around the simple coefficients are 

extremely narrow (see Table 4-8).  The standard error of the estimates, 

however, follow a pattern similar to the TEXP and NTR equations. And 

so do the coefficients of variation. About the only difference is that 

the county C.V. is lower than either the school or city C.V.'s. 

As to predictive accuracy the LEVY equations do about the same job 

with the three example areas as the TEXP and NTR equations. 

In Josephine County the percentage error is undefined because there 

was no county LEVY in 1976, again, because the 0 § C payments create sub- 

stantial errors. Also, Benton County's prediction was way off, missing 

by 142 percent.  The remaining predictions range in quality from fair 

(eight percent on Grants Pass school levy) to poor (84.5 percent on 

Burns city levy). 

In short, the LEVY equations show a strong, tight fit between local 

government levies and population.  Unfortunately, the strong fit is not 

indicative of accurate predictions, at least judging by the C.V.'s and 

the three chosen examples. 

Property Values 

In light of the discussion at the outset of this chapter, it would 
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seem appropriate to extend the analysis of property values beyond the 

basic results derived in the previous chapter.  Consequently, this sec- 

tion is devoted to the analysis of the relationship between property 

values and population.  Comparisons of the relationship among types of 

local governments is made, quadratic regression results are presented 

and interpreted with comparisons to the elasticity estimates and an evalu- 

ation of the accuracy of the estimates is made complete with predictions 

from the three example cities chosen in the previous section.  Following 

the analysis of the property block, the two major blocks are discussed 

as a whole; that is, the workings, implications, and results for the com- 

plete model are proffered. 

The discussion of elasticities in the last chapter implied that the 

effect of population is stronger on residential property than on other 

classes of property as a whole, at least at the county level.  Had the 

comparisons been made at the city level, given information on VRES, the 

results would not necessarily have been the same. 

For example, TCVC elasticity with respect to population is 1.13 +_  .04, 

which is significantly greater than one.  If the VRES elasticity for 

cities were the same as for counties (.18) then the net property block 

influence on tax bills would be slight.  Perhaps, though, it would be more 

likely that the VRES elasticity would also be higher in the cities cor- 

responding to the higher TCV elasticity. 

Of the three units of government, only the cities have an estimated 

TCV elasticity of greater than one. The TCVS elasticity (.81) corresponds 

closely to the TCVj. elasticity (.84).  Assuming a constant population-to- 

student ratio then the effect of population on school district property 

is virtually identical to the effect on county property -- not a very sur- 
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prising result since it is the same property in either case with different 

boundaries defining the districts. 

Estimating TCV as a linear function of population the regression co- 

efficients of the city equations may be compared to those of the county 

equations. At the county level the estimate of POPj, coefficient is 

13,839.30 H^ 356,80.  This confidence interval overlaps the confidence 

interval around the regression coefficient in the city equation which is 

14,173.90 +_ 127.60, although the point estimate of the coefficient on 

POPp is greater than the corresponding coefficient on POP,,. While one 

could not conclude that the coefficients differ, one might expect that 

because the city's point estimate is higher, had city property been ex- 

cluded from the county data set, the two coefficients would have been 

significantly different. 

The coefficient on ADM in the TCVg equation is 91,103.00.  Dividing 

by 5.2, the average population/student ratio, the value is 17,519.80. 

This is higher than the estimates of either the city or county equations. 

Why this occurs is not clear.  Perhaps families with school-age children 

tend to locate in the more wealthy districts.  It is also entirely possible 

that had the true POP/ADM ratios been known for each district and that 

information incorporated into the estimates that the resulting regression 

coefficients would have been no different than the one on POP.,. 

The TCV estimating equations that include the POPSQ and ADMSQ term 

3/ are also all fairly similar (Tables 4-1 through 4-3).  As expected,— the 

sign of the coefficients on POP (or ADM) and POPSQ (or ADMSQ) are positive 

in all cases.  The implication is that the marginal TCV is an increasing 

marginal function of population; that is plotting TCV as the dependent 

—  See Chapter III. 



164 

(Y) variable, the curve gets steeper as population increases.  For cities 

this is a neat result.  The estimated population elasticity of TCV was 

1.12 which implies an ever steeper TCV regression curve. 

Such is not the case with either schools or counties both of which 

had estimated TCV elasticities of less than one. An elasticity of less 

than one corresponds to a TCV curve which increases at a decreasing 

rate -- it flattens out at higher levels of POP (or ADM). Why the two 

results differ is not clear.  Possibly the apparent contradiction is a 

result of the mathematics of OLS regression which minimizes the sum of 

squares [(Y - Y)2J. The quadratic regressions use the actual values for 

each observation giving a proportionally greater weight to the observa- 

tions with TCV and POP values differing greatly from the mean.  The 

elasticity estimates are computed using natural logs which transform the 

data in a manner which gives relatively less weight to those observations 

at the extreme ends of the range than does the former procedure. Note, 

for example, that the two numbers 10 and 100 differ in absolute magnitude 

by a factor of ten, but their natural logs differ only by a factor of 

two.  The contradictory results could be the result of the difference 

between the two estimating procedures.  In the range of values encom- 

passed by about 80 percent of the observations, however, the two esti- 

mating equations are nearly equal. 

Whatever the explanation, it is at least implied by the quadratic 

equations that the relationship between TCV and POP (or ADM) remains 

similar regardless of the unit of government under examination. 

One other comment on the quadratic equations is appropriate here. 

At the county level the POPSQ^ coefficient is not statistically signifi- 

cant.  Whether this result is because the equation is mis-specified by 
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the inclusion of POPSQ., or because of collinearity with POPK is not clear. 

The simple correlation coefficient between POPj, and POPSQ is .93 a fairly 

high correlation.  It is well known (Johnston) that the effect of multi- 

collinearity is to inflate the variance of the coefficient.  For a two- 

explanatory variable model the simple correlation coefficient can be used 

to estimate how much the variance is actually inflated (Brown, 1978). The 

procedure is to invert the matrix of simple correlation coefficients, 

where the inverse of the determinants of the correlation matrix is the 

variance inflative factor (VIF).  In the case where ria equals .93, the 

VIF is 7.40 implying that the standard error of the coefficient is in- 

flated by 2.72, more than enough to result in a t-test which fails to 

reject the null hypothesis that the coefficient equals zero. The VIF's 

for schools (4.43) and cities (10.26) were apparently offset by the large 

number of observations in each set which reduced the estimated standard 

error of the P0PSQr and ADMSQ coefficients. 

Finally the R2 values of the quadratic equations are generally a 

great improvement over the simple equations. The already, high (.989) R2 

value for TCVj. (equation 3-3-4) is unchanged with the addition of POPSQj. 

(Table 4-1).  But almost 60 percent of the unexplained variation in TCVg 

(equation 3-5-4) is explained with the addition of ADMSQ, as the R2 value 

goes from .943 to .977.  Similarly, half of the residual variation in 

TCV  (equation 3-7-4) is explained by POPSQj, R2 going from .994 to .997. 

The increase in R2 for VRES is also notable as the R2 value nearly doubles 

from .309 in equation 3-3-6 to .567 in equation 4-1-6. 

What about the accuracy of the estimating equations? It was demon- 

strated earlier in this chapter that the estimated R2 value is not always 

a reliable indicator of the predictive ability of a regression equation. 
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But in assessing the accuracy of the equations there is more to consider 

than predictive ability.  It is just as important, if not more important, 

to know how accurate the estimated coefficients are. This study addresses 

the relationship between certain variables and population, and that re- 

lationship is estimated by the regression coefficient.  Policy makers will 

no doubt want accurate predictions as well, however. 

Following the procedure of the government block section, one can ex- 

amine the coefficients of variation (see Table 4-10). At the county 

level, the C.V. is 16.0 percent, the best of the three units of government. 

In light of the tremendous variation in TCVj, this is a reasonably good 

figure.  The addition of P0PSQ„ does little to improve the accuracy of 

the equation, reducing the C.V. to 15.9 percent. 

As measured by the C.V. the school district equations are the least 

accurate with the standard error of the estimate equal to 75.8 percent of 

the mean TCV- value. The addition of ADMSQ results in a reduction of the 

C.V. to a more respectable 48.2 percent. 

Between the two aforementioned coefficients is the city C.V. of 36.3 

percent, so that the standard error of the estimates is approximately one- 

third of the mean TCV^.  The standard error is reduced considerably with 

the inclusion of POSPQ- resulting in a C.V. of 26.6 percent. 

The remarkably small standard errors of the simple regression co- 

efficients were noted previously. The narrow confidence intervals about 

the estimates provide tight, high probability estimates of the "true" 

coefficients, or, in other words, of the linear relationship between TCV 

and population. The coefficients of variation for the estimated re- 

gression coefficients at the county, school, and city levels are, respectively, 

1.3 percent, 1.0 percent, and 0.5 percent, all of which are acceptably 

low. 



Table  4-10.     Comparisons of  Simple  Regression Coefficients and  Standard  Errors of  F.st imat inj;  Equations  for  Local  Cuvcrnrr.cnts:     Projurlv  Valti 

Simple     Pooled . , 
Coefficient  on 95%  Confidence   Interval Standard  Error Coefficient 

POP or  ADM of  Estimate of  Variation 
Unit  of  Government Standard   Trror" 

of   Estinate 
O.L ! ! ie i^i.t ' 

i.f V.iri.iti..! 

Coefficient 

Standard Error 

13,839.30 

178.40 

.99 

13,482.50 to  14,196.10 151,129,170 16.0 150,IS:,61 1 IS.-* 

SCHOOL 

Coeff ic ient 

Standard   Error 
2 

91,103.00 

917.20 

.94 

89,268.60  to  92,937.40 92,021,412 75.8 58,500,230 

CITY 

Coef f ic ient 

Standard   Error 
■> 

R' 

14,173.90 

63.80 

.99 

14,046.30 to  14,301.50 35,804,508 26,268,788 

COUNTY   VRES 

Coef:icient 

Standard   Error 

R" 

.0323 

.0058 

.31 

.0207  to   .0439 5,006 28.2 3,759 

Computed   from pooled   simple  equations. 

Computed   from pooled  quadratic  equations. 



Table 4-11.  Comparison of Predicted Versus Actual Values for Selected Tax Districts:  Property Values. 

Variable District Predicted Value Actual Value 
Percentage Difference 
predicted from actual 

TCVK 
Benton 
(65,600) 

950,833,320 

TCVK Josephine 
(47,000) 

700,889,250 

TCVK Harney 
(7500) 

172,654,610 

TCVS Corvallis 509J 
(7046) 

473,104,820 

TCVS Grants Pass  7 
(4040) 

270,315,760 

TCVS Burns       1 
(681) 

61,122,582 

TCVC Corvallis 
(40,180) 

477,477,890 

TCVC Grants Pass 
(13,570) 

156,355,390 

TCVC Burns 
(3600) 

38,698,733 

VRES Benton 
(65,600) 

19,559 

VRES Josephine 
(47,000) 

18,072 

VRES Harney 14,595 

711,606,031 

594,535,042 

113,649,214 

505,771,264 

270,343,452 

42,806,397 

357,259,000 

184,817,000 

25,313,000 

28,630 

19,323 

14,023 

+33.6 

+17.9 

+51.9 

- 6.5 

0 

+42.8 

+33.7 

-15.4 

+52.9 

-31.7 

- 6.5 

+ 4.1 

T                                    2            /Predict Population of district in parentheses.   Computed by: I  ed - Actual' 
Actual 

X 100%. 
ON 
00 
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The accuracy of the equations with respect to the three examples of 

the previous sections is presented next (see Table 4-11). 

The equations generally predict best for the Grants Pass area, not 

a surprising result because its population and ADM values are near their 

respective mean values.  The prediction for TCV^ in Grants Pass District 

7 is almost perfect. Other predictions vary from good (VRES in Harney 

and Josephine Counties) to poor (TCV in Burns). As a group, and as pre- 

dictors the equations would have to be considered disappointing. On the 

other hand, the equations were not developed as predictors per se or they 

would have included more explanatory variables, most notably income.  Also, 

the VRES equations even with low R2 values are not bad as predictors, 

missing by only 6.5 percent in Josephine County and 4.1 percent in Harney 

County.  So, there is hope that with additional information on VRES and 

better specification, a good predictive equation is not far away. 

Property Tax Rates 

Not surprisingly, the simple RATE equations showed a generally low 

correlation between RATE and POP (or ADM). The estimated coefficients 

were all positive although significant only for schools.  Even there, 

though, ADM explained only five percent of the variation in RATE^ and the 

coefficient was very small.  It predicts a difference in RATE„ of only 

three cents for each difference of 100 students.  That translates as a 

difference of three cents for every difference of 520 people in a school 

district using the state-wide population/student ratio.  Population ex- 

plained practically none of the variation in RATEj. or RATE^. 

The addition of the squared population term changes things consider- 

ably for RATEj. and RATEg but not for RATEp.  In the latter case, neither 
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term has a significant coefficient and the equation explains less than 

one percent of the variation in RATEp. 

POP,, and P0PSQ„ together explain nearly 42 percent of the variation 

in RATEj,.  Both variables have coefficients significant at the one per- 

cent level. Interestingly, the RATEK equation (4-1-5) is a U-shaped curve 

as was the LEVY equation (4-1-3).  Since TCV was an increasing marginal 

function of population, the RATE result must stem from the nature of the 

LEVY-population relation.  Undoubtedly, the lower levies for mid-size 

counties resulting from their large NTR^, most notably 0 § C funds, are 

the direct cause of tax rates being lowest at a medium value of population. 

Actually, solving the equation for the value of population which 

minimizes the rate yields the value of roughly 225,000 which would be a 

large Oregon county. Beyond that size, the equation predicts rapidly 

rising tax rates. 

As with the LEVY., equation (4-1-3), and for the same reasons, it 

would be dangerous to presume too much of a causal relationship between 

population and county tax rates. 

The RATEj, equation is also improved with the addition of ADMSQ.  The 

equation (4-2-5) explains about 13 percent of the variation in RATE„. And 

the coefficients are significant at the one percent level.  In the case 

of schools, however, with respect to ADM the rate appears to increase at 

a decreasing rate. Apparently, at some point the increase in TCVg asso- 

ciated with population would be sufficient to offset the increase in LEVY,,. 

Despite the low R2 values of the RATE equations, the standard errors 

of the estimates are not much worse than those of the better fitting 

equations as indicated by the coefficients of the variation (Table 4-12). 

The C.V.'s range from a low of 36.5 percent for counties to 86.5 percent 



Table   4-12.     Conparisons  of   Simple   Regression Coefficients  and  Standard Errors of   Estimating Equat ions   for   I -oca I Cuvernini-nt s:     i'rope i rly   Tax   k.it« 

Simple    Pooled 
Unit  of  Governmenc                       Coefficient on 

POP or ADM 
95%  Confidence  Interval Standard  Error 

of   Estimate 
Coefficient1 

of  Variation 

2 
Standard   Error" 
of   Estimate 

Gji.-:" i" u1 i' 
of   V.iri.t 

L-Itt" 

Coefficient 

Standard   Error 

R" 

.00000021 

.00000128 

.00 

.0000254 to .0000258 1.10 47.0 0.85 ■J'..5 

Coeft icienc 

Standard Error 

R" 

.000307 

.000057 

.05 

.000193 to .000421 5.71 48.7 5.46 

CITY 

Coet f ic ient 

Standard Error 
„2 

.0000082 

.0000092 

.00 

.0000102 to .0000266 5.17 86.5 

Computed from pooled simple equations. 

Computed from pooled quadratic equations. 



Table 4-13.  Comparison of Predicted Versus Actual Values for Selected Tax Districts:  Property Tax Rates. 

Variable District 

RATEK Benton 
(65,600) 

RATEK Josephine 
(47,000) 

RATEK Harney 
(7500) 

RATE Corvallis 509J 
(7046) 

RATE Grants Pass  7 
(4040) 

RATE Burns       1 
(681) 

RATEC Corvallis 
(40,180) 

RATEC Grants Pass 
(13,570) 

RATEC Burns 
(3600) 

Predicted Value Actual Value 
Percentage Difference 
predicted from actual 

1.93 

2.17 

2.75 

17.30 

14.66 

11.28 

6.86 

6.17 

5.91 

3. ,09 

0 

4. .22 

22. ,21 

16. ,16 

16. .03 

4. .48 

7, .47 

5, .21 

-37.5 

_3 

-34.8 

-22.1 

- 9.3 

-29.6 

+53.1 

-17.4 

+13.4 

Population of district in parentheses. 

"Computed by 

of d 

4 redicted - Actual Actual ) 
X 100%. 

Value is not defined. 
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for cities. Only the county C.V. is reduced by the addition of POPSQ. 

The other two governments' C.V.'s remain nearly the same. 

As usual, the percentage differences between the predicted and 

actual values for the three example areas have a pattern similar to the 

results of previous variables (Table 4-13).  The percentage error for 

Josephine County is undefined, since there was no levy; hence, no tax 

rate.  The Corvallis city prediction is off by over 50 percent, the rest 

ranging from 9.3 percent off (Grants Pass School) to 37.5 percent off 

(Benton County).  In most cases, the equation under-estimated the actual 

value of the RATE. 

Except possibly for the schools, the relationship between RATE and 

population appears to be fairly tenuous.  For cities, there is almost no 

correlation.  For counties, the correlation appears to be coincidental. 

What about the TAX-population relation as a result? 

Property Tax Bills 

The simple linear equations and the elasticities presented in the 

last chapter show a positive significant relationship between TAX and 

population.  The larger the tax district, the larger the tax bill one 

would expect to pay. This relationship was due in part to the positive 

relation between RATE and population but perhaps more so due to the VRES 

behavior with respect to population. 

The improved results of the quadratic equations for RATE and VRES 

described in the previous two sections make one wonder how well TAX can 

be explained with the two variables POP and POPSQ (or ADM and ADMSQ). 

For the TAX equations, the results follow a pattern similar to the LEVY 

and RATE equations.  The greatest improvement was for county TAX, then 

school TAX, and last but least, the city TAX. 
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Almost half of the variation in TAXj. can be explained by POP^ and 

POPSQ (equation 4-1-7).  The regression coefficients are both signifi- 

cant at the one percent level.  Also, the by now familiar U-shaped curve 

obtains for TAX . Counties in the mid-range of population would be pre- 

dieted to have a minimum tax.  Solving equation 4-1-7 for the value of 

population which minimizes TAX^ gives a figure of about 125,000.  To put 

that into perspective, only five counties have larger populations. Jackson 

County, at 113,000, is the closest. A county of 50,000 would be predicted 

to have a TAX,, of $39.45, one of 250,000 a TAX^ of $39.96. The minimum 

predicted TAX., [at  125,000 population) would be 32.75.  Clearly, even 

though the equation is statistically significant, over a wide range*of 

population, TAX would not be predicted to vary significantly in an 

economic sense. 

For the same reasons that applied in the NTR , LEVY and RATE equa- 

tions, caution should be taken in interpreting the influence of POP., on 

TAX .  Since the estimated coefficients on the population term(s) had a 

negative bias in the LEVY equation, the same sign of the bias will also 

hold for the TAXj. equation.  Probably, the regression coefficients under- 

estimate the "true" effect of population on TAX... The influence of the 

0 § C revenues which are not "caused" by population pressures are probably 

a factor determining the shape of the TAX curve. 

The introduction of POPSQj. does reduce the standard error of the 

estimate by 17 percent, an appreciable reduction. The new C.V. is 37.7 

percent, a good deal less than the previous (simple) C.V. of 46.8 per- 

cent (see Table 4-14). 

The TAXp equation is also improved by the addition of the squared 

population term ADMSQ, although not by as much as the TAX equation im- 
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proved.  The R2 value more than doubles from .07 to .17.  Its coefficients 

are both significant at the one percent level.  Like RATE,,, equation 

4-2-6 predicts that TAXS will increase at a decreasing rate with respect 

to ADM.  But solving the equation for the ADM value which would maximize 

TAX^ gives a result of nearly 29,000. Only one school district in the 

state (Portland) has as many students. The rest, if they follow expecta- 

tions may expect to have higher average residential tax bills the larger 

they are.  LEVY,, increases at an increasing rate. And although TCV^ also 

increases at an increasing rate, it is not enough to offset the LEVY„ in- 

crease until a size of about 27,000 ADM is reached, at which time RATE,, 

is predicted to be a maximum. That alone could cause TAX,, to be a posi- 

tive function of population but when coupled with increasing residential 

property values (which are increasing faster than TCV) there is little 

hope that some optimal size of school district will be reached insofar 

as residential property tax bills for schools are concerned. 

For TAXp there appears to be little to gain by including POPSQ. True, 

the R2 doubles, but it only goes from .01 to .02. The coefficient on 

POPSCL, is not significantly different from zero at the five percent level, 

and the coefficient on P0Pr is still barely significant at five percent. 

Except for that, there would appear to be little in the way of a relation- 

ship between population and city residential property tax bills. What 

relation there is is due to the relationship between VRES and population. 

The city tax rate and population are almost entirely uncorrelated 

(equation 4-3-5). Even though LEVYp is an increasing marginal function 

of population, TCVj, is also and appears to almost exactly offset the rise 

in LEVYp.  People living in larger cities might be expected to pay higher 

tax bills but, given the large confidence interval around the regression 



Table 4-14.     Comparisons of  Simple  Regression  Coefficients and  Standard  Errors of  Estimating Equations  for  Local   Covcrnniunc^: 
Residential  Property Tax Bills. 

Unit  of  Government 
Sijnple     Pooled 1 . 
Coefficient  on 95%  Confidence  Interval Standard  Error Coefficient 

POP or ADM of Estimate of  Variation 
Standard  Error" 
of  Estimate 

Cocff it. il-!lt~ 
of V:ir ia t iun 

Coeff Lcient 

Standard Error 

R" 

.0000996 

.0000208 

.25 

.000058 to .0001412 17.88 46.8 14.83 37.7 

SCHOOL 

Coef f ic lent 

Standard Error 

R" 

.00977 

.00146 

.07 

.00685 to .01269 146.12 59.9 56.5 

CITY 

Coefficient 

Standard Error 

.000344 

.000170 

.01 

.000004 to .000684 95.08 94.82 

Computed from pooled sijnple equations. 

2 
"Computed from pooled quadratic equations. 



Table 4-15.  Comparison of Predicted Versus Actual Values for Selected Tax Districts:  Residential Property 
Tax Bills. 

Variable District Predicted Value Actual Value 
Percentage Difference 
predicted from actual 

TAXK Benton 
(65,600) 

TAXK Josephine 
(47,000) 

TAXK Harney 
(7500) 

TAXS Corvallis 509J 
(7046) 

TAXS Grants Pass 7 
(4040) 

TAXS Burns       1 
(681) 

TAXC Corvallis 
(40,180) 

TAXS Grants Pass 
(13,570) 

TAXS Burns 
(3600) 

34. ,40 

35, .59 

39, .18 

407, .15 

329, .02 

229, .74 

157, .52 

125, .58 

113, .62 

88. ,47 

0 

59. .18 

635, .87 

312. .26 

224. .79 

128. .26 

144, .34 

73. .06 

-61.1 

3 

-33.8 

-36.0 

+ 5.4 

+ 2.2 

+22.8 

-13.0 

+55.5 

Population of district in parentheses. 

X 100%. 
$ 

2„ , ,   (Predicted - Actua 
Computed by 

Actual 9 
Value  is not defined. 
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coefficient (Table 4-14) and the large standard error of the estimate 

(the C.V. is 81.8 percent), this would be only a tendency.  Since nearly 

98 percent of the variation in TAXp is unexplained by population, it 

appears that other factors are more important than population in in- 

fluencing the TAXC. bills. 

Despite the poor statistical results for the TAX^ equations, they 

don't fare too badly in predicting TAX„ values for the three example 

cities (Table 4-15). The prediction for Burns is off the mark, missing 

by 55.5 percent, but the Corvallis and Grants Pass predictions miss by 

only 22.8 percent and 13.0 percent respectively, not much different than 

the results of previously discussed variables. 

The TAXj, equations do the worst of the three units of government 

although the inaccuracy of Josephine County is a result of its exceptionally 

high 0 5 C revenues. 

The TAXg predictions are easily the best although the Corvallis 

figure is a third off the mark.  Still, in Grants Pass and Burns figures 

are only 5.4 percent and 2.2 percent away from the actual values. 

Summary 

In this chapter the quadratic regression results were presented. 

The addition of POPSQ (or ADMSQ) resulted in improved explanatory power, 

and the coefficients on the variable were usually significant. The quad- 

ratic equations generally showed that most of the tax-component variables 

appear to be increasing marginal functions of population.  The notable 

exceptions were LEVY , RATE^, and each of the TAX variables. 

Despite the high R2 values in most equations, the equations do not 

predict well, at least judging by the coefficients of variation and the 
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example predictions. The regression coefficients, however, appear to 

be highly accurate. 

In the next chapter the major conclusions of this and the last 

chapter are summarized and suggestions for further research are presented. 



Table 4-16.  Regression Results.  Pooled Simple Equations:  Aggregated Local Governments, 1976. 

Dependent Variable Intercept Population 

TEXP76, 

NTR7 6, 

LEVY76, 

TCV76, 

RATE76, 

VRES76. 

TAX76. 

-7,488,182 

(5,134,590)1 

-4,776,482 

(4,503,444) 

-2,711,699 * 

(1,105,340) 

62,140,445 

(31,170,703) 

20.869 ** 

(1.130) 

16,863 ** 

(962) 

349.212 ** 

(27.702) 

1,168.50 ** 

(41.20) 

752.00 ** 

(36.10) 

416.40 ** 

(8.90) 

14,076.60 ** 

(250.00) 

0.000020 * 

(0.000009) 

0.0326 ** 

(0.0077) 

0.00121 ** 

(0.00022) 

.962 

.931 

.986 

,990 

.131 

.358 

.481 

804.75 

433.34 

2,205.64 

3,169.17 

4.80 

17.81 

29.70 

Standard Errors in parentheses. 

**Indicates coefficient is significant at 1% level. 
^Indicates coefficient is significant at 5% level. 
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Table 4-17.  Regression Results.  Pooled Simple Equations:  Aggregated Local Governments, 1974. 

Dependent Variable Intercept Population R 

TEXP74, 

NTR74, 

LEVY74 

TCV74, 

RATE74, 

VRES74, 

TAX74, 

-4,981,640 

(3,477,978) 

-2,692,917 

(2,909,200) 

-2,288,722 

(1,139,542) 

47,934,977 

(31,555,871) 

20.800 ** 

(1.227) 

15,219 ** 

(901) 

307.92 ** 

(25.34) 

1,181.00 ** 

(28.60) 

769.80 ** 

(23.90) 

411.10 ** 

(9.40) 

13,601.50 ** 

(259.60) 

0.000026 * 

(0.000010) 

0.0301 ** 

(0.0074) 

0.00125 ** 

(0.00021) 

.982 

.970 

.984 

.988 

,176 

.339 

.530 

1,703.71 

1,034.69 

1,923.51 

2,745.16 

6.86 

16.44 

36.04 

Standard Errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
^Indicates coefficient is significant at 5% level. 
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Table 4-18.  Regression Results.  Pooled Simple Equations:  County Governments, 1976. 

Dependent Variable Intercept Population 

TEXP76. 
K 

NTR76 
K 

LEVY76 K 

TCV76 
K 

RATE? 6. K 

VRES7 6, 
K 

TAX76 
K 

502,529 

d.egs.ssi)1 

1,629,386 

(1,686,946) 

-1,126,857 * 

(530,508) 

62,140,445 

(31,170,703) 

2.27 ** 

(0.22) 

16,863 ** 

(962) 

34.42 ** 

(3.85) 

195.70 ** 

(13.60) 

143.80 ** 

(13.50> 

51.90 ** 

(4.30) 

14,076.60 ** 

(250.00) 

0.0000005 

(0.0000018) 

0.0326 ** 

(0.0077) 

0.000106 ** 

(0.000031) 

.866 

.779 

.823 

.990 

.003 

.358 

.268 

207.40 

112.88 

148.57 

3,169.17 

0.08 

17.81 

11.70 

Standard Errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 

00 



Table 4-19 . Regression Results.  Pooled Simple Equations:  County Governments, 1974. 

Dependent Variable Intercept Population 

TEXP. 

NTR74 
K 

LEVY74 
K 

TCV74 
K 

RATE74 
K 

VRES74 
K 

TAX74 
K 

1,040,914 

(1,694,417)1 

2,148,912 

(1,646,883) 

-1,107,998 * 

(530,516) 

47,934,977 

(31,555,871) 

2.34 ** 

(0.24) 

15,219 ** 

(901) 

31.32 ** 

(3.19) 

198.30 ** 

(13.90) 

147.30 ** 

(13.50) 

50.90 ** 

(4.40) 

13,601.50 ** 

(259.60) 

0.00000009 

(0.00000194) 

0.0301 ** 

(0.0074) 

0.000090 ** 

(0.000026) 

.863 

.787 

.810 

.988 

,000 

.339 

.269 

202.31 

118.26 

136.18 

2,745.16 

0.00 

16.44 

11.77 

Standard Errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 

00 



Table 4-20.  Regression Results.  Pooled Simple Equations:  School Districts, 1976 

Dependent Variable Intercept ADM76 

TEXP76, 

NTR7 6. 

LEVY76, 

TCV76. 

RATE76,. 

TAX76,. 

-171,879 * 

(73,808)1 

61,149 

(75,440) 

-233,028 ** 

(44,525) 

11,367,678 * 

(5,585,045) 

11.48 ** 

(0.36) 

245.72 ** 

(9.44) 

2,323.30 ** 

(17.20) 

952.20 ** 

(17.60) 

1,371.00 ** 

(10.40) 

94,704.40 ** 

(1,302.20) 

0.000289 ** 

(0.000085) 

0.0100 ** 

(0.0022) 

.984 

.908 

.983 

,947 

.038 

.064 

18,224.99 

2,930.56 

17,439.19 

5,288.75 

11.62 

20.43 

Standard Errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 

00 



Table 4-21.  Regression Results.  Pooled Simple Equations:  School Districts, 1974. 

Dependent Variable Intercept ADM74 

TEXP74, 

NTR74, 

LEVY74, 

TCV74, 

RATE74, 

TAX74, 

-75,645 

(84,428)1 

59,432 

(80,066) 

-135,077 *' 

(35,787) 

-10,667,361 

(5,571,339) 

11.12 ** 

(0.34) 

213.73 ** 

(8.38) 

2,125.60 ** 

(19.10) 

908.00 ** 

(18.10) 

1,217.70 ** 

(8.10) 

87,728.50 ** 

(1,262.20) 

0.000324 ** 

(0.000077) 

0.0096 ** 

(0.0019) 

.977 

.894 

,987 

.942 

.057 

.079 

12,349.19 

2,505.39 

22,554.76 

4,830.70 

17.95 

25.60 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 
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Table 4-22.  Regression Results.  Pooled Simple Equations:  City Governments, 1976 

Dependent Variable Intercept Population 

TEXP76, 

NTR76, 

LEVY76, 

TCV76, 

RATE76, 

TAX76, 

-1,139,307 ** 

(177,036)1 

-903,500 ** 

(163,612) 

-235,808 ** 

(29,758) 

-13,428,399 ** 

(2,647,200) 

5.92 ** 

(0.53) 

119.51 ** 

(9.67) 

705.20 ** 

(5.40) 

589.30 ** 

(5.00) 

115.90 ** 

(0.90) 

14,226.70 ** 

(80.50) 

0.0000083 

(0.0000162) 

0.00036 

(0.00029) 

,991 

.989 

.991 

.995 

.002 

,010 

17,172.61 

14,040.02 

16,419.30 

31,254.97 

0.26 

1.51 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 
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Table 4-23.  Regression Results.  Pooled Simple Equations:  City Governments, 1974. 

Dependent Variable Intercept Population 

TEXP74, 

NTR74. 

LEVY74, 

TCV74 

RATE74, 

TAX74. 

-1,005,128 ** 

(180,517)1 

-754,481 ** 

(162,112) 

-250,646 ** 

(34,347) 

-17,615,016 ** 

(3,135,793) 

5.67 ** 

(0.28) 

103.25 ** 

(5.28) 

700.00 ** 

(5.60) 

584.70 ** 

(5.10) 

115.40 ** 

(1.10) 

14,114.20 ** 

(98.00) 

0.0000097 

(0.0000086) 

0.00035 * 

(0.00017) 

.990 

.988 

,987 

.992 

.008 

.028 

15,402.02 

13,322.02 

11,553.54 

20,747.94 

1.26 

4.55 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level, 
*Indicates coefficient is significant at 5% level. 

00 
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CHAPTER V 

SUMMARY AND CONCLUSIONS 

The intent of this study was to explore the relationship between 

population and residential property tax bills.  What can now be said 

about the relationship? 

The relationship between population and TAX is positive and statis- 

tically significant for each unit of government; that is, the larger the 

taxing district the larger will be the expected tax bill on the district. 

For counties, the expectation is that tax bills will differ by $0.10 for 

every difference in population of 1,000. School tax bills are expected 

to differ by $9.77 for every difference in ADM of 1,000.  City tax bills 

are expected to differ by $0.34 for every difference of 1,000 in city 

population (based on estimated linear relationships). 

Short-run (two-year) changes in tax bills appear to be uncorrelated 

with changes in population over the same period. Hence, by itself, change 

in population is not a good predictor of change in tax bills. 

One reason behind the positive relation between population and re- 

sidential property tax bills is that residential property value is directly 

related to population.  The estimate of the elasticity of residential 

property values with respect to population is that a one percent increase 

in county population will lead to a 1.22 percent increase in the total 

value of county residential property (TOTRES) and a 0.18 percent in the 

average value of county residential property (VRES).  In contrast the 

estimated elasticity of the value of all property in a county (TCV) 

with respect to population is 0.84 implying that population pressure 

causes residential property to.increase in value faster than all property 
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increases in value. Since the TOTRES and VRES elasticities are greater 

than 1.00 and 0 respectively, a population increase would be expected to 

result in residential property owners paying a larger proportion of the 

property taxes in a district. 

Another reason leading to the positive TAX-population relationship 

is that the tax rates of all units of local government are positively re- 

lated to levels of population when expressed as linear functions. How- 

ever, in only one case, schools, is the linear relationship significant. 

The RATE elasticities are positive for schools and cities implying that 

increases in population would be predicted to result in increased tax 

rates.  The county rate elasticity is negative but may be due to non- 

property tax revenues, specifically 0 § C timber revenues, being available 

to the mid-size and larger counties but not to small ones.  The two 

largest tax rates on the average are RATE™ and RATE- both of which are 

positively related to population, but increase at a decreasing rate with 

respect to population. 

The reason tax rates are generally positively related to population 

is that, with the exception of the counties, the levies appear to be more 

elastic than property values with respect to population.  The LEVY and 

TCV elasticities tend to be accurate only at the lower values of popula- 

tion but appear to be useful for comparative purposes. 

Both LEVY„ and LEVY,, appear to increase at an increasing rate with 

respect to population.  One would expect to find higher per capita values 

of LEVY in larger school districts and cities.  LEVYK seems to decline as 

population increases and then, after a minimum value, to increase as 

population increases. This phenomenon is probably due more to the high 

correlation between size of county and the amount of 0 § C funds received 

than to the effect of population on the levies. 
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The reason LEVY„ and LEVYr appear to increase at an increasing rate 

is because of the relationship between TEXP and NTR.  Both appear to also 

be increasing at an increasing rate with respect to population.  Larger 

school districts and cities probably supply more public goods and services 

per capita than smaller schools and cities resulting in increased expendi- 

ture per capita. Non-property tax revenues, which are a linear function 

of ADM for schools and do not increase at an increasing rate, are not 

sufficient to offset the rising expenditures.  City non-property tax 

revenues, though increasing at an increasing rate, increase relatively less 

than expenditures increase and, like school non-property tax revenues, 

are also unable to offset increases in expenditures.  County non-property 

tax revenues increase at a decreasing rate with respect to population. 

County expenditures, like those of cities and schools, increase at an 

increasing rate, and the relative association of each to population is 

such that the LEVY seems to be larger for small and large counties, and 

a minimum for medium-sized counties.  The relative effect of population 

appears to be coincidental with the amount of 0 § C funds received by a 

county. 

The variables TEXP, NTR, LEVY, TCV, and VRES follow a pattern similar 

to TAX in relation to population.  The terms POP and POPSQ (or ADM and 

ADMSQ) can explain up to 99 percent of the variation in the TEXP, NTR, 

LEVY, and TCV variables for any unit of government and up to 57 percent 

of the variation in the VRES; hence the long-run association between each 

variable and population is fairly clear since smaller districts appear to 

behave in the same predictable manner as the larger districts.  Also, 

narrow confidence intervals about the estimated coefficients prevail. 

Despite the high R2 values of the pooled equations, the difference 

or change equations display a general lack of correlation between short- 
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run (two-year) changes in the variables and changes in population over 

the same interval. The short-run changes appear to be either random 

variation or dependent upon some unknown variable(s). 

While the high R2 values of the quadratic equations demonstrate a 

considerably close fit of the government block and TCV variables to POP 

and POPSQ (or ADM and ADMSQ) prediction of a value of a variable given 

values of POP and POPSQ (or ADM and ADMSQ) is hazardous.  The standard 

errors of the estimated equations are generally high considering the co- 

efficients of variation that range from 15 percent to 113 percent. 

Further Research 

Within the framework of the present study what else might be done 

to increase our knowledge of the tax-population relation? 

A finer breakdown of the data by size of district is one possibility. 

A closer examination of the population relationships within small cities 

for example might be a fruitful avenue of research given the large number 

of Oregon cities with populations of less than 2,500.  Such a breakdown 

might allow detection of different behavior patterns in different sized 

cities or school districts. A rough beginning of that approach is pre- 

sented in Appendix 1 where the simple pooled and change regressions are 

presented for small, medium, and large cities. 

There is a plethora of cross-sectional data available at the local 

government level.  If and when such data becomes available over time 

there are further possibilities for study.  One might be estimating the 

same relationships studied here for each year. This was done for the 

two years examined and was alluded to in Chapter IV.  Results for 1974 

and 1976 are in Tables 4-16 through 4-23. Although there was no apparent 
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change in the structural relationships that does not mean that some change 

was not taking place. Given enough time periods, a tracking of the esti- 

mated coefficients over time might reveal an ongoing pattern of change. 

The methodology employed in the study allowed a simple first-round 

look at the relationships between population and tax-related variables 

for each of the three units of local government.  Other procedures would, 

of course, be possible. 

One obvious possibility is to add more complexity by specifying and 

estimating a more complete model. The relevant exogenous variables could 

be added, -income for example, and the assumption of independence among 

the dependent variables could be relaxed to allow testing of the Tiebout- 

Oates hypothesis and the relation between expenditures and non-property 

tax revenues. 

The present study deals with the expected value of a districts aver- 

age tax bill. Alternatively, it would be of interest to know more about 

the expected value of an individual's tax bill; that is, choosing residential 

property owners at random, what can be expected to be true about their tax 

bills? 

A possible procedure would be to collect data on individuals chosen 

state-wide on a sample basis and incorporate information about the districts 

in which they live with information about their own incomes, tastes, demo- 

graphic characteristics, and property values. Or one could examine the 

relation on a case study basis with selected areas chosen on the basis 

of either size of population or rate of growth or both. 
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APPENDIX  1 



Table A-1.  Pooled Simple Regression Results:  City Governments with Population Greater than 10,000. 

Dependent Variable Intercept Population 

TEXP, 

NTR, 

LEVY, 

TCV, 

RATE, 

TAX, 

-4,351,276 ** 

(923,513)1 

-3,401,480 ** 

(872,030) 

-949,796 ** 

(138,485) 

-63,860,272 ** 

(15,654,520) 

6.45 ** 

(0.42) 

138.74 ** 

(9.20) 

720.70 ** 

(9.90) 

601.10 ** 

(9.40) 

119.70 ** 

(1.50) 

14,433.10 ** 

(167.90) 

0.0000058 

(0.0000045) 

0.00020 * 

(0.00010) 

.993 

.991 

.994 

,995 

,044 

.106 

5,293.09 

4,128.93 

6,488.53 

7,387.32 

1.64 

4.25 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 



Table A-2.  Pooled Simple Regression Results:  City Governments with Populations of 2500 to 10,000. 

Dependent Variable Intercept Population 

TEXP. 

NTR, 

LEVY, 

TCV, 

RATE, 

TAX, 

-1,015,913 ** 

(295,163)1 

-1,069,690 ** 

(312,880) 

53,776 

(52,824) 

-13,594,035 * 

(5,502,972) 

9.28 ** 

(1.85) 

157.31 ** 

(33.48) 

604.00 ** 

(40.70) 

553.00 ** 

(43.20) 

51.00 ** 

(7.30) 

13,051.10 ** 

(759.10) 

-0.00039 

(0.00026) 

-0.0037 

(0.0046) 

.738 

.678 

.386 

.791 

,028 

.009 

220.07 

164.15 

49.08 

295.59 

2.27 

0.65 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 
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Table A-3. Pooled Simple Regression Results: City Governments with Populations less than 2500. 

Dependent Variable            Intercept 
2 

Population              R F 

TEXP, 

NTR, 

LEVY. 

TCV, 

RATE, 

TAX, 

-88,183 488.70 ** 

ae.sos)1 (50.50) 

-87,846 446.80 ** 

(75,543) (49.70) 

337 41.90 ** 

(5,828) (3.80) 

-2,634,431 * 11,235.50 ** 

(1,228,134) (807.80) 

6.44 ** -0.00072 

(0.58) (0.00038) 

102.15 ** 0.00045 

(11.16) (0.00734) 

.328 

.296 

.383 

,502 

.018 

.000 

93.57 

80.85 

119.35 

193.43 

3.51 

0.00 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 

«3 



Table A-4.  First Difference Regression Equations: City Governments with Population Greater than 10,000. 

Dependent Variable          Intercept 
2 

CPOP             PCPOP            R         F 

CTEXP, 

CNTR, 

CLEVY. 

CTCV, 

CRATE, 

CTAX, 

CRATE, 

CTAX, 

-747,480 914.30 

(i.aie.STO)1 (508.40) 

-894,710 801.80 

(1,280,040) (494.40) 

147,230 112.40 * 

(126,470) (48.80) 

28,049,990 * 14,280.60 ** 

(11,961,660) (4,619.90) 

-0.27 0.000045 

(0.34) (0.000133) 

8.67 0.00192 

(6.90) (0.00267) 

-0.37 0.058 

(0.39) (0.097) 

4.99 2.402 

(7.59 (1.905) 

.160 

.134 

.238 

.360 

,007 

.030 

.021 

.085 

3.23 

2.63 

5.30 

9.55 

0.12 

0.52 

0.36 

1.59 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 



Table A-5.  First Difference Regression Equations:  City Governments with Population of 2500 to 10,000. 

Dependent Variable Intercept CPOP PCPOP 

CTEXP, 

CNTR, 

CLEVY, 

CTCV, 

CRATE, 

CTAX, 

CRATE, 

CTAX, 

87,650 14.80 

(139,380)1 (248.60) 

126,980 -305.00 

(143,660) (256.20) 

-39,330 319.80  ** 

(22,490) (40.10) 

608,790 24,215.70  ** 

(1,871,760) (3,338.20) 

1.89 -0.00049 

(2.04) (0.00364) 

47.41 -0.0035 

(36.12) (0.0644) 

1.39 0.066 

(2.68) (0.424) 

39.25 1.382 

(47.41) (7.502) 

.000 

.036 

,626 

.581 

,000 

.000 

,001 

,001 

0.00 

1.42 

63.58 

52.62 

0.02 

0.00 

0.02 

0.03 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 
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Table A-6.  First Difference Regression Equations:  City Governments with Population Less than 2500. 

Dependent Variable Intercept CPOP PCPOP 

CTEXP, 

CNTR^ 

CLEVY, 

CTCV, 

CRATE, 

CTAX, 

CRATE, 

CTAX, 

32,870 399.00 

^.SAO)1 (325.40) 

27,340 417.70 

(64,290) (322.60) 

5,520 -18.80 

(2,900) (14.60) 

682,780 15,412.80 ** 

(479,800) (2,407.80) 

0.05 -0.0031 

(0.35) (0.0018) 

11.96 -0.062 

(7.36) (0.037) 

0.01 

(0.33) 

9.48 

(7.05) 

-0.033 

(0.018) 

-0.479 

(0.375) 

,016 

,017 

,017 

,031 

,029 

,035 

,017 

1.50 

1.68 

1.66 

,301    40.97 

3.07 

2.82 

3.41 

1.63 

Standard errors in parentheses. 
**Indicates coefficient is significant at 1% level. 
*Indicates coefficient is significant at 5% level. 
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Table A-7. Table of Simple Correlation Coefficients Between Variables: City Governments 

POP       TEXP      NTR      LEVY      TCV      RATE      TAX      INC      POPSQ 

POP 1.00 

TEXP .99+ 1.00 

NTR .99+ .99+ 1.00 

LEVY .99 + .99+ .99 + 1.00 

TCV .99 + .99+ .99+ .99+ 1.00 

RATE .05 .05 .05 .06 .04 1.00 

TAX .11 .11 .11 .12 .11 .94 1.00 

INC .15 .14 .14 .14 .16 -.03 .03 

POPSQ .96 .99 .04 .08 

1.00 

1.00 

o 
o 



Table A-8.  Table of Simple Correlation Coefficients Between Variables: County Governments 

POP TEXP NTR LEVY RATE TCV VRES TAX INC POPSQ 

POP 1.00 

TEXP .93 1.00 

NTR .89 .99 1.00 

LEVY .90 .87 .78 1.00 

RATE .02 -.01 -.11 .30 1.00 

TCV .99 .94 .89 .91 .01 1.00 

VRES .59 .46 .48 .34 -.46 .59 1.00 

TAX .51 .42 .30 .68 .71 .51 .24 1.00 

INC .36 .25 .21 .33 .06 .38 .34 .28 1.00 

POPSQ .93 .90 .82 .99 .26 .93 .37 .64 .34 1.00 

o 



Table A-9.  Table of Simple Correlation Coefficients Between Variables:  School Districts 

ADM TEXP NTR LEVY TCV RATE TAX PTCV INC ADMSQ 

ADM 1.00 

TEXP .99 1.00 

NTR .95 .98 1.00 

LEVY . .99 .99 .93 1.00 

TCV .97 .97 .92 .98 1.00 

RATE .22 .21 .19 .21 .12 1.00 

TAX .26 .26 .24 .27 .17 .88 1.00 

PTCV -.14 -.13 -.14 -.12 -.08 -.55 -.51 1.00 

INC .20 .20 .19 .20 .19 .03 .15 .10 1.00 

ADMSQ .88 .88 .84 .90 .94 .05 .08 -.04 .10 1.00 

o 
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