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Soils are the largest terrestrial pool of carlibarefore it is critical to understand
what controls soil carbon efflux to the atmospharight of current climate uncertainty.
The primary efflux of carbon from soil is soil réstion which is typically categorized
into autotrophic and heterotrophic respiration. Sheevo components have different
responses to changes in the environment, thus sitteésy a means to quantify the
contributions of each. Natural abundahi® can identify autotrophic and heterotrophic
sources of respiration, but there is a paucityestarch concerning the soil isotope
methodology and the subsequent analysis. Thisrths®® documents my contributions
to the advancement of understanding carbon metabah forest ecosystems of the
Pacific Northwest through the use of the naturalnalance carbon isotopic signature of
soil respiration.

The results of this research represent signifipangress in the use iC in
forest ecology. | show in a laboratory setting #n@hange in the isotopic signature of
soil gas can take at least 48 hours to reach bquiin. A change in the isotopic source of
respiration is one mechanism behind non steadg-statditions while another
mechanism is dynamic gas transport. | exploredntipact of a negative pressure
potential across the soil surface by inducing atiee@nd found the isotopic signature of
respiration to be 1%o. less than the theoreticaldstestate value. | performed a source
partitioning experiment in which | identified a hig depleted source of carbon

contributing to respiration. | also consideredithpacts of the potential errors associated



with collecting and measuring isotopic samples aximg-models currently used to
identify the isotopic signature of respirationouhd that the effect of Gands**C
measurement error on large £&ncentration regime to be substantially differtain
small concentration regimes, necessitating a umgixeg-model and regression-model
combination for estimating the isotopic signal espiration. Finally, | built upon the
progress made in the previous experiments and amalynost two years of soil
respiration and its isotopic signature to deternpiogential environmental and biological
drivers. | found that: transpiration was highly @dated with both respiration and the
carbon isotopic signature; soil moisture primaiiffuenced tree processes related to
respiration; and | found evidence of soil respoatiunder isotopic non steady-state

conditions.
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Chapter 1 Introduction



Significant progress towards understanding thegs®ses by which ecosystems return
carbon (C) to the atmosphere, and the turnover ¢ih@in ecosystems, is of
fundamental importance to informing global actiorstabilize atmospheric GQevels; it
is also crucial for explaining what role terredtgaosystems play in interannual and
decadal changes in GQTrumbore 2006). The largest terrestrial poolafon is soil
(Amundson 2001) and soil respiration is the sedargest carbon flux globally,
approximately an order of magnitude greater thancimbined flux of fossil fuel and
deforestation (Schimel et al. 1995). Despite itdgl significance, we have only a
limited understanding of processes controlling smspiration within and across
ecosystems (Raich and Potter 1995). Estimatesufefehange in atmospheric €O
depend strongly on the feedbacks of ecosystenigiiate change, in particular the
balance of C uptake and loss from ecosystems iarener world. In high latitude
ecosystems, there is already debate as to wheitreased heterotrophic respiration is
changing local net ecosystem exchange (Gouldel, 4988).

We have entered a period of great uncertainty vegfards to the global climate and it
is crucial that we develop a thorough understandirtge physical and biological
controls of the evolution and egress of soil,C@nalyses of the isotopic composition
and rate of C@evolution from soil has increasingly been usestudies of C dynamics
in the soil-plant-atmosphere system (Hogberg 2@05; Hogberg et al. 2006).Variations
in carbon isotope compositiod*{C, or better, th&°C/**C ratio expressed with reference
to a standard) allow researchers to trace carbmad# from its sources to atmospheric
and terrestrial sinks. In many cas&SC analyses allow the identification of components
of soil CG; efflux as well as the relative contribution oflsmrbon pools to overall
ecosystem C&fluxes (Ehleringer et al., 2000; Bowling et al03) Tu and Dawson.
2005). However, while the processes of C isotogetiivnation within plants are
reasonably well known (HOgberg et al., 2005), coasible uncertainty exists regarding
the processes determining the isotopic composiifdDO, efflux from soils.

A large degree of uncertainty remains in the methagly, implementation and
analysis of°C in forest ecosystems. The work presented indisisertation was designed
to bring confidence to these three broad areasibisstope ecology:



Methodology:The second chapter is a simple laboratory studypewing a static
chamber at equilibrium method of estimating thetdpa@ signature of soil
respiration §°Cr.9 and one using the soifCO, concentration profile (soil
probe). There are few, if any, laboratory studiest tconsider hows{*Cg.¢ is
measured or that consider the assumptions behimdethmethods. The
fundamental difference between the methods | cios$iee location from which
13c0, is sampled: soil COis collected from the surface using a static chematb
equilibrium whereas the soil probe samples soi @depth in the soil. The two
methods are similar in that they assume soil, @lux is at steady-state; a
condition when the isotopic signature of the &mitting from the soil surface is
equal to the isotopic source of respired,G@mundson et al. 1998). To test the
static chamber at equilibrium and soil probe meshade constructed a column
filled with sand and plumbed a single £€8burce of known isotopic value and
concentration. We hypothesized that for LCAQiffusing at steady-state both

methods will estimate the source gas isotopic caitipo.

Analysis:In chapter three, using a simulation approachérd@ned the most
accurate and precise mixing model and regressiproaph for estimating™*Cg.s,
where carbon dioxide concentration ranges ¢[z639 tend to be large. The
objective of this chapter was to evaluate how faat@ombinations of two

mixing models and two regression approaches (Kg€hhS, Miller-Tans-OLS,
Keeling-GMR, Miller-Tans- GMR) compare in small [GlQngeVsS. large
[CO4]rangeregimes, with different combinations of pertingatiables ([CQJrange
[CO]ermos 8-3Cerror andn) that are realistic for experimental applicatiomgach of
the two regimes. My approach was to conduct asefisimulations using
artificial datasets. From these simulations | refgd how the bias and uncertainty
of estimates 08"°Cr in large concentration and small concentratiorimeg

differ, 2) which simulation input variables infiueed'°Cr bias and uncertainty,
and 3) which mixing and regression model produbeddast bias and uncertainty

when applied to samples from large [{&}geSYyStems.



ImplementationThe fourth and fifth chapters are accounts of tietdl studies. In
chapter four, | measuré*Cg.¢ using two established methods, one aboveground
and the other a belowground method. There is & nksad to assess whether or
not the assumptions concerning the measuremerdratysis 06°Cr.sare
appropriate given the variability in carbon souraed soil properties in forest
ecosystems. | designed a series of field experigrennvestigate the impact of
soil gas transport on estimates3éiCr.s To accomplish this | sampled soil gas
belowground using a soil probe and abovegroundyusimini-tower to estimate
8%Cr.s | hypothesized that there will not be a differeetween the two
estimates when the soil probe estimate is corrdotekinetic fractionation due to
diffusion. I also implemented isotopic data frore goil profile in a steady state
model of**CO, based on transport solely by diffusion and a méui accounts
for both advection and diffusion. | also considetie@t advection may be difficult
to detect and so to further explore the potentithience of advection on
aboveground estimates &fCr.s, | induced a negative pressure gradient on the
soil surface. Finally, | put the estimatessbiCr.sin an ecological context by
comparing the estimated source of respiration Wiéhisotopic signature of
carbon in soluble extracts from leaves and phloemwell as the isotopic
signature of bulk soil organic matter. Then, usangsotope mixing model, |
determined the contribution of new and old carbmmses ta5**Cr.s for a

Douglas-fir stand in the Pacific Northwest.

In chapter five, | measured soil respiration &MiCr.s over the late growing
season of 2004 and the entire 2006 growing sedeag with soil moisture, soil
temperature, VPD and transpiration across a staehment. | hypothesized that
recently-fixed photosynthates are an importantedrof soil respiration during the
growing season. | found that soil respiration wasiohated by tree belowground
inputs over the growing season. Both soil resipineandd**Cg.s were highly

correlated with transpiration rates 0 to 4 daysmrievels of vapor pressured



deficit, however, were only weakly correlated withth measures of G fflux.
Temperature explained 53% of the respiration vdigland by including soll
moisture we were able to explain 56% of the ovesaliation in respiration.
Furthermore, based on the analysi§'8€x.s soil moisture was negatively
correlated witt8**Cgsat our site indicating that soil moisture influes@ soil
respiration are related to the oxidation of regefided photosynthates from

plants rather than carbon from SOM.

In the final chapter, | summarize the conclusiohsp dissertation research. | frame my
findings within the overall goal of understandihg tsources of soil respired carbon to the
global carbon budget and why stable isotope arglgsan important part of this goal. |

also discuss possible research directions that stemthe findings presented here.
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Abstract

The stable isotopic composition of sbICO, flux is an important tool for monitoring soil
biological and physical processes. While severdhous exist to measure the isotopic
composition of soil flux, we do not know how effet each method is at achieving this
goal. To provide clear evidence of the accuracgunfent measurement techniques we
created a column filled with quartz sand throughchla gas of known isotopic
composition (-34.2%0) and concentration (3000 PPNfusked for 7 hours. We used a
static chamber at equilibrium and a soil probe négplre to test whether they could
identify the isotopic signature of the known gasrse. The static chamber is designed to
identify the source gas isotopic composition wheerquilibrium with the soil gas, and

the soil probe method relies on a mixing modelashgles withdrawn from 3 gas wells at
different depths to identify the gas source. We@athfrom ports installed along the side
of the sand column to describe the isotopic anadeotnation gradient as well as serve as
a control for the soil probe. The soil probe pragtlisimilar isotopic and concentration
values, as well as Keeling intercepts, as the obptrts. The static chamber at
equilibrium did not identify the source gas, butamtapplied in a two end-member
mixing model, the chamber did produce a similarllgeintercept as derived from the
control ports. Neither of the methods was ableleniify the source gas isotopic
signature via the Keeling plot method most likebcause C@profiles did not reach
isotopic steady-state. Our results showed thastwec chamber at equilibrium should be
used only with a Keeling plot approach and thatsthieprobe is able to provide estimates
of uncertainty for the isotopic composition of sgéls as well as information pertinent to

the soil profile.

Introduction

Accurate measurements of the isotopic signatursodfrespired CQ are critical to
understanding ecosystem metabolism (Steinmann. &084; Bowling et al. 2002) and
geologic processes (Lewicki et al. 2003; Evansl.eR@03).Yet, a clear technique to

sample this flux has not emerged. Current methodsnkeasuring the isotopic signature
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of soil respired C@include deploying static chambers to capture 'fi@0, gradient
evolved from the soil surface over time (Ekblad &ftahberg 2000), deploying dynamic
chambers connected to an infra red gas analgatolini et al. 2006), or sampling a
static chamber once the volume headspace is iigun with the soil gas (Mora and
Raiche et al. 2007An alternative to using surface chambers to meathwesotopic
signature of soil respired G@ collecting soil gas within wells that penetréte soil
surface and identifying the isotopic compositionre$pired C@based on a two end-
member mixing mode{Steinmann et al 2004; Tu and Dawson 2005). If wehwo
evaluate estimates of soil respirf@€0, using different measurement approaches, then
the variability due to different measuring techr@guneeds to be minimized. One strategy
to minimize differences between methods is to perfeontrolled experiments with a
known CQ source, much like what has already been accongaliftr soil flux chambers
(Widen and Lindroth 2003).

Relatively few comparisons of methods used to meaie isotopic signal of soil
respired CQ have been made under field conditions (Mortazawale2004) and even
fewer have been compared in a controlled laboragsperiment. The purpose of this
study is to test current methods used to identigyisotopic composition of soil efflux in
a well-controlled environment. Recent evidence sstgythat data from samples of the
CO, gradient over time within a static chamber maypbmne to misinterpretation (Risk
and Kellman 2008), and the dynamic chamber isistél state of development (Bertolini
et al. 2006). The gas well method has been testedefiability of soil *CO, values
(Breeker and Sharp 2008) and £flux (Risk et al. 2002; DeSutter et al. 2008) lbut
similar test for reliable estimates of the isotogignature of the soil flux has not
occurred. Thus, we chose to compare the static lsbaat equilibriunh with a series of
stacked gas wells, which we refer to as a soil @rétr this test. The selection of these
two methods is reasonable given that 1) we gaih habelowground and aboveground
perspective of soil respired®CO, 2) both methods are similar in measurement
assumptions and 3) they are both relatively sttéogivard in their implementation and
analysis.

The fundamental difference between the methodshesecis the location from

which *C0, is sampled: soil C©is collected from the surface using the stationier
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whereas the soil probe samples soil,@Ddepth in the soil. The two methods are similar
in that they assume soil G@fflux is at steady-state; a condition where tbetapic
signature of the COemitting from the soil surface is equal to thetapic source of
respired CQ(Amundson et al. 1998). The static chamber at gawim is designed to
measure the isotopic source of respiration, whcimpossible to measure from the soil
surface unless the isotopic source is at steadg-siia the case of the soil probe, the
estimate of the isotopic signature of the resmrasource is systematically enriched in
13C0, as a result of soil gas sampled from within thiérsatrix. The enriched soil gas is
a function of the molecular rate of diffusion BEO,, which is slower than that fCO,,
and results in a greater concentratiort*af in the soil. When the soil GGs at isotopic
steady-state, the soil probe estimate identifies sburce of the isotopic signal of
respiration when corrected for this increase inceniration of-*CO, related to diffusion.
To test the static chamber at equilibrium and gabe methods, we constructed a
column filled with sand and plumbed a single £&Z0urce of known isotopic value and
concentration. We hypothesized that for Qiilifusing at steady-state both methods will

estimate the correct source gas isotopic compasitio

Methods

Soil probe: This method of sampling involves samgpljas for isotopic composition at
different depths in the soil. The soil probe comeal three isolated wells made from PVC
(poly-vinyl chloride). These wells are held atefil distance (5, 15 and 30cm) by PVC
tubing. Small diameter holes were drilled arourelgkrimeter of each well which
allowed for equilibration with the soil gas at dep 0.635 cm diameter stainless steel
tube was inserted into each well that extendsecsthil surface where a stainless steel
union was attached resulting in a total volumeGxr® at the 5cm depth, 23¢mat the
15cm depth, and 27chat the 30cm depth . A septum was inserted atrileoéthe union
which allows for sampling with a syringe withoutretspheric C@entering the sampled
well. The gas sample collected from each well waesdun a Keeling plot analysis to

identify the isotopic signature of the source gas.
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The Keeling mixing model describes a sample ofdinén a system as a mixture
of two sources ofCO,, the background atmosphere, and the source ofratiep
(Pataki et al. 2003). In field studies it is assdntigat the soil source of respiration is a
single, well mixed gas of CQOproduction from microbial and root respiration.r Feur
laboratory experiment, we use a single gas sooroeeet the assumptions of this model.
The Keeling linear mixing model equation that resathe observetfC to the observed
[CO;] is given in Equation 1.

C

§obs = Cﬂ(é‘bg - 5s)+ 55 1) (

obs
Where C is [CQ and the subscriptebs s, andbg refer to the observed, source and
background values. In Equation &,refers to the isotopic value of the component
expressed i notation:

6= (Rsample/ Retandard - 1) * 1000%o (2)
Where R is the molar ratio of heavy to light isa@spThe carbon isotope rati&C) is
expressed relative to the standard Vienna Pee Bleenhbite. The Keeling plot method
relies on the regression of the isotopic signatared the corresponding GO
concentration, the sample concentrations are iegtart order to apply a linear regression
model, from a series of samples of a system. Therdept of the regression is the
isotopic source of respiration. We used an orditheagt squares regression model for the
Keeling plot analysis, this combination has showmptovide accurate estimates of the
isotopic signal of respiration (Pataki et al. 20@8pitz et al. 2006). For estimates of
intercept standard error, we bootstrapped the Kggdiot regression (10,000 iterations)
using S-Plus (Insightful Corporation, Seattle, W/SA).

For this application, the Keeling intercept id&as the isotopic source of GO
based on the samples that have been enrichédCi®, due to kinetic fractionation
associated with diffusion (O’Leary 1988). We camreot for this diffusive enrichment
by subtracting 4.4%. from the Keeling intercept gt must also assume the system is at
isotopic steady-state. If the G@& not at isotopic steady-state then the conceortraf
13c0, and *?CO, could be less than the steady-state concentragieding erroneous

isotopic ratios and Keeling intercepts.
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Static chamber at equilibrium: We used a 10cm diamVC chamber fitted with a 0.3
cm swagelock and septum. The bottom of the chamdmeained open to allow entry of
soil gas when pushed into the sand surface (~ 1€h®.static chamber at equilibrium
technique assumes that once in isotopic equilibriti isotopic signature 61CO, in the

chamber space is equal to that of the sourcespined CQ.

Sand Column System: The sand column was constrdicied 1.3 cm thick PVC pipe
with a 30.5 cm diameter. The bottom of the pipe imasrted into a PVC cap and sealed
with PVC cement. The column was filled with carlesd quartz sand to a depth of 60
cm. The sand bulk density was 3.22 gcamd the sand diffusivity was 0.056 T&T. A
PVC platform perforated with several 0.3 cm holetdhup the column of sand which
creates a sandless area approximately 25cm deye &tottom of the column. A thin
layer of glass wool was laid between the platfomd aand to prevent the sand from
filling the reservoir. Swagelock bulkhead uniongevmstalled into the sides of the sand
column to create ports from which to measure th®e and concentration profiles. The
ports between 5 and 30cm served as a control t@dhgorobe and we expected any
effects due to the soil probe to materialize afedhces in the concentration and isotopic
gradients between the soil probe and side ports. Sdurce gas was plumbed into the
reservoir with 0.635 cm diameter Teflon tubing. wagelock T connection, capped with
a septum, was inserted between the regulator ameedle valve. This connection

provided a point along the Teflon line to sample sburce gas.

Test: We used the sand column to test the soilgaotal static chamber methods in their
ability to measure the isotopic composition of aatopic source diffusing through the
sand column. The source gas was a house stand&@,ofmixed with N yielding an
isotopic value of -34.2%. and G@oncentration of 3000ppm (+ 2%). We hypothesized
that for CQ diffusing at steady-state both methods will esterthe source gas isotopic
composition. At steady-state we expected to obseneeheoretical 4.4%. offset between
the source gas and the Keeling intercepts we getefar the soil probe and control

ports.



14

The experiment was run over a 7 hour period duwhgch the static chamber,
soil probe and control ports were sampled at 2.8ry@and 7 hours. Source gas was
sampled via an in-line T-connector near the tamgulaor at 2.5 and 7 hours. For each
gas sample, a syringe needle was inserted intptarseand 12 mL of sand column gas
was withdrawn. The syringe needle was left in tae@ling port for at least 30 seconds
to allow for equilibration. The gas samples werentlinjected into a pre-evacuated (100
militorr) 12 mL exetainer (Labco ExetaifferHigh Wycombe, UK). Two samples were
withdrawn within three minutes of each other focledepth of the soil probe and control
ports and headspace of the static chamber.

We took measures to make sure the gas transporompgiffusive through the
sand column. If the transport mechanism was adwectnass flow due to a pressure
gradient, then a higher concentration'#0, would be present in the isotopic signal of
the CQ emitting from the surface, violating the assummgi@f the tested measurement
techniques (i.e. the fractionation factor due féudion would be less than the -4.4%o.). To
avoid advection from a pressure build up in thedsamlumn due to source gas flow, we
plumbed a pressure release tube into the resespare that terminated into a flask of
water. The pressure release tube ensured thatréissype in the reservoir was always

close to atmospheric pressure.

Sample analysis: All gas samples were run at tledhddStable Isotopes Laboratory
(ISIL). A gas autosampler (GC Pal, CTC Analyticsyidgen, Switzerland) is used to
sample CQ from the exetainers which is vented to a isotogié rmass spectrometer
(Delta+ XP, ThermoElectron Corp., Bremen, Germang)a gas interface (Gas Bench II,
ThermoElectron Corp., Bremen, Germany). Standaddiz®, gasses are analyzed every
nine samples for assurance of stability, drift eotion, and calculation of GO

concentration.

Results and Discussion

To test the measurement techniques, @&nsport within the sand column was required
to be diffusive and at steady-state. The,@Oncentration gradient was linear from the



15

sand surface to the bottom reservoir of the sardnuo (Figures 2.1A & 2.2A), as
expected from a purely diffusive system (Camardaalet2007), and concentrations
predicted by a steady-state model for bulk soilri6g et al. 1991) were similar (Figure
2.3), indicating that C®transport was diffusive. To determine if the Cux was at
isotopic steady-state, we compared the gas sarfiplesthe control ports collected after
7 hours with a steady-state isotopic model (Amundsb a. 1998)Figure 2.4). The
isotopic values were depleted by at least 1.1%. wnafierence to the predicted values,
indicating the sand column was at near-steady.stdte isotopic gradient in the sand
column has a curvilinear pattern, which is whatweaild expect from a two C{sources
mixing (Faure 1986), and the average change inpsotvalue over a five hour period is
less than 0.60%o.The isotopic values of £Dlower depths in the sand column are more
depleted than the predicted values and become emsiehed over time. This pattern, as
predicted by simulations of G@ransport (Amundson et al. 1998), is explained¥30,
arriving at steady-state befoléCO,. Overall, the sand column system did not interfere
with the analysis and successfully reproduced &lpudiffusive system allowing for
future comparisons of measurement techniques.

To evaluate any effects the soil probe might havéhe composition of CQwe
compared samples from the soil probe and sampbes fine control ports. The isotopic
composition and concentrations of £@m the three depths of the soil probe fell oa th
same concentration and mixing lines (Figures 2.1R.&B) as the control ports, and
therefore reflected the sari&CO, signature derived from the Keeling plot (Table)2.1
Thus, the soil probe did not alter the isotopic position or concentration of soil gas.
There was very little variation between the firatlasecond samples taken at each depth
(Figures 2.1A & 2.2B) for the soil probe and cohorts. This suggests that the probe
can equilibrate with the surrounding soil gas witlive minutes and may therefore
capture diurnal variation in field studies.

The static chamber at equilibrium estimate of sherce gas was enriched by
13%o in our experiment. The concentration and isetgignature of the COin the
chamber at the 2.5 and 7 hour sampling resemblees/af the soil probe at 5 cm
(Figures 2.1A & 2.2A). The results from this stuagree with the results of Mora and

Raich (2007) who found the isotopic composition in thatist chamber headspace to
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reach equilibrium after an extended period of timayever, the isotopic composition of
the gas in the static chamber did not accuratdlgatethat of the source gas. As depicted
by the isotopic and concentration profile, the aign the static chamber at equilibrium is
more likely from soil gas at the depth to which tleamber was inserted. The same
conclusions were drawn concerning the insertiortrdepthe chamber in a similar test of
a dynamic chamber method on a sand column (Beirtetlial. 2006). While the chamber
value did not equal the isotopic source in our expent, the chamber value did fall on
the same mixing line (Figures 2.1B & 2.2B) deriviedm the control port samples,
indicating the chamber could be used in a Keelilog with the addition of a sample of
the atmosphere (Table 2.1).

For all sampling methods, the Keeling interceptsenenriched with reference to
the source gas, but the fractionation factors aéen hours were -2.6 £ 0.1%o, slightly
more than half the theoretical value of -4.4%. (Ealdl.1). Figure 2.5 depicts a
hypothetical steady-state mixing line that would d@proached at steady-state if the
theoretical diffusive fraction factor of -4.4%. apgd. We can estimate the time to achieve
isotopic stead-state for the sand column, baseduorexisting data, assuming that the

approach to equilibrium follows an exponential fuioia,
A =44 )

s = 44e -44 3)(
where t is the exponential time constant of the systend &nis the time since the
beginning of the experiment. A good fit to the detd& able 1 is obtained fa=8 hours,
implying that an approach to steady-state would aalcur after ~48 hours. Given well
known temporal variability in soil flux rates ovadiurnal cycle (Liu et al. 2006; Hibbard
et al. 2005) it is unlikely that real-world soilstsgms ever reach a true isotopic steady-
state with respect to diffusion. This means theltdfstudies that employ isotopic methods
to fingerprint sources of CGrom soils relative to vegetation must considen steady-
state effects.

Although our system did not reach isotopic stesidye over the 7 hours the
experiment was conducted, the overall experimend aifl able to demonstrate the
feasibility of both the static chamber and soillgdechniques. We have shown that the

static chamber can be applied when in equilibriutth whe soil gas though only through
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a Keeling plot approach. However, implementing omlp points in a regression for a
Keeling plot does not provide enough degrees oédoen for the evaluation of
uncertainty in the Keeling intercept. The soil prake used in this experiment has three
wells, but has the potential for multiple wells,diaw samples from within the soil which
allows for error estimates of the intercept atdbst of increased mass spectrometer time
and labor.

The soll probe has the added benefit of providemg@es of soil gas that describe
the solil profile. The C@soil profile has been shown to be useful in déseg advective
and diffusive boundaries (Lewicki et al. 2003),|dtix (Jassal et al. 2005) and the
effects of meteorological fluctuations on soil gasport (Risk et al. 2002; Tackle et al.
2004; Flechard et al. 2007). Davidson et al. (2006¢d the soil C&profile to determine
soil productivity at different soil depths to disgedifferent contributions to soil
respiration. The soil probe could be applied in saeme manner to evaluate the isotopic
composition of each depth within the soil to pravithformation regarding isotopic
partitioning of soil respiration. For example, irs@parate experiment we injected 60 ml
of ambient air into the sand column at 30 cm deptth collected five samples over a 25
minute period. These samples were used in a Keplotgto identify the isotopic signal
of soil gas at the 30cm depth. This approach measthre isotopic composition of
production at a certain depth. To clarify, the agit signal measured here contributes to
the isotopic signal of the well mixed source of émtire sand column which is identified
via a Keeling plot as the isotopic signal of saspiration. In this initial test, the
difference between the Keeling intercept and corayt value was less than 1%o (-
36.0%0 calculated value vs. -35.3%0 control port eaht 30cm), indicating that, with
further refinement and replication, this techniquald be a viable method towards soil

component partitioning.

Conclusions

Using both static chamber at equilibrium and saibbe sampling techniques we
calculated the same Keeling intercept as the cbmwoots. The soil probe provides

additional information through COsoil profiles and estimates of uncertainty for the
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Keeling intercept. After 7 hours of diffusive gaartsport, CQin the sand column was
not at isotopic steady-state, and as a result gparant fractionation with diffusive
transport was not fully expressed. Based on thepbags at 2.5 and 7 hours after
initiating the experiment, we calculate an equilibr exponential time constant of about
8 hours suggesting that the approach to isotogiadststate with respect to diffusion
would take about 48 hours. If our sand column erpemt is representative of soil gas
diffusion in more complex real-world situation withurnal cycles of temperature and
CO, production, our study implies that it is unlikeghat these soil systems to ever reach
isotopic steady-state with respect to diffusionisTmeans that field studies that use
carbon isotope signatures to fingerprint &0urces on timescales of less than a few days
will have to consider the dynamics of carbon flukediffusive systems.

The inferences drawn from the experiment are lichttethe imposed conditions
of a carbonless sand medium of homogenous physiogkrties, no moisture content, a
single gas source, and a single concentration gmnadHowever, the soil matrix is
complex in physical and biological properties ramagsimple laboratory exercises, such
as the experiment presented here, a requisite dntifging the optimal method of

sampling.
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of Cerling et al. (1991) for a rate of productidr2ds x 10** mol mi*s* and lower flux
boundary of 85cm.
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Table 2.1: Keeling intercept values (%o) for thel poobe, static chamber and control
ports. The standard errors calculated from bogiptrg the Keeling plot (10,000
iterations) are in parenthesis. The Keeling intete@re uncorrected since the sand
column was at near steady-state. Fractionatioofa¢t) represent the difference
between the source gas and the Keeling intercéyet sTatic chamber Keeling intercept
was calculated with two samples which did not alfowan estimate of intercept error.

Sampling Keeling intercept A Keeling intercept A
Method 2.5 hours (%)  (%o) 7 hours (%) (%0)
Control Ports -32.5 (0.13) -1.7 -31.6 (0.12) -2.6
Soil Probe -32.4 (0.05) -1.8 -31.6 (0.14) -2.6

Static Chamber -32.2 NA -2.0 -32.0 NA -2.2
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Chapter 3 Bias and uncertainty ¢fC isotopic mixing models applied to
experimental conditions in small vs. large £&fOncentration regimes

Zachary Kayler, Lisa Ganio, Mark Hauck, ThomaskeypElizabeth W. Sulzman, Alan
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Abstract

Two-component mixing models are used to identigyisotopic signal of
respiration §°Cg). While reports on the accuracy and precisiod'3Ex of ecosystems
exist, there is a paucity of studies concerningstfiér of soil, foliage or tree boles,
where the [C@] values and ranges tend to be several orders ghituge greater. Using
a simulation approach, we show that it is importardistinguish between large (> 1000
umol mol?) and small (< 10@mol moi*) CO, concentration regimes when applying a
mixing model (Keeling plot or Miller-Tans) and regsion approach (ordinary least
squares or geometric mean regression) combinati@otopic data. We found the
combination of geometric mean regression and tHeeMians mixing model to provide
the most accurate and precise estimat& iz when the range of [Cfis equal to or
greater than 1000mol mol™*. The patterns of model bias and uncertainty fisr th
concentration regime were primarily driven by £&@ncentration ([Cg)) error, but were
markedly improved to estimates within 1%. when thaaentration range was 50QMol
moltand greater. For small concentration regimes, &eliKg or Miller-Tans model
used with ordinary least squares resulted in thstlbiased estimate 8F°Cg when
concentration error was small (gifnol mol*). However, for large concentration error
levels we found the ordinary least squares estic@aiél have a positive bias. The
geometric mean regression bias was negative wigeisatopic error was large and [¢]O
error was small. The bias was positive when theo error was low and [C{error
was large. We found Keeling plot estimate$G€x in small [CQ] regimes will improve

if samples are uniformly distributed over the irteerconcentration range.

Introduction
Significant advancement toward understanding et¢esysarbon metabolism has
been accomplished through the analysis of the cadmtopic signature of respired €O
(8*3CR). For example, measurements3biCr of forest ecosystems have been used to

explore the seasonal and short-term effects ofstm@ stress on ecosystem respiration



30

(Bowling et al. 2002; McDowell et al. 2004; Pyplatral. 2008), the close coupling
between above-ground and below-ground carbon migab{Steinmann et al. 2004,
Ekblad et al. 2005, Scartazza et al. 2004), théribrtions of autotrophic versus
heterotrophic respiration (Hogberg et al. 2001) tnedeffects of tree age on forest
metabolism (Fessenden and Ehleringer 2002).

The carbon isotopic signal of respiration is théoraf **C/*?C of CQ, produced
from the oxidation of organic carbon molecules taturs in cells of organisms from the
ecosystem, soil or tissue of study. At ecosysteaescit is difficult, if not impossible to
acquire representative samples of respired difactly. Keeling (1958) introduced a
clever approach that involves analysis of multgdenples of ambient air mixed with
respired CQin different proportions. Carbon dioxide concetitmas ([CQ]) and carbon
isotope composition of multiple samples are plotigdinst each other, resulting in a
mixing hyperbola from which a mixing equation canderived when the data are
transformed to be linear (Faure 1977). Regressiodets are typically used with mixing
models to determine the parameters of the mixingggn. In general, this mixing model
and regression approach involves two assumptigrtbete are only two sources of
13c0,: the source of respiration and the backgroundasjgmd 2) the isotope ratios of
the source and background do not change over thsurement period (Pataki et al.
2003).

In most terrestrial ecosystems, the proportiorespired CQrelative to the
atmospheric background is small; thus the, €@hcentration of samples is typically near
that of the ambient atmosphere and the range of][C&ues ([CQ]angd collected in any
given sample period is usually less than 6@l mol™. In contrast, the [C&rangels
typically around 50@umol mol*for samples collected from foliar respiration (Xuaé
2004), 1,000 - 10,000mol mol* from soil respiration studies (Ohlsson et al. 2005
Mortazavi et al. 2004), and 20,000 - 30,@000l mol* from studies concerning human
respiration and car exhaust (Affek and Eiler 20@&cause both the [G{hngeas well as
the sample values of [GDvary dramatically in these different applicatipasad because
the [CQJrangemay affect the uncertainty and precision of regjmsanalyses, we
distinguish between “small “ [CQangeand “large” [CQ]rangeregimes in this study.
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Two mixing models are typically used to estim3éCr in ecological studies, the
Keeling plot and the Miller-Tans model (Miller aidns 2003) (these are further
described in the methods section). Rigorous corapasi have been conducted to
determine whether one or the other model is prbferahen applied to small [Clunge
regimes; in most cases the uncertainty and precaithe two models are similar (Pataki
et al. 2003, Zobitz et al. 2006), and by convenKeeling plots are primarily used (Tu
and Dawson 2005). Researchers also commonly appliéeling mixing model to large
[CO4] rangeregime; however, rigorous comparisons of the n®Hal/e not been
conducted for cases when the range of €&dues is broad. Our primary objective of this
study was to compare the two models for largejGkdeSituations.

The best mixing model will produce the most acaieatd precise estimate of
813Cr, where accuracy is defined as the nearness ofaurement to the true value, and
precision is defined as the degree to which repeateasurements yield the same value
(Zar 1999). Thus, the optimal mixing model will nmmze the effect of the variation due
to both measurement error and the natural heteedtyesf the system (genetic variation,
spatial and temporal heterogeneity, etc) suchttigaestimate is accurate within 1%o
(O’Leary 1992). This level of accuracy will be albbedetect true variability in seasonal
patterns 0b6'3Cr of forest ecosystem respiration that varies orotider of 3 to 4%o
seasonally (Fessenden and Ehleringer 2002; Pyplabr2008), soil and tree bole
respiration which varies 1 to 3%. (Maunoury et &02; Mortazavi et al. 2004), and
foliar respiration that can have seasonal diffeesman be up to 10%. (Prater et al. 2006;
Xu et al. 2004).

Previous studies have analyzed the uncertaintypegasion of estimates of
8*Crwhen mixing models are applied to small & geSystems (Pataki et al. 2003,
Zobitz et al. 2006). From this research we haaenked that the choice of the regression
approach used with either of the mixing modelsiogmact the estimate 6f°Cr. The
ordinary least squares (OLS) and geometric meaessgn (GMR) are the regression
models typically used with either of the mixing netsl(Pataki et al. 2003; Zobitz et al.
2006). The OLS and GMR estimator have fundamenthifgrent assumptions about
error in the independent and dependent variablén/DLS is used to estimate

regression parameters, the uncertainty of the agtis relies on the assumption that the
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independent variable in the regression (}{Cf0r Miller-Tans and 1/[CQ for Keeling) is
measured without error. Because there are erssiscated with both the independent
and dependent variables in Keeling Plot analysaskPet al. (2003) suggested using
GMR with the mixing model. However, Bowling et £2003) found GMR produces
estimates 08'°Cr that are negatively biased; this was subsequentifirmed by Zobitz
et al. (2006). Due to this bias in small [§&geregimes, both Bowling et al.(2003) and
Zobitz et al.( 2006) recommended the Keeling-OL&ing model.

The accuracy and precision of mixing models apgieeldrge [CQ] angeregimes
may not be similar for small [CRangeregimes. Previous studies have shown that the
larger concentration gradient (i.e., greater rasfgevalues), should reduce the
uncertainty of estimates 6f°Cg (Ohlsson et al. 2005), but estimate$BEx in large
[CO,] rangehave not been discussed in the context of measurteon sampling error. It is
often assumed that a larger range of fo@lues also implies that a smaller number of
samples could be used while maintaining a giveallef’uncertainty and precision in
estimates 08°Cr. Indeed, researchers typically use a much smalietber of samples
for each regression analysis in studies of folrasal respiration (large [C&Pange
regimes) than in studies of ecosystem respirafionand Dawson 2005), allowing them
to estimates**Cr both spatially and temporally. However, this &#aff between the
[CO.)range@nd the sample size has not been investigated.

Complicating this tradeoff further is the degreerafasurement error in both
[CO,] and the3™3C values. The precision of the [glGneasurements by infrared gas
analyzers is on the order of 0.1 tarhol mol* (Miller and Tans 2003, Hauck 2006). The
gas standards used to calibrate gas analyzersykoveage typically accurate within 2%
or greater of the target value, which representsreor of potentially several hundred
pmol moft in large [CQ]rangeregimes and should therefore be included in théyaiseof
mixing model performance. The precision of isotapieasurements is largely
determined by the method of analysis (i.e. isot@gpe mass spectrometer, tunable diode
laser, etc); and while the precision of each maekaries from laboratory to laboratory,
a reasonable upper level estimate of the unceytafrthese instruments is on the order of
0.2%o or less.
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The goal of this study was to evaluate how faat@ombinations of two mixing
models and two regression approaches (Keeling-Mir-Tans-OLS, Keeling-GMR,
Miller-Tans- GMR) compare in small [GfungeVs. large [CQlrangeregimes, with
different combinations of pertinent variables ([$&\ge [CO] error,3C error anch)
that are realistic for experimental applicationgath of the two regimes (Figure 1). Our
approach was to conduct a series of simulatiomgueitificial datasets. From these
simulations we report 1) how the bias and uncergahestimates 08'°Cr in large
concentration and small concentration regimes iffewhich simulation input variables
influenced*3Cr bias and uncertainty, and 3) which mixing and esgion model
produces the least bias and uncertainty when apmisamples from large [Gfnge

systems.

Methods
Mixing models

The two mixing models we examined are based ordhservation of mass,
describing a sample as a mixture of two source3asd,: the background atmosphere
and the source of respiration. The Keeling lineaimy model equation that relates the
observed*C to the observed [Cfis given in Equation 1.

5obs = gﬂ(gbg - 6s)+ 63 (eql)

obs

Where C is [C@ and the subscriptsbs s, andbg refer to the observed, source and
background values, respectively. In Equatios fefers to the isotopic value of the
component expressedémotations= (Rsample/ Retandard- 1) * 10000, Where R is the
molar ratio of heavy to light isotopes. The carksntope ratio ?C/**C) is expressed
relative to the standard Vienna Pee Dee Belemite estimate of souré>Cr is
obtained as the intercept of this linear modelrgsgingdops vs. 1/[CQ)].

Using the same principles of conservation of msker and Tans (2003)
derived a different linear mixing model equatioiveg in Equation 2.

SopCops = OsCops — Cg (B = ;) (€0.2)

obs™obs s~“obs
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In this cased'’Cr is estimated as the slope of the regression fidgsg<[CO5]obs
vs. [CQy] rather than the intercept 6fvs. 1/[CQ], as in eq. 1.
Regression Approaches
The OLS model is:

y=a+X+e (eq.3)

Wherea is the intercept is the slopex= [CO,] data,y= '°C data and is a normally
distributed term from a distribution with mean zeral variance?. The slope of the line
is estimated by minimizing the sum of squared ealtdeviations from the observed data
to the estimated line.

Z(X - %)y, -
> (% - x)?

The intercept of OLS is estimated as:

(eq 4)

&=Y-pBX (eq.5)
Estimates for standard errors of the OLS slopeimtetcept are based on the normality
assumption of the,.
Geometric mean regression assumes there is a regastrerror associated with
the independent variable as well as the dependeigtble. GMR is a special case of
orthogonal regression (OR) in which orthogonal dgeh from the regression line are

minimized, not vertical deviations. GMR has thenfiala:
ygmr :agmr+ﬂgmr(x +5)+8 (eq 6)
Where X, yo, p ande are defined as before, adds the normally distributed term from

a distribution with mean zero and variang@ The slope is estimated as the sample

standard deviation of Y divided by the sample staddleviation of X:

ﬂAgmr =% (eq 7)

X

and takes the sign (+ or -) of the linear correlatoefficient (r). The GMR slope can
also be estimated as the geometric mean of thespg® fromy regressed orand the

OLS slope of regressed on. The GMR intercept is estimated as:

Gy =Y =B X (€. 8)
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There are no provisions for estimating standardrerior GMR regression.

Simulation variables ([C&range [CO) error,3*3C error and sample size):

To examine the impacts of the two mixing models @&dtwo regression
approaches, we generated “artificial” datasetswhae based on a “known” value of
8*Cr. For each artificial dataset, paired values ddfcand*C were generated with
varying ranges of [C§), error in [CQ] values, error i**C values, and sample size, in a
factorial design (Figure 1). A separate set dfieid| datasets were generated to be
representative of conditions involving small [@&hge(i.€., those typical of applications
involving ecosystem respiration) and large [i£3,emeasurement regimes (i.e., those
typical of applications involving leaf and soil pasation).

For each of the two concentration regimes we usexet{CQ] ranges. For the
small [CQ] regimes we used 10, 40 and 4080l mol*and for the large [C&Drange
regime series we used [GI®@anges of 1,000, 5,000, and 10,Q0fol mol*. The initial
concentration point used for all ranges was 38®I| mol*. We used three values for
sample size. For the small [GlQngeregime we used=5, 13, and 21. These values span
the range of what is considered a conservative kasme for ecosystem respiration
(Zobitz et al. 2006). For the large concentratiegime we used= 3, 5, and 10. These
values are based on soil respiration methods (@tein et al. 2004; Kayler et al. 2008).

To generate the artificial data sets we calculatettentration and isotopic values
from a mixing-model characteristic of each regim&e call these values of
concentration, isotopic composition, a$tdCg “truth” in the sense that these values form
the base to which we add the prescribed error ééfpreviously. Furthermore, the
estimates 08"°Cr.s from the “truth” models allow us to evaluate tle@racy of the
mixing model estimate df>C calculated from the simulated dataset. Ecosystem
respiration “truth” values were generated from &likey plot regression model based on
typical night time respiration values encounterethie central Cascades of Oregon, USA
resulting in a slope of 7500 %. [GIF and intercept of -26%. (Hauck 2006). In the case
of large [CQJrangeregimes, the “truth” values were calculated frotycal soil
respiration Keeling plot from the same locationhnatslope of 10754%. [C" and a

corresponding intercept of -25%o.
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Using the regression model from each regime (etesysespiration and soll
respiration), we generated‘'truth” [CO,] values at equally spaced points in [{f€pace,
as opposed to 1/[CPspace, that encompassed the concentration raNgedid not
randomly select points in the concentration ranfg@@, to avoid additional sampling
variation into the investigatidhat a random selection of points would induce. We
wanted the effect of [C&angeto remain fixed for any combination of conditicarsd if
we used random samples then the f[Recould potentially get smaller in some of the
simulated datasets.

From the “truth” [CQ] values we generated datasets that containedteredaed
levels of error in the [C& and8**C sample values. We chose levels of error thatcei
range of sampling conditions from ideal to poor. Mged standard deviations for [gJO
of 0.1, 0.5, 1, 2, 3 andEmol mol™*for the small [CQ] rangef€gime. The values of
0.1 pmol mol*and 1umol mol* represent the uncertainty of gas standards foiearb
conditions and the precision of a field auto samfiauck 2006). The fmol mof*
value captures variation beyond the instrumentigi@t and represents a hypothetical
maximum variation of about 1% for the small [§&hgeregime. Standard deviations
used for the large [Cangeregime were 0.1, 1, 15, 45, 75, and a maximun06fpdnol
mol ™, which represents variation of about 1% for thtghkist concentration value we used
in the simulation for this regime. We generatethmadly distributed errors from a
normal distribution with mean 0 and standard démmaéqual to the desired simulation
standard deviation of [CfPand then added the simulated errors to the @@][values.
This constituted one set of G@oncentration values with error.

We used [C@ values generated from the truth models to proddi@ truth
values (i.e. values &"C without error). We used three levels3bIC variation (standard
deviation of 0.01, 0.05, and 0.2%o) for both theg&and small concentration series.
These values represent the typical precision admoratio mass spectrometers and gas

analyzer technology (Miller and Tans 2003; Los G&esearchafww.Igrinc.com)). We

generated™*C errors from a normal distribution with mean 0 atehdard deviation
equal to the desired simulation standard devidtod**C and added each error term to

the trued'C values to produc&"*C values with error. Thus, for a given set of ctinds
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we hadh pairs of [CQ] plus error and**C plus error values over the specified
concentration range.

We repeated the process above 10,000 times, genei& 000 x-y data pairs of
sizen. For each simulated dataset, we fit each of thdels and estimated the isotopic
composition of respiration. We thus obtained fostrbutions with 10,000 estimates
8'3Cr for each set of experimental conditions; for eaistrithution we calculated the
mean value and the standard deviation. We repdaitedrocess for each of the 81
different combinations of experimental conditiovée refer to the difference between the
mean value of the simulated distribution and tie€e‘t value as the “mixing model bias”.
We refer to the standard deviations of the simdldistributions as “mixing model

uncertainty”.

Results and Discussion
Increasing [C@ angeconsistently improved the accuracy and precisfch@d™*Cr

estimate for all model and regression combinatfondoth the small and large [Gnge
regime. However, increasing the sample size candigtled to a more biased and yet
more precise estimate. This tradeoff of accuracymecision is especially relevant at
small [CQ]rangesand is just one example of how the two concemnategimes responded
differently in the simulations. In addition to thradeoff, there is considerable variation
in the magnitude of mixing model bias and uncetyaim response to the different levels
of simulated errors and sample size (Figures ®2-Ristifying a separate discussion for

each regime.
Small [CQ] regime

When used with the OLS regression approach, thér¢eand Miller-Tans models
produced similarly biased estimatessbiCr (Table 3.1) which is consistent with
previous studies (Pataki et al. 2003; Zobitz e2@06; Ohlsson et al. 2005). However,
when used with the GMR regression approach, tiseaadistinct difference in the pattern

of bias between the mixing models, a relationshgt has not been previously discussed



38

in the literature (Figure 3.2). The largest diffeze in3*°Cr estimates between the
Keeling and Miller-Tans models was 3.4%. and thelidgemodel consistently produced
more negatively biased estimatessb{Cr with respect to the Miller-Tans model. This
difference in estimates has also been observedelyniing et al. (2005), who found
differences up to 0.84%o in their study, but in dase of Hemming et al. it is difficult to
know which model is more accurate without knowledgjthe error in [CG and§**C
measurements. As Figure 3.2 exemplifies, if we mssthat thed**C error is small then
the Keeling-GMR estimate will provide a more acterestimate 08'*Cr and
conversely, if the error itfC is large, on the order of 0.2 %o, then the Millems model
is more accurate at low levels of [gJ@rror. The difference in estimates between the tw
models decreases with larger [&&hgealthough it is probably best to avoid this
discrepancy by using OLS with either the Keelingvillier-Tans model.

The bias of small [C&angeregimes is highly influenced by the relative |evef
813C error and [CQ] error, levels of error that are addressed difféyeby each
regression approach due to their underlying assonmgptGMR assumes that error is
present in both the x and y variables of the regyoes If the variance of the error
distribution is similar for both x and y, whichusually assumed in the use of GMR
(Legendre and Legendre 1998; McArdle 2003), thenGMR estimate has a small bias.
This relationship is seen in Figure 3.2, wherelttas plane crosses zero as the {ICO
error and3™3C error change at an optimal rate. In ecosystepire®n research, we
often assume that [Gerror is low relative to the measuremensbdiC (Zobitz et al.
2006) and reports in the literature have showmtgative bias of GMR in this case
(Bowling et al. 2003). However, field research @ able to consider the full range of
potential error variance and by using our simulaapproach we have shown that GMR
can have both a negative and positive bias. Whesimelated estimates using the
largest level of [CG] error and smallest level 6f°C error, the bias was consistently
positive and conversely, the bias was negative wheiisotopic error was large and the
[CO] error was small. At a small [Gange @ positive bias is possible with GMR when

[CO,] error is as little as umol mol™.
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A positive bias also occurred with the OLS estion. In general the OLS
regression (with either the Keeling or Miller-Tamsxing models) produced a systematic
positive bias that increased with [g@rror. The smallest OLS bias resulted when the
smallest level of C@error, 0.1umol mol*, was used in the simulation. A bias in excess
of 1%. is possible at [C§accuracies on the order ofxinol mol* and a small
concentration range. It is often assumed that,JG&mpling error is very low (Zobitz et
al. 2006) and while gas sampling technologies arg precise there is still room for error
due to uncertainty in the [GDof standard gasses and problems in gas colle{Baoiffis
et al. 2004; O’Leary et al. 1992). In this casey¢his a large potential for a positive bias
in the3™Ck estimate. An increase in concentration range[&@] accuracy decreases
this potential positive bias with OLS; in our siratibn the maximum bias at the [1QQ]e
was 0.42%o0. When [C&angels small we show the bias can be as great as 1#btough,
the bias is improved to within 2.5%. with a moderatgease in the concentration range (
40 pmol mof? in this study). It has been recommended that aemmation range of 75
nmol mol* will provide 8*°Cr estimates of adequate certainty (< 1%o)&0Cr-eco
(Pataki et al. 2003), although most published rarage on the order of §dnol mol*
(Hemming et al. 2005; Pataki et al. 2003).

This positive bias in the OLS regression estimatasbe partly understood by the
assumptions behind the approach. The estimated slojpe OLS regression is the ratio
between the estimated covariance ahdy and the sum of squared deviation of x from
its mean (see eqg. 4). For OLS we assume that mezasuats ok are made without error.
This assumption works well when [GJOneasurement error is low; however, when
random error is introduced, variation in x cau$esdstimated covariance between x and
y to be less than the expected covariance valusjrogithe estimated slope to be too
small and ultimately resulting in a regression slojpser to zero (McArdle 2003). In the
case of small [C@angeregimes, a mixing model with a regression slopesen to zero
translates to a positively biased estimate ofisapic signal.

Similar to the model bias results, the OLS apprassgd with either the Keeling or
Miller-Tans mixing model produced the most pre@sémates 06'°Cg (Table 3.2). For
all models, the standard deviation of the modeiregtes improved with an increase in

the concentration range and sample size (Figuje \8/d found a dynamic interaction
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between [C@ error ands*C error toward explaining model precision. Pregisio
decreased linearly with an increasé¥a@ error when the level of [Cerror was low.
Conversely, whef®C error was low the standard deviations increasegdrithmically
with [CO] error and appeared to reach a maximum within thgea@f [CQ]error levels
we used. Intermediate values'3€ and [CQ] error led to greater standard deviations
that were primarily driven by the level b error. The precision @f°Cy estimates will
therefore improve with large [Gange@nd, given the steep linear relationship with

model uncertainty, accurate measure8'tt.

Large [CO)] regimes

Overall, the bias of the estimates for the simuldéege [CQ] rangeregimes was
small with a range of -0.004 to 0.173%. on averdgble 3.1). When the results are
classified by concentration regime, sample siz&,@rror,5'C error and mixing
model combination then patterns in bias are pre3dm greatest absolute bias occurred
with the Keeling mixing-model used with either reggion approach while the minimum
absolute bias occurred with the Miller-Tans miximgdel implemented with the GMR
regression approach. Importantly, for large [z£,.regimes the performance of the
mixing model- regression combination does not belsamilar to small [C&) ange
regimes.

In contrast to the small [C{xnge regimes, the Keeling and Miller-Tans models
used with the OLS regression did not yield equinbtesults and the Keeling estimate, in
general, had the greatest bias. In Figure 3.7intlrease in Keeling bias used with both
regression models is shown in relation to the déffé levels of [CG and5'C error. The
GMR approach was consistently the least biased wWiesample size was greater than
three. When we compare the Miller-Tans and the ikgehodel applied with the GMR
approach (Figure 3.8) we can see that the Keeliodeins both the most positively and
negatively biased estimator when sample size ialdquthree or ten. The level of [GO
error was the primary driver of bias and precisiothe simulations in contrast to the
small [CQ]rangeregime where the interaction of both [§@nd**C error influenced

model bias.
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The precision of the model estimate was greafly@mced by the concentration
range (Table 3.2). For a [Gfnge greater or equal to 50@@nol mol™, the maximum
standard deviation was 1.13%. or less and for a]&:0f 1000umol mol™* the
maximum standard deviation was 4.17%.. Similar eoghtterns in bias, precision was
primarily driven by [CQ] error (Figure 3.5). Overall, the Miller-Tans nmmg model
implemented with the GMR regression approach ctersily produced the most precise

estimate 06'°Ck.

Sample Size Effect

Pataki et al. (2003), reported that simpbreasing sample size does not
improve the estimate &f°Cr. We found for all simulations th&3Cy bias actually
increased with the number of samples used in tkexqpnmodel. This phenomenon
occurred at most levels of [G[error we used in our simulations. We hypothesiresl
phenomenon was an artifact from generating datassizen equidistantly across the
determined [CQrangein [CO;] space rather than 1/[GDspace; the dimension used for
Keeling plots. Data generated equidistantly in,G@ace are not equidistantly distributed
across the range in 1/ [GRinstead there are more data points toward thecso
endpoint (i.e., infinite [Cg]) of the mixing model.

We ran simulations where data were generated exaidly in 1/[CQ] space and
analyzed similarly to our previous simulations (ks 3.9 & 3.10). We found the
Keeling-OLS plot bias 08'°Cr for small [CQ] rangel€gimes to decrease significantly to
within 5% from a maximum bias of 11.4%. when da&revgenerated in [C{Dspace.
There was essentially no effect on the Keeling-Gbifthe Miller-Tans models. The
effect on the large [C&angeShowed a contrasting pattern to the small zRQewhere
bias increased from a maximum of 1.75%. to over 4%emwe simulated'*C  using
data from 1/[CQ] space. The negative bias was absent from alefarge [CQrange
model combinations except the Miller-Tans GMR mad® even this bias was reduced
from -0.2%o0 to < - 0.1%0. These results are conststeth our previous simulations that
illustrate the inherent differences between thellSiB&®;]rangeand large [CGrange
regimes, but we were unable to determine the natuitee increase of bias with sample

size.



42

To investigate this pattern further, we ran simala for both small and large
concentration regimes at the greatest {J3@ror, concentration range (1Qénol mol®,
10,000umol mor*) and varied the sample size from 3 to 500. Ths hE a function of
sample size reached an asymptote for both contemntragimes (Figure 3.11). In the
case of the small concentration regime, the maxirhias of the estimate was 14.6%o less
negative than the true value; for the case of a]@®or of 0.01 there is functionally no
bias. The maximum bias was much smaller (approvain@.25%o) for the large
concentration regime under analogous conditioeslé@rge [CQ| error and large

concentration range).

Recommendations

For relatively small [CG;angeregimes, OLS is consistently the least biasednestr
when [CQ] error is low, conditions for which GMR will geradly have a negative bias.
Because small [C&angeregimes, like ecosystem respiration, have a lianite
concentration range it is important to have estamat [CQ] accurate within Jumol
mol™* and then the accuracy and precisiod’d€x will improve with better measurement
of 8*CO,. Fortunately, the calibration gasses availablayddr atmospheric conditions
are very accurate and infra red gas analyzersaag\e a high level of precision
justifying OLS as the regression model of choicacdbieve the least biased estimate of
8"3Cr-ccoWith the least uncertainty.

Zobitz et al. (2006) reported that measurement wismalls*>C error is essential to
achieve estimates 6f°C with acceptable bias and uncertainty. Their ssedywere
restricted to conditions similar to those we uswdsfmulations of small [C&range
regimes, and in contrast to their results we foilmad estimates df-*Cy for large
[CO.)rangeregimes were improved by minimizing [Gl@rror rather than minimizing™C
error. We consider the error levels used in amugations to be conservative. The [§O
error was on the order of 1-2% for the large pzéqeregimes. Our study illustrates that
uncertainty in calibration gas could potentiallwéa significant impact o&'°Cr
estimates. Thus, researchers conducting studiesving large [CQ]angeregimes should

strive to use standard gases with small JAMcertainty. For instance, gases from
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NOAA have an uncertainty that are withinuol mol* of ambient concentrations while
gas concentrations above 500l mol* are expected to decrease in uncertainty at about
a rate of 0.01% (Duane Kitzpersonal communication Not all standards are equal, for
instance gases available through industrial distoks are commonly accurate to +2% of
the target value and even secondary or field stasdzave been shown to drift up to 5
umol mol* over time (Griffis et al. 2004). In large [GRngeapplications, the actual error
encountered in measuring the [§@ay be larger than the reported precision of the
instrument due to the uncertainty in the standaskgs or additional measurement error
incurred during sampling. Therefore, it is prudenéxpect a relatively high [CfPerror

in large [CQJangeregimes, in which case the Miller-Tans-GMR mixmgdel had the
smallest range in bias for the range of simulatedigions.

Bias and uncertainty were relatively insensitivé '€ error in large [CGrange
regimes, most likely due to the overwhelming inflae of [CQ] error ond>Ck.

However, the estimates 8F°Cr did vary withn. With low n (n=3)8"%Cr is negatively
biased, although the absolute range of the biamadl. Fom>3, the range of the bias
increased with increasing indicating that a priority should be placed ooregasing
[CO4lrange@nd reducing [C@) error rather than increasimgto improve the bias and
uncertainty o8"C.

In large [CQ]angeregimes (>500@Qmol mol™*), mixing model bias was < 1%o and
for all models the standard deviations were at rid%o. For [CQ];angenear 100Qumol
mol ™, model bias can be greater than 1%. and the stmtdaiation of the estimate can
be up to 4%.. In this case, the Miller-Tans-GMR mloglas the best estimator because it
had the smallest range in values of bias and waiogyt The Miller-Tans-GMR mixing
model is arguably the model of choice for large jfe&heregimes in general, given the
uncertainty of measuring [GPaccurately and the model’s tendency to produee th

estimate with the least bias under all of the ctoowls we imposed.

Conclusions
There are inherent differences between small aige [ECG)] regimes regarding

measurement assumptions, the interaction betwe®g ptd*C error, and mixing
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model performance, differences that warrant sepaemiommendations for measuring
8'*Cr. Our simulation results are consistent with thaisZobitz et al. (2006), which
recommends the use of the Keeling-OLS combinatioretosystem respiration. For
systems with large [Cfange(€.9. SOil, tree bole, foliar respiration), marfyttee model
combinations are functionally unbiased, howevemilter-Tans-GMR mixing model is
the least biased and most precise at moderate mivaten ranges for situations when

error is present in eithér>C or [CQ)] values.



45

References

Affek, H. P. and J. M. Eiler.2006. Abundance of ;4% CQ in urban air, car exhaust,
and human breath. Geochimica Et Cosmochimica Aeth)71-12.

Bowling, D. R., N. G. McDowell, B. J. Bond, B. EaW and J. R. Ehleringer.2003C
content of ecosystem respiration is linked to go&iion and vapor pressure
deficit. Oecologia 131(1): 113-124.

Bowling, D. R., S. D. Sargent, B. D. Tanner anR.JEhleringer.2003. Tunable diode
laser absorption spectroscopy for stable isotopdies of ecosystem-atmosphere
CO, exchange. Agricultural and Forest Meteorology 118); 1-19.

Ekblad, A., B. Bostrom, A. Holm and D. ComstedtO20Forest soil respiration rate and
813C is regulated by recent above ground weather tiondi Oecologia 143(1):
136-142.

Faure, G. 1977. Principles of Isotope Geology. Nexk, NY, USA, John Wiley and
Sons.

Fessenden, J. E. and J. R. Ehleringer.2002. Agéerklariations i'3C of ecosystem
respiration across a coniferous forest chronosempuenthe Pacific Northwest.
Tree Physiology 22(2-3): 159-167.

Griffis, T. J., J. M. Baker, S. D. Sargent, B. anher and J. Zhang.2004. Measuring
field-scale isotopic C@fluxes with tunable diode laser absorption spaciopy
and micrometeorological techniques. Agriculturall &orest Meteorology 124(1-
2): 15-29.

Hauck, M. J. 2006. Isotopic Composition of Respi@¥d in a Small Watershed:
Development and Testing of an Automated Samplirgjey and Analysis of
First Year Data. Maters Thesis: Forest Sciencevéllis, Oregon State
University: 115.

Hemming, D., D. Yakir, P. Ambus, M. Aurela, C. BesskK. Black, N. Buchmann, R.
Burlett, A. Cescatti, R. Clement, P. Gross, A. Gggnl. Grunwald, K.
Havrankova, D. Janous, I. A. Janssens, A. KnohK.BDstner, A. Kowalski, T.
Laurila, C. Mata, B. Marcolla, G. Matteucci, J. Moeff, E. J. Moors, B.
Osborne, J. S. Pereira, M. Pihlatie, K. PilegaBrdRonti, Z. Rosova, F. Rossi, A.
Scartazza and T. Vesala.2005. Pan-European dd&av@iues of air and organic
matter from forest ecosystems. Global Change Bipldl7): 1065-1093.

Hogberg , P., A. Nordgren, N. Buchmann, A. F. Syldia A. Ekblad, M. N. Hogberg ,
G. Nyberg, M. Ottosson-Lofvenius and D. J. Readl2Q@rge-scale forest
girdling shows that current photosynthesis drivakrespiration. Nature
411(6839): 789-792.



46

Kayler, Z. E., E. W. Sulzman, J. D. Marshall, AXyYIW. D. Rugh and B. J. Bond.2008.
A laboratory comparison of two methods used tavestte the isotopic
composition of soib**CO; efflux at steady state. Rapid Communications irs$la
Spectrometry 22(16): 2533-2538.

Keeling, C. D.1958. The concentration and isot@tiandances of atmospheric carbon
dioxide in rural areas. Geochimica Et Cosmochimdicta 13: 322-334.

Legendre, P. and L. Legendre (1998). Numerical &ppol Amsterdam, Elsevier.

Maunoury, F., D. Berveiller, C. Lelarge, J. Y. Pailiér, L. Vanbostal and C.
Damesin.2007. Seasonal, daily and diurnal variatiorthe stable carbon isotope
composition of carbon dioxide respired by tree ksim a deciduous oak forest.
Oecologia 151(2): 268-279.

McArdle, B. H.2003. Lines, models, and errors: Rsgion in the field. Limnology and
Oceanography 48(3): 1363-1366.

McDowell, N. G., D. R. Bowling, A. Schauer, J. in¢, B. J. Bond, B. E. Law and J. R.
Ehleringer.2004. Associations between carbon isotapos of ecosystem
respiration, water availability and canopy condacta Global Change Biology
10(10): 1767-1784.

Miller, J. B. and P. P. Tans.2003. Calculatingagat fractionation from atmospheric
measurements at various scales. Tellus Series Bicakand Physical
Meteorology 55(2): 207-214.

Mortazavi, B., J. L. Prater and J. P. Chanton.2@0feld-based method for
simultaneous measurements of $h%0 ands*°C of soil CQ efflux.
Biogeosciences 1(1): 1-9.

Ohlsson, K. E. A., S. Bhupinderpal, S. Holm, A. Nigiren, L. Lovdahl and P. Hogberg
.2005. Uncertainties in static closed chamber measents of the carbon isotopic
ratio of soil-respired C® Soil Biology & Biochemistry 37(12): 2273-2276.

O’Leary, M. H., S. Madhavan and P. Paneth.1992skehlyand Chemical Basis of
Carbon Isotope Fractionation in Plants. Plant @edl Environment 15(9): 1099-
1104.

Pataki, D. E., J. R. Ehleringer, L. B. FlanaganyBkir, D. R. Bowling, C. J. Still, N.
Buchmann, J. O. Kaplan and J. A. Berry.2003. Th#iegtion and interpretation
of Keeling plots in terrestrial carbon cycle resdaiGlobal Biogeochemical
Cycles 17(1).



a7

Prater, J. L., B. Mortazavi and J. P. Chanton.2@06tnal variation of thé*C of pine
needle respired CL{evolved in darkness. Plant Cell and Environmeif22202-
211.

Pypker, T. G., M. Hauck, E. W. Sulzman, M. H. UnsthipA. C. Mix, Z. E. Kayler, D.
Conklin, A. Kennedy, H. R. Barnard, C. Phillips a8d. Bond.2008. Toward

using8**C of ecosystem respiration to monitor canopy pHgsipin complex
terrain. Oecologid 58(3):399-410.

Scartazza, A., C. Mata, G. Matteucci, D. YakirMascatello and E. Brugnoli.2004.
Comparisons 08**C of photosynthetic products and ecosystem respjr&0;
and their response to seasonal climate variab{ligcologia 140(2): 340-351.

Steinmann, K. T. W., R. Siegwolf, M. Saurer andk@rner.2004. Carbon fluxes to the
soil in a mature temperate forest assessed®isotope tracing. Oecologia
141(3): 489-501.

Tu, K. and T. Dawson (2005). Partitioning Ecosysiespiration Using Stable Carbon
Isotope Analyses of CO2. Stable Isotopes and BergpAtmosphere Interactions
J. R. Ehleringer, D.E. Pataki, L.B. Flanagan. Sean€isco, Ca, USA, Elsevier.

Xu, C., Guang-hui Lin, Kevin L. Griffin, Raymond I$ambrotto.2004. Leaf respiratory
CO, is *°C enriched relative to leaf organic componentsiie §pecies of C3
plants. New Phytologist 163: 499-505.

Zar, J. H. (1999). Biostatistical Analysis. Newskyr, USA, Simon and Schuster.
Zobitz, J. M., J. P. Keener, H. Schnyder and DB&vling.2006. Sensitivity analysis and

guantification of uncertainty for isotopic mixinglationships in carbon cycle
research. Agricultural and Forest Meteorology 13B)156-75.



48

Mixing Model

Keeling Plot Miller Tans

Regression Model

OLS GMR OLS GMR
Regime type Small [CQOJange Large [CQlrange
Input Variable Name Input Variable Values
CGO, concentration error (ppm) 01,1,2,3,5 0.1, 15, 45, 75, 100
§3C error (%o) .01, 0.5, 0.2 .01, 0.5, 0.2
sample size 5,13,21 3,5,10
concentration range (ppm) 10, 40, 100 1000, 5000000
truth models™*CO2 (%o) -25 -26

Figure 3.1 Diagram illustrating the different migiand regression model combinations
tested for bias and uncertainty. The table listsdifferent measurement errors, sample
size and concentration ranges we used in our stronlaf small and large [C£D
concentration regimes.
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Figure 3.2. Small [C&)angemodel bias for the Keeling (K) and Miller-Tans (Mmixing
model in combination with ordinary least squarek${Pand geometric mean regression
(GMR) approaches. The concentration error (x-axgfpopic error (y-axis) and bias (z-
axis) forms the response surface for each condentrigvel: from top to bottom 10, 40,
and 100umol mol*. The sample size used in the simulation is ataphef each column.
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Figure 3.3. Large [C&}angemodel bias for the Keeling (K) and Miller-Tans (Mmixing
model in combination with ordinary least squarek${Pand geometric mean regression
(GMR) approaches. The concentration error (x-axsgfppic error (y-axis) and bias (z-
axis) forms the response surface for each condentrigvel: from top to bottom 1000,
5000, and 10,00@mol mol*. The sample size used in the simulation is atdhef each
column.
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Figure 3.4. Small [C&\angemodel standard deviation for the Keeling (K) aniidv-

Tans (MT) mixing model in combination with ordindeast squares (OLS) and
geometric mean regression (GMR) approaches. Theeobtration error (x-axis), isotopic
error (y-axis) and standard deviation (z-axis) fetime response surface for each
concentration level: from top to bottom 10, 40, 46@umol mol*. The sample size
used in the simulation is at the top of each column
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Figure 3.5. Large [C&rangemodel standard deviation for the Keeling (K) aniidv-

Tans (MT) mixing model in combination with ordindeast squares (OLS) and
geometric mean regression (GMR) approaches. Thesobtration error (x-axis), isotopic
error (y-axis) and standard deviation (z-axis) fetime response surface for each

concentration level: from top to bottom 1000, 5086 10,00@umol mol*. The sample
size used in the simulation is at the top of eaxtbran.
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Figure 3.6. Patterns 6f°Cy bias simulated from Miller-Tans (circle) and Kegji
(triangle) models used with GMR. Bias is depicteddunction of [CG] error (x-axis)

and varying levels ofC error (0.01%. and 0.2%.), sample size (n = 5 (Sie) and 21
(dashed line)),with a [Cflange0f 10 umol mol™.
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Figure 3.7 Large [C&} angeregime patterns df3Ck bias resulting from the Keeling
mixing model used with the OLS and GMR regressigoreach. [CQ error levels are
listed along the x-axis, bias along the y-axis aaying levels of°C error (0.01%o (solid
line and symbols) and 0.2%. (dashed line and opsatbeis)), sample size (n = 3 and 10),
for a [CQ)rangeOf 1000umol mol™.
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Figure 3.8 Large [C&angeregime patterns df**Cr bias resulting from the Keeling and
Miller-Tans mixing models used with the GMR regieasapproach. C@error levels are
listed along the x-axis, bias along the y-axis aaying levels of*C error (0.01%. and
0.2%0), sample size (n = 3 and 10), for a p{r£3,.0f 1000pmol mol™.
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Figure 3.9 Results from generating simulation data in 1/[CQ| space for the small
[CO)range. Model bias is depicted for the Keeling (K) and letitTans (MT) mixing

model in combination with ordinary least squarek${Pand geometric mean regression
(GMR) approaches. The concentration error (x-axgfppic error (y-axis) and bias (z-
axis) forms the response surface for each condentrigvel: from top to bottom 10, 40,
and 100umol mol*. The sample size used in the simulation is atahef each column.
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Figure 3.10 Results from generating simulation data in 1/[CQ) space for the large
[CO)range. Model bias is depicted for the Keeling (K) and letitTans (MT) mixing

model in combination with ordinary least squarek${Pand geometric mean regression
(GMR) approaches. The concentration error (x-axgfppic error (y-axis) and bias (z-
axis) forms the response surface for each condentrigvel: from top to bottom 10, 40,
and 100umol mol*. The sample size used in the simulation is ataphef each column.
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Figure 3.11.Mixing model estimates&fCg as a function of sample size for the small
(top) and large [Cg) (bottom) regimes. A Michaelis-Menton function wiggo the
results to estimate the maximum estimate.
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K.GMR K.OLS MT.GMR MT.OLS
regime range min average ma min average max min average ax in maverage max
Small 10[ -11.7270 -0.7959  8.8065 | 0.0004  4.3980 13.9683 | -9.6095 0.4759  10.8502 [ 0.0005  4.3968  13.9659
co 40| -1.0354 -0.0707  1.1590 | -0.0263  0.4908  2.4412 | -0.7635 0.0830  1.5140 | -0.0277 0.4884  2.4311
[COslrange 100 -0.2059  -0.0252  0.1920 | -0.0161 0.0769  0.4201 | -0.1399  0.0055  0.2552 | -0.0181  0.0746 _ 0.4058
Large 1000| -0.5570  0.0171  0.8954 | -0.3895 0.1686  1.7542 | -0.2184  0.0477  0.5697 | -0.1131 0.1164  0.9168
CO,] 5000/ -0.0309 -0.0034 0.0367 | -0.0234 0.0030 0.0859 | -0.0122 -0.0003 0.0125 | -0.0109  0.0015  0.0183
[COxlrange 10000| -0.0087 -0.0012  0.0101 | -0.0073  0.0004  0.0228 | -0.0048 -0.0003 0.0035 | -0.0024 0.0005  0.0061

Table 3.1 Bias of3**Cy estimates simulated from different mixing modeéékng (K) and Miller-Tans (MT)) and regression
approach (ordinary least squares (OLS) and gearmmatran regression (GMR)) combinations for small flzgeand large [CQlrange

regimes.
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18
19

20
21
22
23
24
25

K.GMR K.OLS MT.GMR MT.OLS
regime range min average ma min average max min average ax in maverage max
Small 10[ 0.3145 41495 13.3686 | 0.3146  4.0125 11.4296 | 0.3146  4.1307 13.3470 | 0.3145 4.0125 11.4286
co 40| 0.0795  1.3509  4.0057 | 0.0795  1.3237  3.8395 | 0.0795 1.3463  3.9793 | 0.0796  1.3216  3.8356
[COslrange 100] 0.0333  0.5622 15666 | 0.0333  0.5608  1.5559 | 0.0334  0.5580  1.5500 | 0.0334 05566  1.5414
Large 1000| 0.0085  1.4986  4.1650 | 0.0085  1.4403  3.9456 | 0.0099  1.0109  3.1452 | 0.0099  0.9938  3.0845
CO,] 5000 0.0044  0.4256  1.1355 | 0.0044 04203  1.1055 | 0.0070  0.2165 0.6147 | 0.0070  0.2164  0.6144
[COxlrange 10000| 0.0038  0.2432  0.6856 | 0.0038  0.2408  0.6724 | 0.0068  0.1344  0.3503 | 0.0068  0.1344  0.3503

Table 3.2: Standard deviation &fCx estimates simulated from different mixing modetéing (K) and Miller-Tans (MT)) and
regression approach (ordinary least squares (Ohdbpaometric mean regression (GMR)) combinationsiitall [CO2},ngeand
large [CQ]rangeregimes.

09
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Chapter 4 Estimating the contribution of new and old carlsonrces to soil
respired®*CO, constrained by’C of tree and soil organic matter.
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Abstract:

A primary goal of measuring the carbon isotopicalgf soil respiration is to
discover the carbon source that is being oxidiyée . measured the isotopic signature of
aboveground and belowground carbon sources imd sfaDouglas-fir trees in the
Pacific Northwest in an effort to determine thebzar source of soil respiratiof*{Cr.o).

In addition to determining the carbon sourcéB€x.s there is a clear need to assess
whether or not the assumptions concerning the mesmnt and analysis of the carbon
source of soil respiration are appropriate givenvariability in carbon sources and soil
properties in forest ecosystems. To do this wegtesi a series of field experiments to
investigate the impact of soil gas transport oimestes of5**Cr.s We compared
estimates 08"°Cr_sderived from aboveground and belowground technitpiedserve

the degree of isotopic fractionation due to gasdpart. In addition to the field estimates,
to determine the influence of advection on belowgubtransport we implemented
diffusion and advection-diffusion models that predfCO, concentrations in the soil
profile. To further explore the role of advectiove induced a large negative pressure
gradient (-4kPa) at the soil surface to observeiges ind**Cr.s Soil gas transport
during the experiment was primarily by diffusiordathe belowground estimate of
8*Cr.s Was enriched on average by 3.8 to 4.0%. with rdspete source estimates from
the transport models, indicating that the $il was at semi-steady-state. The advection-
diffusion model was more accurate than a modeldaskely on diffusion in predicting
the isotopic samples from the soil profile. We fdamaximum difference of -2.36%o
between the belowground and aboveground estimaf#sGx.s, the aboveground
estimate was enriched relative to the belowgrowstienate. There was -1%o. difference
between the aboveground estimate under diffusideadnective conditions and this
value may represent an upper boundary of the sffdcdvection on the apparent
fractionation of-*C. We found that aboveground measurements mayrieysarly
susceptible to atmospheric incursion, which maylpoes'®Cg.s estimates that are

enriched inC. The partitioning results attributed 69 to 98%soi respiration to a
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source with a highly depleted isotopic signatued the interpreted to have come from
dissolved organic carbon which may be an impomaner of early-growing-season

carbon dynamics in Douglas-fir ecosystems.

Introduction
The largest terrestrial pool of carbon is soil (Ardson 2001) and soil respiration

is the second largest flux of carbon globally, agpnately an order of magnitude greater
than the combined flux of fossil fuel and deforésta(Schimel et al. 1995). We have
entered a period of great uncertainty with regéwdse global climate and it is crucial
that we develop a thorough understanding of thesighaiyand biological controls of the
evolution and egress of soil GCsoil respiration is the efflux of CGrom the soil
surface angs classically partitioned into: 1) autotrophicpiation, respiration by
organisms that respire self-assimilated carbon 2arbterotrophic respiration,
respiration of carbon by organisms that are na¢ &blanabolize their own high energy
oxidative substrate (Luo and Zhou 2006; Hansomn. &080). Partitioning of soil
respiration into these two components is functilyn@levant given that each flux
responds differently to temperature (Boone et 2981 Pregitzer et al. 2000; Epron et al.
2001), soil moisture (Scott-Denton et al. 2006,d2diret al. 2004) and CQertilization
(Pregitzer et al. 2006). While these respiratotegaries are conceptually justified, it is
difficult to deconstruct the many sources of resjoan in the soil with current methods
(Hanson et al. 2000; Subke et al. 2006).

Part of the difficulty in identifying sources ofrb@n for soil respiration lies in
the degree to which roots, mycorrhizae and soildvacare intertwined within the soil, a
characteristic of the rhizosphere that is charaetdrmore easily by tracking “new”
carbon, or recent photosynthetic assimilates, afdf ‘tarbon sources rather than
separating each respiring organism (Hogberg and R@@6). Natural abundance stable
carbon isotopes can be used as a non-intrusiveoshédhidentify new and old carbon
sources (Dawson et al. 2002; Tu and Dawson 20083. dpproach uses the naturally
distinct isotopic signatures, or concentrationarafi**C/*°C, of organic matter from
leaves to soil. Recent assimilates tend to haveéies of*C/**C, while older soil

organic matter (SOM) tends to have high ratiosheftivo isotopes (Ehleringer et al.
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2000; Bowling et al. 2008). These ratios are e>g@esn delta notatiors) wheres'C =
(Rsampié Rvpps -1) X1000%0 and R is the molar ratio'd€/*°C and VPDB is the Vienna
Pee Dee Belemnite isotopic standard. Past resbasckhown the isotopic signature of
bulk C3 leaf organic matter ranges from -20 to -3@awson et al. 2002) while soil
organic matter (SOM) is on average 2%. enrichetf@nrelative to the bulk leaf signal
(Bowling et al. 2008). Thus, by sampling the isataggnature of potential soil
respiration sources, it is possible to determimerétative contribution of new and old
carbon by deconvoluting the isotopic signatureadfrespired CQ (5*°Cr.9) (Ekblad et

al. 2001; Steinmann et al. 2004; Millard et al. 200akahashi et al. 2008; Kodama et al.
2008). A critical assumption behind this strategjthie magnitude of the isotopic
signature between the pools must be large enoudhthat potential contributors can be
identified (i.e. >1%o; O’Leary (1984)).

The potentially small difference between solil resfidn isotopic sources requires
an accurate measuremen®biCr.s which presents its own unique challenges. Current
methods to estima&Cr.s can be categorized into those made abovegrountlosad
or open top chambers (Ekblad and Hogberg 2000;50hlst al. 2005; Takahashi et al.
2008) and those made belowground that use samplestiie soil [CQ] profile (Kayler
et al. 2008; Steinmann et al. 2004). Both methodkenkey assumptions concerning soil
respiration 1) C@transport through the soil is only by diffusiorda?) soil CQ flux is at
steady-state (Cerling et al. 1991; Amundson €1398).

Transport solely by diffusion is critical to estitea 0f5*°Cr.s because diffusion
leads to a kinetic fractionation bIC and"“C. Isotopic fractionation is broadly defined as
a process that results in abundances of heavigpes in the substrate being different
from the abundances of the heavy isotopes in théyat. The fractionation that occurs
during diffusion ofs**C is a function of the differences in molecular makthe two
isotopes. The difference in mass results in differates of molecular diffusion withC
diffusing at a slower rate relative . Thus, there are two species of Gfibving
through the soil and when sampled in the soil pgdfiere is an apparent increase in the
concentration of*C due to the slower rate of diffusion. The end ltdsta sample of gas
from the soil that is enriched 1iC relative to thé'*CO, source. Therefore, estimates of

8'%Cr.s made from gas samples of the soil profile mustdreected by 4.4%., the amount
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that estimates df°Cr.swill be enriched because of fractionation dueiffusion of CQ
(Craig 1953).

The second assumption, soil £fux is at isotopic steady-state, is important for
both surface and belowground methods'8€x_sestimates. When CO2 fluxes in the soil
are at isotopic steady-state, the isotopic sigealing the soil surface is equal to the
isotopic source of respiration by definition (Amwod et al. 1998). This means that for
measurements made at the soil surface, such aswliamber, a correction for
fractionation due to diffusion is unnecessaryeBpiration is not at isotopic steady-state
then there is a disequilibrium between the sowso®pic signature and the ¢@mitted
through the profile and to the surface. Such a piremon might occur with a shift in the
dominant carbon substrate being respired for itgtaAmundson et al. (1998) showed
that such a change from a background signal of @ 4.d0il isotopic signal of -26%o
could take up to 30 h to come to equilibrium thioggnulations. Kayler et al. (2008)
calculated a time to equilibration of approximaté8/h for nearly the same conditions in
a laboratory experiment.

Yet another cause of uncertainty in estimates .5 is soil gas transport that is
not only by diffusion but also by advection, whidbes not cause fractionation.
Advection, or mass flow of C{because of pressure gradients, as a transportamesomn
has been suggested in many studies of differerslystem types (Takle et al. 2004; Risk
et al. 2002; Flechard et al. 2007). These obsenahave led to advection-diffusion
transport models that have been verified whereoggokources predominate soil €O
flux (Camarda et al. 2007; Lewicki et al. 2003)g#fs transport within soil is not solely
by diffusion then the correction due to diffusicecbmes uncertain, and a correction less
than 4.4 %o may apply. In this caséC and'“C are moved through the soil at nearly the
same rate, diminishing the effect of kinetic franation resulting from diffusion.
However, only a few studies have addressed theenfle of advection on t18°Cg .
indeed, most reports apply a correction that salkflgcts diffusive gas transport
(Steinmann et al. 2004; Mortazavi et al. 2004).

There is a need to assess whether or not thenpisns concerning the
measurement and analysis36iCr.sare appropriate given the variability in carbon

sources and soil properties in forest ecosystemsn® a single day in the early growing
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season of 2006, we performed a series of field xgats to investigate the impact of
soil gas transport on estimates3diCr.s To accomplish this we sampled soil gas
belowground using a soil probe (Kayler et al. 208&) aboveground using a mini-tower
(Mortazavi et al. 2004) to estimat&’Cr.s We hypothesized that there would not be a
difference between the two estimates when thepsoble estimate was corrected for
kinetic fractionation due to diffusion. We also dgbe isotopic data from the soil profile
in a steady state model (Amundson et al. 1998J@®, based on transport solely by
diffusion and a model that accounts for both adeecind diffusion (Camarda et al.
2007). We also considered that advection may bewlifto detect and so to further
explore the potential influence of advection onvagwound estimates 6f°Cr.s, we
induced a negative pressure gradient on the sdde Finally, we put the estimates of
8"3Cr.sin an ecological context by comparing the estimiaturce of respiration with the
isotopic signature of carbon in soluble extraatsrfleaves and phloem as well as the
isotopic signature of bulk soil organic matter. mhesing an isotope mixing model, we
determined the contribution of new and old carbmmses t&**Cr.s for a Douglas-fir

stand in the Pacific Northwest.

Methods

Site descriptiomhe experiment was conducted within a 96 ha wager¢twatershed 1),
located in the H J Andrews Experimental Forest (H#&he western Cascades of central
Oregon, USA (44.2N, 122.2°W) (see Pypker et al. 2007 for a detailed desonipti We
chose a subplot near the base of the watershdteaotith facing slope. Over a 90
minute period on May 2, 2006 we sampled soil resjoin ands**Cr.s twice. We also
collected samples of foliage, phloem and soil olgamatter.

The soil has Andic properties and a loamy to eéinh texture. The organic layer
is just 2 cm thick and is composed of primarilyageizable litter fragments with almost
no discoloring and no signs of amorphous Oa maseif&e A horizon extends to a depth
of 9 cm where a diffuse AB transition occurs anteegs to 30cm; beyond this the B

horizon extends to a depth of 42cm.
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Soil moisture and temperatufgproximately 20 meters away, soil moisture (E@@0-
Decagon Devices, Pullman, WA) and soil temperatMadel 107 temperature probe,
Campbell-Scientific Inc.) were measured at 5, 3@ HDO cm depths. Calibration
equations that were specific to HJA soils were usezbnvert the millivolt signal from

the soil moisture sensors to volumetric water aain€zarnomski et al. 2005). Figure 4.1

shows soil moisture and temperature for 15 days poi sampling.

Soil probeThis method involves sampling gas for isotopic position at different

depths in the soil. The soil probe contains thseéated wells made from PVC (poly-
vinyl chloride). These wells are held at a fixedtdnce (5, 15 and 30cm) by PVC tubing.
The soil probe is further described in Kayler et(2008).

We prefilled exetainers with.Nn a glove box, allowing us to leave the septum on
the exetainer unpunctured. To sample gas we ugad-tight, 3-way ball valve (Whitey,
Swagelok, USA ) that was fitted with (in order)and vacuum pump (Mityvac, Lincoln
Indust. Corp., USA), a double-ended needle thaived an exetainer (Labco Ltd., UK)
prefilled with N,, and a double-ended needle that connected taihersbe septum.

This allowed for two positions of the valve: in adieection the exetainer was connected
in line with the hand pump and when the valve wasdd in the opposite direction, the
exetainer was in line with the soil probe to sanga# gas. In the field, a Nilled
exetainer was first connected in line with the hpathp which allowed us to draw a
vacuum (-27 kPa) within the exetainer. Then, whth ¢xetainer still under vacuum, we
inserted the second double needle into a septuhedoil probe and turned the valve to
allow the flux of soil gas from the probe into #veetainer. We waited 30s to allow for
equilibration then detached the exetainer and de¢htepuncture of the exetainer septa
with silicone sealant. The samples were then tramsg back to the laboratory and
analyzed within 24 hours. A standard gas was saiipléhe field to ensure no
fractionation occurred during sampling, transporstorage.

The gas sample collected from each well was usedwo end-member isotopic
mixing model to identify the isotopic signaturetbé source gas. We used the Miller-
Tans (2003) mixing model which describes a samptkeair in a system as a mixture of

two sources of’CO,: the background atmosphere and the source ofragispi. In field
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studies it is assumed that the soil source of rapn is a single, well mixed gas of €O
production from microbial and root respiration. TWéler-Tans mixing formula is given
in equation 1:

O 46sCobs = 9sCobs = Cog (Opg = 55) (1)

obs™~obs s~obs

Where C is [CQ@ and the subscriptebs s, andbg refer to the observed, source and
background values. In this cas¥ Cr.s is estimated as the slope calculated from a
geometric mean regression. In Equationdlrefers to the isotopic value of the
component expressedadmotation:

0= (Rsampid/ Retandard - 1) * 1000%o (2)
where R is the molar ratio of heavy to light is@epThe carbon isotope rati&{C) is
expressed relative to the standard Vienna Pee Bleahite.

For this application, the Miller-Tans slope idées the isotopic source of GO
based on the samples that have been enrichédCi@, due to kinetic fractionation
associated with diffusion. We can correct for tiusive enrichment by subtracting
4.4%o from the mixing model estimate, but we musbassume the system is at isotopic
steady-state.

Mini-tower The mini-tower is a one meter tall PVC cylinderiwitO swagelocks ports
fitted with septa for collection of gas samples\abthe soil surface. We attached a®1m
rubber sheet around the bottom of the mini-toweenght contacts the soil surface to
prevent atmospheric incursion into the soil andwoid disturbing the vertical CGAlux
that may occur due to placement of the mini-towet & lateral flux that may develop
within the soil that would in effect go around tiéni-tower footprint). The estimate of
813Cr.s Was calculated using the Keeling plot method (ee1958). The Keeling plot
method relies on the regression of the isotopicatigre and the corresponding £0
concentration from a series of samples. The sangleentrations are inverted in order
to apply a linear regression model where the iejgrof the regression (i.e. infinite GO
concentration) is the source of respiration. Welwseordinary least squares regression
model for the Keeling plot analysis: this combinathas been shown to provide accurate
estimates of the isotopic signal of respirationg@tier 2). For estimates of intercept
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standard error, we bootstrapped the Keeling pigtession (10,000 iterations) using S-
Plus (Insightful Corporation, Seattle, WA, USA).

We installed the mini-tower in the center of thet pvithout removing the litter
layer. We placed weights on the rubber sheet tater@ temporary seal between the
tower and litter surface. We first sampled the rtinver for diffusive gas transport. We
let the soil gas diffuse into the mini-tower for dbnutes, after which we sampled the
mini-tower from the bottom to the top. We usedshene method to sample gas as used
for the soil probe. We induced advection after thisal sampling by inserting a rigid
rubber disk with a slightly larger diameter thaa thini-tower to the bottom of the tower.
We then pulled the disk up with an attached hatalfgenerate a vacuum in the tower (-4
kPa), thereby pulling soil COnto the mini-tower. Leaving the rubber disk a tbp of
the mini-tower, we then proceeded to sample fop Efcentration antfC as described
previously. Following the first diffusion and indedt advection sampling, we waited

another 45 minutes and repeated the sampling moces

Steady state isotopic models

Diffusion based modeDiffusion of CG, at steady state is described by Fick’s first law:

—2=Y ®3)

where Q3 is the bulk diffusion coefficient of soil (¢hs?), C= the concentration of G@t
a given depth in the soil profile (mol & z = depth in the soil profile (cm) and

¢ = production of C@ (mol cm®s?). Cerling (1984) developed a production-diffusion
model of3CO, based on the observation that 1@ and™*C diffuse along their own
concentration gradients. In the review of isotopiesoil C and CQ, Amundson et al.

(1998) tested a similar model through simulations:

¢Ré3[Lz—ZZJ+C 2
2

atm tm

2= - (4)
¢[Lz—zj +Cum
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The model describes the isotopic ratid ¥ to *°C of a gas sample in the profile
withdrawn from depth z. The model assumes that @@k production and concentration
represent?C given that it is the most relative abundant ipetof terrestrial carbon
(98.9%). The isotopic ratio 6fCO, is a function of the production rate, the isotapitio
of the source (Rg), and the diffusion coefficient 6fCO, (bulk soil Dy / 1.0044 which
accounts for the greater mass i and its subsequent slower diffusivity). The upper
boundary for the model (z=0) is the atmospheritoisic signature and the lower
boundary is the lower limit of respiration (z=L).

We measured soil respiration using a portablereff gas analyzer (Li-6250, LI-
COR Inc, Lincoln, NE) incorporated into a photosyetis system (Li-6200) and attached
to a closed, dynamic soil respiration chamber @0®-09). The chamber was placed on a
10cm diameter by 5 cm tall PVC collar that wasatietl 2cm into the mineral soil. We
used the production value estimated from the gak/aer and fit the isotopic and
concentration profile samples to the above diffusimdel. We used a non-linear

regression to determine Ds, L ahdCr.s

Advection-Diffusion model. Gas transport that includes both advection andsidh at

steady state is described by Darcy’s law and Fifikss law of diffusion:

oC 0°C
—-D =0 5
Yo T ®)
where the symbols are similar to the diffusion m@aelv= the Darcy velocity.
Camarda et al. (2007) developed an isotopic stetadg model for Coflux described by

both advection and diffusion for a single dimension

[13CO ] + [lSCOZ ]Z2 - [lSCOZ]atm eD13UC02Z -1
2 latm v
R() - e 1 6)
[IZCO ] + [12002 ]Zz - [12C02 ]atm eDlzl():ozZ _1
2 latm v
g0 _1

The model describes the steady isotopic profilenfeogeneric depth,Zm) to the soil
surface, whereC0,] = the concentration of eithéiC or*2C for the gas sample (vol %),

D3CO,= the diffusion coefficient ofCO, as described above for the diffusion model



71

(m? s1), andv = Darcy velocity (m ). For this steady state model the pressure gradien
and gas velocity that describeare assumed to be constant with depth.

The approach is similar to the diffusion modelhattboth isotopes are modeled
independently. The concentration of each isotopalisulated from samples withdrawn

from the soil profile by the formulas:

sen] JACOL  feen1 O
[fco] =2k | Coz]z—m 7)

Where A= Rpg X ((8*3C0O,), /1000 + 1). The model assumes that the souré&6f.s is
equivalent to the isotopic value at z=. -

We used the Pealculated from the diffusion model to fit the abanodel to the
isotopic and concentration profiles from the sodfpe at our site and estimatedand
5" Cr-s

Tree Tissue Sampldhe most recent form of carbon deposited intosmihes from tree
tissues. The isotopic signal of recently-fixed msynthates (assumed to be represented
by the isotopic composition of leaf sugars) in keseould therefore represent “new”
carbon sources to soil respiration. However, tb&osc composition of leaf sugars may
not be the same as the isotopic signal of carbahistrespired by roots. We sampled tree
phloem carbon to better represent the carbon theps signature of carbon respired by
roots. Current-year foliage from the three nedrests was collected using a shot gun.
Phloem was sampled from the same trees by usiregaorer to bore into the tree. The
phloem sample was separated from xylem and batheifield. Both foliage and phloem
samples were placed in a cooler filled with iceilithey were transported back to the
laboratory where they were stored in a O degreee€zér until they were prepared for
isotopic analysis.

To estimate the isotopic signature of bulk Doudiafoliage that reflects newly
photosynthesized carbon, we analyzed the isotagnatire of carbon extracted from the
foliage using hot water (Gessler et al. 2004; Bemsnet al. 2006). We incubated 100mg of
ground foliage in 1.5ml of millipure water at 108giC for 3minutes to precipitate

proteins. Following the incubation we pipette thpernatant into 8ml glass vials. We
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froze the supernatant in a -70 deg freezer fogadtlsix hours after which the samples

were placed in a freeze drier for at least thregesda

SOM SampleSoil organic matter samples were taken from tteeadi5, 15 and 30cm
depth, the same depths from which soil gas samyses taken. The samples were air

dried, then ground to a fine powder for isotopialgsis.

Isotopic Analysigor §*°C analysis of C@samples, we used a Finnigan/MAT DeltaPlus
XL isotope ratio mass spectrometer interfaced @aaBench |l automated headspace
sampler at the College of Oceanic and Atmosphatierfses isotope facility, Oregon
State University. The GasBench-ll is a continubos interface that allows injections
of several aliquots of a single gas sample intcaasispectrometer for automated isotope
determinations of small gas samples. Exetainessumipled gas were loaded onto a
Combi-PAL auto-sampler attached to the GasBenatliukh pushed the sample air out
of the exetainer and into the mass spectrometgrpial analysis consisted of three gas
standards (tank C£He mixtures), five sample replicates and an aodgi 2 gas
standards for every sample. The £fOncentration of each sample was calculated from
the peak volt area produced by the mass spectroaedysis of each sample.

The carbon isotope compositionafanic matter was measured at the ldaho
Stable Isotope Laboratory, where samples were nua @aontinuous-flow stable isotopic
analyses utilizing the Finnigan-MAT, Delta plustigee ratio mass spectrometer (IRMS).
The tree and soil organic matter samples weretashbusted using CE Instrument's
NC 2500 elemental analyzer, interfaced throughCbeflo Il and sent to the IRMS.
Analysis of internal laboratory standards ensuhed the estimates of the organic

isotopic were accurate to within 0.1%o.

Component Contributiorid/e used the IsoSource stable isotope mixing moekatribed
by Phillips and Gregg (2003) to determine the fiarticontribution to5**Cg.s of the
SOM at three depths, the foliage and phloem hoemettracts, and in the case of the
mini-tower analyses an additional atmospheric camepo (Table 4.1). We then
aggregated the SOM sampkegposteriori(Phillips et al. 2005) into a group that
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represented old carbon sources while foliage ahokphextracts represented
independent groups of new carbon sources. Fostifgolurce analyses of the mini-tower
date, we grouped the foliage and phloem into awvedpround source, the SOM into a
belowground source and we included an atmosphentponent which represented a
third source by itself. We used software settioig8.1%o. tolerance, 1% intervals and
used a component precision of 0.1%.. The output®itodel is expressed as the percent

frequency of all possible solutions and we repogtrtange of proportions for each source.

Results

Soil probe and profile modelkhe soil gas C@concentration had a range of
approximately 500Qumol moi*with a corresponding isotopic range of 7%. as depict
by the isotopic and concentration profiles (Figdr2). A difference in concentration of
1500umol mol* was apparent between soil probe 3 at 30cm antivihether probes.
The effect of this difference was small as the agerof the mixing model estimate was -
25.6%o (Table 4.1 and 4.2; Figure 4.3). The Miller$ mixing model estimate 8F°Cr.s
from the soil probes was on average 3.8%o (0.2 se¢leed relative to the diffusive
model source estimate and 4.0%. (0.6 se) with respebe advection-diffusion estimate
(Table 4.1).

The soil respiration rate was 4utnol ns*. The diffusivity of the soil was on
average 8.1 x Idm s* (4.5 x 10° m s'se) while the Darcy velocity was on average -2.2
x 10°m s* (9.6 x 10°m s se) indicating a flux of atmospheric carbon irite soil
profile. Given that there was no indication of achi@n out of the soil and the similarity
in predicted profiles, we adjusted the source ednof the advection-diffusion model by
-4.4%.. The average source®fCr.s estimated from the steady state diffusive model of
the soil probe data was 29.1%0 and 29.3 %o from thveetion-diffusion model. The
variation of the advection-diffusion model was dgeedhan the diffusion model (Table
4.1) and depleted by 0.2%. on average with a rahgk.83%. to 1.24%.. The advection-
diffusion model more closely predicted the soilfpecsamples (Figures 4.6 and 4.7).
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Mini-tower We sampled the soil respired €tice within 90 minutes using the mini-
tower technique. The concentration gradient betvieemmini-tower and the background
atmosphere was on the order of 3ifBol mol* with a corresponding isotopic range of
8.5%0 (Figure 4.4). There was a high degree of bdrig within the mini-tower profiles
and distinct geometric gradients did not developnfthe soil surface to the top of the
mini-tower. We omitted the 4.5cm sample duringfilst 45 minute sampling from
further analysis because it was uncharacterisyickpleted with respect to the other
samples and most likely experienced fractionatidespite the variation of the mini-
tower profiles the Keeling plot estimates (Figurg)bf thes*Cr.s were fairly similar,
(Table 4.2) yielding a difference of 0.72%0 betwelea two.

Induced advectiomnducted advection within the mini-tower resultedhanges in the
concentration and isotopic profiles. The profiléshe first 45 minute sampling were
variable, but in comparison to the diffusive miawer sampling, the sample
concentration values were greater near the sdaseiand decreased with height from 30
cm (Figure 4.4). The isotopic values were all deggleelative to the diffusive mini-tower
samples, with samples below 21cm having the lowestentration of°C. The second
advective mini-tower sampling resulted in more ¢stesit profiles where all samples had
greater concentration values and depleted isot@ies relative to the diffusive
sampling of the mini-tower. The variation in theniiower concentration and isotopic
profiles resulted in a 0.3%0 between the first aachsd diffusive mini-tower sampling

and a 1%. difference between the first and secorndaive sampling (Table4.2).

Organic MatterThe isotopic signal of tree and soil samples becaereasingly enriched
along the plant-soil continuum resulting in a 4.5fi@dient from tree foliage to soil at
30cm (Table 4.3). The phloem water-soluble extragse on average 1.6%. enriched
relative to the water soluble extracts of foliagke isotopic signal of SOM became

increasingly enriched with soil depth represenangenrichment of 1.3%o.

Component Contributiofthe predominate contribution (69-98%)35Cr.s was from a

depleted source that was similar to the isotogjnatiure of the foliar soluble extracts. In
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this analysis we used the average source estimmatethe diffusion and advection-
diffusion models (-29.2%o) (Figure 4.8). The phloeamtribution ranged from 0 to 31%
and the contribution from belowground sources rdrfgam 0 to 16%. The partitioning
results were much more diffuse when we implemetitednini-tower source estimate
when measured under diffusive conditions (Figugd.4n this case the aboveground
component (phloem and foliar extracts) contributianged from 0 to 78% and the
belowground component contribution ranged from 0Q®&o. In partitioning the mini-
tower source estimate, we also considered theibatibn from the ambient atmosphere

which was estimated to range from 8 to 26%.

Discussion

Soil **CO, transport and measuremer&oil gas transport during the experiment was
primarily by diffusion, and the mixing model estiteavas enriched on average by 3.8 to
4.0%0 with respect to the source estimates by #Hresport models, indicating that the soil
13 was at semi-steady-state. The advection-diffusiodel tended to more accurately
depict the isotopic samples from the soil profilae Darcy velocities estimated from the
model were negative, suggesting a significant erflze of the background atmosphere is
necessary to achieve the pattern described byi@drdamples. It is unknown the extent
to which the influx of the background atmospherh affect the fractionation of the
source isotopic signal. However, based on the aiitylin profiles predicted by the
diffusion and advection-diffusion models we caremthat the effect is small.

Based on the isotopic steady-state theory of @ifusion, the isotopic signature
of soil respiration at the surface is equivalenti®isotopic source signature and will
therefore be depleted by 4.4%. relative to the ummbded mixing model estimate made
from belowground samples. We found the maximunedsifice between the uncorrected
belowground estimate 6f°Cr.s and aboveground techniques to be -2.36%o; where the
abovegrouncestimate is enriched relative to the belowgroustdreate by the soil probe.
Mortazavi et al. (2004) found a good agreement betwestimates made from the soil
profile and the mini-tower they employed and onplaxation for our contrasting results

may be due to differences in site conditions oriftuwer construction.
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The mini-tower estimate may also be different duart enriched isotopic source
that is absent from the belowground samples. Tharoc matter in the litter layer is one
possible location for this source that the mini-¢owaptures; although the isotopic
signature of litter is generally lighter than SORh(eringer et al. 2000, Gleixner 2005).
And while the question of whether or not isotoparctionation occurs during microbial
respiration remains to be resolved, the magnitddei® potential fractionation is small,
and it cannot explain the difference between oowvaground and belowground estimate
of 8"°Cr.s (Schweizer et al.1999; Fernandez and Cadisch 2008berg et al. 2005).
Respiration from fungi is another possible soussponsible for the enriched signal.
Respiration from ectomycorrhizal sporocaps has lseewn to be enriched by up to 1%o
(Bostrom et al. 2008); however, no sporocaps wegsgnt during the measurement. The
soil probe has proved to captumesitu sources (Kayler et al. 2008) and given that
isotopic signatures above the soil surface inittex layer will be depleted with respect
to the mini-tower estimate, it is unlikely that emriched organic source will be found
that explains the difference between the two esémafs**Cg.s

The background atmosphere is a highly enrichedceowlative to the other
sources in the soil-plant continuum and it is palssihat atmospheric incursion
(Livingston et al. 2006) due to natural phenomeni® aisturbance during the
installation of the mini-tower diluted the sourcgral estimated by the mini-tower. The
advection-diffusion model estimated a negative Raedocity, or flux of atmospheric
CQO; into the soil profile. Such atmospheric incursi@s been documented in previous
soil isotopic studies (Millard et al. 2008; Susfalkal. 2002; Dudziak and Halas 1996)
and may represent up to 26% of the mini-tower estnas determined by the IsoSource
mixing model results.

Transport due to advection, the mass flow due ésgure gradients, may drive
heavy atmospheri¢CO; into the soil or withdraw unfractionated sbiCO, out. The
difference between the advective and diffusive damgmf the mini-tower was at most
depleted by 1%.. These results were surprising; xpeeted an enriche&*Cg.s which
would result from soil gas enrichedC pulled up into the mini-tower for sampling. We
clearly pulled soil gas into the mini-tower: @€amples were both greater in

concentration and depleted’fiC with reference to the diffusive sampling, yielglian
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estimate oB™Cg.s that was nearly identical to the uncorrected estnproduced by the
soil probe. This suggests that the induced adveetxperiment introduced soil gas that
was uncontaminated by the isotopic signature obtkground atmosphere. These
results taken together with the partitioning resaltd the evidence of atmospheric
incursion illustrate that care must be taken wha&ngiaboveground approaches such as

closed chambers or open systems such as the miai-to

In the advection experiment of this study, we gategt a negative pressure of
approximately -4 kPa. This value is far greatenttree -5 Pa 06'%0 used to model
effects on soil respiration (Stern et al. 1999) dlfsiPa induced for a field experiment
that investigated the effects of pressure pumpimgal respiration (Takle et al. 2004).
Thus, the -1%. difference between the mini-towemeste under diffusive and advective
conditions may represent an upper bounds of tlreetsfof advection on the apparent
fractionation of-*C. With natural fluctuations of pressure that ave brders of
magnitude less than the negative pressure we dederge can infer that gradients due
to atmospheric pressure alone will not pull repnéssteve soil gas toward the soil surface.
We were not able to sample the soil profile dutimg advection experiment although the
profiles proved to be stable given that there w#e thange in the profiles 45 minutes
after the first experiment.

Partitioning the contribution of new and old carbsources ta5"*Cg.s We calculated that
69 to 98% of the carbon respired from soil was feodepleted isotopic source that was
similar to the signature of foliar extracts. Thégam isotopic signature, which we used
as a proxy for the carbon substrate of root reBpirawas estimated to account for 0 to
31% of respiration indicating that root respirataiso contributes t8°Cr.s during this
period of the growing season. However, even if respiration accounted for 31% of
8*Cr.sthen 69% of soil respiration came from a sourdé wihighly depleted isotopic
signature. The most likely respiratory source @& thotopic signature is dissolved
organic carbon (DOC) where carbon is leached freemés in the tree canopies and
decomposing litter (Qualls et al. 1991; McDoweltldrikens 1988; Michalzik et al.
2001). To date, the contribution of carbon from D@Goil respiration is not well
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guantified and ranges from low (Neff and Asner 2Q@Irelatively high (Jones et al.
2008), close to 90% in one case (Jandl and SAB®Y). Few studies have measured the
isotopic composition of DOC from soil, but thosatthave, report an isotopic signature
that is depleted il°C and is comparable to the signature of foliagheit site

(Cleveland et al. 2004; Ziegler and Brisco 2004iskret al. 2001). The patterns of DOC
in this region are dynamic in terms of chemisteasonality and carbon sources (Yano et
al. 2005; Yano et al. 2004; Lajtha et al. 2005) anther studies are needed to determine
the contribution of DOC t6'°Cr.s during the early growing season.

The isotopic signal of the forest components besaven more relevant in light
of the uncertainty in determinirid*Cr.s At one end of the plant-soil isotopic continuum,
we measured the water soluble extracts of fresage] which had the lightest isotopic
signal, consistent with results of leaf materiahfrother forests. If we did not use the
phloem isotopic signature as a proxy for root negjmin and instead had used the extracts
of foliage, we might have mistakenly attributed adh90% of soil respiration to root
respiration. We recognize that the phloem isotsmoal itself is not necessarily the same
substrate metabolized by roots and subsequenpyjreesas->CO, (Badeck et al. 2005;
Gottlicher et al. 2006). Quantifying root respiaatiis difficult, and until we know more
about the alterations made to the carbon in phidenmg transport, we cannot determine
the success of phloem water soluble extracts asxy for tree contributions

belowground.

Conclusion
We have illustrated the importance of considerfractionation in the context of

soil CO, transport, measurement technique and collectiormesentative sources when
using™C to describe forest soil respiration. We found #izoveground measurements
may be particularly susceptible to atmosphericiisiotn which may produc&-Cg.s
estimates that are enriched'f&. We have also shown how the samples of the
atmosphere-plant-soil continuum are critical todnalysis 0B**Cg.s. Finally, using>C

as a natural tracer we have provided evidencelxdi as the potential driver of early

growing season soil respiration in Douglas-fir gbesms.
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Mixing  Mixing Diffusive Diffusive Adv-Diff Adv-Diff

A
Method modgl modgl modgl modgl modgl modgl (Mix Model-  (Mix Model-Adv
(45 min) (90 min) (45 min) (90 min) (45 min) (90 Min) Diff Model)  Diff Model)
Soil Probe 1 -24.7 -24.8 -29.1 -29.1 -27.9 -28.0 4.4 3.2
Soil Probe 2 -25.6 -25.6 -29.1 -28.8 -28.7 -28.5 3.4 3.0
Soil Probe 3 -25.4 -25.4 -29.5 -28.9 -31.7 -30.8 3.8 5.9

Table 4.1 Estimates of the isotopic source of igspiration by Miller-Tans mixing
model, diffusion and advection — diffusion steathites model. Mixing model estimates
are uncorrected and differences between the mixiodel and gas transport models are
listed as apparent fractionation)( All values are in %o.

Method 8"°Cr. (%o) se
Soil probe -25.3 0.2
Mini TOwer gitusion 1) -23.3 1.2
Mini TOWer agyection 1) -23.6 1.4
Mini TOwWer gitusion 2) -24.0 0.7
Mini TOWEr (agyection 2) -25.0 0.8
Diffusion model -29.1 0.1
Adv-Diffusion model -29.3 0.6

Table 4.2 Averages of isotopic signal of soil resfon *°Cr. estimated by both
belowground (soil probe) and aboveground technigonesi-tower).

Sample 5°°C (%o) sd %C %N
Foliage -29.6 0.8 27.1 0.1
Phloem -28.0 0.6 40.1 -
SOM 5 cm -26.5 0.1 55 0.2
SOM 15 cm -25.5 - 2.8 0.1
SOM 30 cm -25.0 0.1 2.0 0.1

Table 4.3 Tree tissue and soil carbon and nitragenposition
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Abstract:
We took advantage of naturally occurring gradiemtsiotic and abiotic variables

across a steep catchment located in a Douglasrést of the Pacific Northwest to
identify and quantify the primary drivers of varnl#ly in soil respiration and its isotopic
signature §*Cr.9. We measured soil G@fflux ands'3Cg.s over the late growing
season of 2005 and the entire 2006 growing sedsag with soil moisture, soil
temperature, vapor pressure deficit and transpimaicross a transect of six plots that
spanned the mouth of the catchment. In this arelysidistributed plots by
topographical position. Plots were established@&as near the slope ridge, midslope and
valley on both south facing and north facing aspetthe catchment. Our results
suggested a close relationship between the phgsoalloactivity of trees and respiration
of soils, and we inferred that soil Géfflux was dominated by tree belowground inputs
over the growing season. Both soil C&flux andd**Cg.s were highly correlated with
transpiration rates 0 to 4 days prior. Levelsajyar pressured deficit, however, were
only weakly correlated with both measures. Tempeea¢xplained 53% of the
respiration variability and by including soil mais¢ we were able to explain 56% of the
respiration variation overall. FurthermoBé3Cr.swas negatively correlated with soil
moistureat our site indicating that soil moisture influes@ soil respiration may be
related to the oxidation of recently-fixed photogwates from plants rather than carbon
from soil organic matter, since the isotope vall€0, respired from soil organic matter
does not vary over short time periods. Mixing maeitimates of the 2008°Cr.s,
measured during the day, tended to be enrich&tCimhile the 2006 estimates,
measured during the evening, tended to be depiletég with reference to estimates
made from an isotopic steady-state model. Webateithe enrichment during the 2005
measurements to possibly a shift in the backgraimibspheric signal or to incursion of
the atmosphere into the soil pore air space. \Wibate the depleted measuresSHiCr.s
made in 2006 to gas transport by advection, regulti a fractionation value less than
4.4% that occurs with diffusion. Soil moisturerfr 30cm depth accounted for 33% of

the variation ir5**Cr.s .
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Introduction
Recently-fixed photosynthates appear to be an itapbdriver of seasonal,

diurnal, and spatial patterns of soil respiratibibgberg and Read 2006; Irvine et al.
2005; Steinmann et al. 2004). Much of this insigg$ been derived from several studies
that have observed a strong correlation betweemamaental variables that influence
photosynthesis and G@espired from ecosystems (Bowling et al. 2002; iret al.

2005; Pypker et al. 2008) and soils (Hogberg e2@0.1; Ekblad and Hogberg 2001,
Ekblad et al. 2005; Mortazavi et al. 2004). In thetudies, consistent lags in the
correlation between respiration and vapor presdefieit (VPD) and soil moisture levels
1-2 and 4-9 days prior to respiration measurememé\attributed to a delay in transport
of recently-fixed photosynthates to sites of resjpon belowground (i.e. roots and
microbes in the rhizosphere) or to a delay in gad transport from respiration sources to
the soil surface (Stoy et al. 2007). However, mainhe environmental variables that
correlate with patterns in photosynthesis are disrs of heterotrophic respiration, the
oxidation of carbon in soil organic matter (SOM)dmyl microbes, particularly soll
moisture and temperature, potentially obscuringgittaal relationship between the
environmental drivers and the mechanisms behingalterns in respiration.

Ideally, the impact of these environmental vaesldould be isolated and
observed independently through experiments inaherhatory, but replication of forest
characteristics, such as tall, mature trees areleldped soil profile and litter layer,
present a formidable challenge. The use of natg@lirring gradients is an alternative
strategy to understanding controls on ecosystemegses. Conceptually, hypothesized
factors of influence vary across a site, creatiggaalient, while ecosystem properties
such as vegetation and soil parent material aagively constant over the measurement
period. Thus, the response of the ecosystem profésterest can be attributed to the
gradient of the hypothesized factor. There is @ history of gradient analysis used to
answer ecological questions concerning many fafedsosystems such as
biogeochemistry (Vitousek and Matson 1991), divgrétlombaum and Sala 2008), and

ecosystem function (Peterson and Waring 1994).
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Microclimate is known to vary with different top@gphic positions (Kang et al.
2000; Kang et al. 2002; Western et al. 1998; Rumeiral. 1987); yet, investigations
using natural gradients associated with topogrdy@we yielded equivocal conclusions
concerning the environmental controls of soil resgjmn. For example, Kane et al. (2003)
measured respiration across a steep gradientuateda, percent slope and slope aspect
and found soil moisture and temperature to be gtpvadictors of respiration at the plot
scale but not across a full transect of plots. ldaret al. (1993) also found an
inconsistent relationship between soil respiratt@asured at locations categorized by
slope aspect (northeast and southwest facing) asitign (valley, ridge top) in an oak
forest in Tennessee. However, Kang et al. (200&)dcstrong patterns relating soil
respiration from plots located on different slogpects and soil moisture. These results
suggest other factors than just soil temperatudenamisture are needed. Thus, by
including biotic and abiotic factors that influermet only mineralization of soil organic
carbon but also photosynthesis, then gradientesuafi soil respiration may be improved
and lead to more conclusive results. However, aitiadal method is needed to
determine the aboveground contribution to the tead@nd spatial variation of soil
respiration.

There is a suite of strategies available for tlpasstion of carbon sources to soil
respiration which has been thoroughly reviewed @daret al. 2000; Bond-Lamberty et
al. 2004; Subke et al.2006; Luo and Zhou 2006). Agrive available approaches, the
use of natural variations in carbon stable isotapess the unique possibility of tracing
carbon from various sources without disturbingdpstem of interest. The premise of this
approach is based on the fact that each carbonipaal ecosystem has a distinct isotopic
signature (Bowling et al. 2008), and if the conitibn of a carbon pool to soil respiration
varies over the growing season then so will theojgo signature of soil respiration
(8"°Cr.9). A critical requirement for this strategy is thiaé magnitude in isotopic
signature between the pools must be large enoughtlat potential contributors can be
identified. "*Cr.stypically varies by 1 to 4%. in magnitude seasonéfigblad and
Hogberg 2001; Ekblad et al. 2005; Takahashi €G@08; Kodama et al. 2008), requiring
very accurate estimates of carbon pools and fluitesiever, with these requirements

met, by measuring**Cr.sover different topographic positions we may leaohanly
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which carbon pools are contributing to soil resiarabut also which environmental
factors are driving the mechanism behind the coation.

We took advantage of a natural occurring gradiembicroclimate (Pypker et al.
2007) across a steep catchment located in a Dofigfasest of the Pacific Northwest to
identify and quantify biotic and abiotic factorathnfluence soil respiration and its
isotopic signaturedt*Cr.. We measured soil respiration a$1dCr.s over the late
growing season of 2005 and the entire 2006 growé@agon along with soil moisture, soll
temperature, VPD and transpiration across the naoh We hypothesized that variation
in inputs from recently-fixed photosynthates aremaportant driver of variation in rates
of soil respiration during the growing seasonelfently-fixed photosynthates are an
important driver of variability in soil respiratipthend**Cg.s will strongly correlate with
environmental controls of photosynthesis. In casifestomatal conductance is often
strongly influenced by VPD. Changes in VPD ana é&tanspiration may indicate
changes in stomatal conductance, which may affectiegree of carbon isotope
discrimination by plants during photosynthesis @tiniger 1994; Ehleringer and Cerling
1995). Thus, if recent photosynthesis is an imprtarbon source for respiration, we
should be able to detect change8™iCr.s that are consistent with changes in isotopic
discrimination during photosynthesis. Howeversitinclear how factors that are
traditionally used in soil respiration models, sashsoil moisture, may influence
aboveground inputs of carbon, via influences oesaf photosynthesis, as opposed to
direct influence on metabolic activity of soil mitres. We designed this study to help

clarify these issues.

Methods
Site LocationThe measurements were conducted within a 96 herstetd (‘Watershed

1", located in the H J Andrews Experimental Foreghe western Cascades of central
Oregon, USA (44.2N, 122.2°W) (see Pypker et al. 2007 for a detailed descnipti

The soil has Andic properties and has a loamyltdosim texture. The organic layer is
just 2 cm thick and is composed of primarily redaghble litter fragments with almost no

discoloring and no signs of amorphous Oa materTdls. A horizon extends to a depth of
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9 cm where a diffuse AB transition occurs and ed$aio 30cm, beyond this the B
horizon extends to a depth of 42cm. We used siketight plots established across the
catchment where we measured soil respiratibiGr.s, transpiration, and the
environmental gradient (Figure 5.1). These ploteevegrayed across a topographic
gradient with one plot each on the south facing (Bfge, SF midslope, SF valley, north
facing (NF) valley, NF midslope and NF ridge. Inalanalysis, we used aspect (NF vs

SF), and slope position (ridge, midslope, valleiyfhe plots as independent variables.

Plot Sensord\ suite of environmental variables were continuguskasured and logged
at each plot with a Campbell Scientific CR23x datgger. Plot transect data include soll
moisture at four points per plot at 5cm, 30cm a@dcin depths (Decagon Devices;
ECHOS5s), soil temperature at plot center at theesdepths (Campbell Scientific; 107-
L), and air temperature and relative humidity &egght of 12-m at plot center (Vaisala;
HMP50-L).

Soil respiration

We measured soil Cfflux using a portable infrared gas analyzer@2b0, LI-COR

Inc, Lincoln, NE) incorporated into a photosyntlsesystem (Li-6200) and attached to a
closed, dynamic soil respiration chamber (Li-62@)-0The chamber was placed on a
10cm diameter by 5 cm tall PVC collar that wasatietl 2cm into the mineral soil. Soil
respiration was measured 8 times over June to Nogeof the 2005 growing season and
11 times over April to late October in 2006. In 80@spiration was measured during
midday and in 2006 respiration was measured duheagvening to coincide with
ecosystem respiration measurements at the sam@gpker et al. 2008). The maximum
sample size for respiration on each sampling dagepbot was n=4. Respiration values

that were £ 2 standard deviations of the plot meare removed as outliers.

Isotope Sampling
Acquiring and analyzing samples of soil £@volved using soil gas probes (Kayler et al.

2008) to access soil gas at three depths, usiag@um-withdrawal sampling system,
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analyzing the samples through an isotope ratio s&strometer, and implementing the

isotopic data in a two-end member mixing model.

Gasprobe: This method of sampling involves sampling gameasure isotopic
composition at different depths in the soil. Tha pbe contains three isolated wells
made from PVC (poly-vinyl chloride). These wellg d&eld at a fixed distance (5, 15 and
30cm) by PVC tubing. The soil probe is further ddsad in Kayler et al. (2008).

To sample gas we used a gas tight 3-way ball  @Wdtey, Swagelok, USA )
that was fitted with (in order) a hand vacuum puMijtyvac, Lincoln Indust. Corp.,
USA), a double-ended needle that received a peslfil, exetainer (Labco Ltd., UK),
and a double-ended needle that connected to thprebe septum. This allowed for two
positions of the valve: in one direction the exataiwas connected in line with the hand
pump and when the valve was turned in the oppdsiéetion, the exetainer was in line
with the soil probe to sample soil gas. In thedfjel N filled exetainer was first
connected in line with the hand pump which allowsdo draw a vacuum (-27 kPa)
within the exetainer. Then, with the exetainel stider vacuum, we inserted the other
needle of the double-ended needle into a septuiredgoil probe and turned the valve to
allow the flux of soil gas from the probe into #veetainer. We waited 30s to allow for
equilibration then detached the exetainer and dehtepuncture of the exetainer septum
with silicone sealant. The samples were then tramsg back to the laboratory and
analyzed within 24 hours. A standard gas was sairipléhe field to ensure no
fractionation occurred during sampling, transporstorage.

The gas sample collected from each well was usedwo end-member isotopic
mixing model to identify the isotopic signaturetbé source gas. We used the Miller-
Tans (2003) mixing model which describes a samptheoair in a system as a mixture of
two sources of°CO,, the background atmosphere, and the source dfaésp. In field
studies it is assumed that the soil source of ra8pn is a single, well mixed gas of €O
production from microbial and root respiration. TWéler-Tans mixing model is
calculated with the following equation:

6obscobs = 6scobs - Cbg (6bg - 63) (1)
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where C is [CG| and the subscriptsbs s, andbg refer to the observed (measurement in
the field), source and background values. We usgebaetric mean regression with the
Miller-Tans mixing model from which the slope ofethregression is the estimate of
8Cr.sWe label the mixing-model estimate &5Cr.s (MM) throughout the text to
distinguish it from other model estimates. In Bipral,d refers to the isotopic value of
the component expresseddimotation:

0= (Rsampid/ Retandard - 1) * 1000%0 (2)
where R is the molar ratio of heavy to light isa@epThe carbon isotope rati&{C) is
expressed relative to the standard Vienna Pee Bleenhite.

Because we measured £®om within the soil profile rather than from GO
emitted from the soil surface, the Miller-Tans sagentifies the isotopic source of €O
based on the samples that have been enrichédCi@, due to kinetic fractionation
associated with diffusion. We can correct for tHiusive enrichment by subtracting
4.4%o from the mixing model estimate but we musb @ssume the system is at isotopic
steady-state (see Chapter 4 for a detailed exjptemat gas transport at steady-state).

Isotopic AnalysisFor §'°C analysis of C@samples, we used a Finnigan/MAT DeltaPlus
XL isotope ratio mass spectrometer interfacedaaBench Il automated headspace
sampler at the College of Oceanic and Atmosphatierfses isotope facility, Oregon
State University. The GasBench-I1l is a continuibos interface that allows injections

of several aliquots of a single gas sample intcaasspectrometer for automated isotope
determinations of small gas samples. Exetainessumipled gas were loaded onto a
Combi-PAL auto-sampler attached to the GasBenatiukh pushed the sample air out
of the exetainer and into the mass spectrometéypigal analysis consisted of three gas
standards (tank C£He mixtures), five sample replicates and an adidgi 2 gas
standards for every sample. The &0Oncentration of each sample was calculated from

the peak volt area produced by the mass spectroareéysis of each sample.

Respiration ModelsTo investigate the role of temperature and soiktooe on bulk soil

respiration we used two models 1) an exponentialeh@.loyd and Taylor 1994) to
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explore the role of temperature and 2) plot spesifatistical models that consider both
soil moisture and temperature toward explainingjresipiratory patterns.

The exponential model describes soil respirationa@dra function of basal
respiration (Aumol mi’s?) at a standard temperature (T, degrees K) andstat
activation energy (E, degrees K) which are esticthasrameters resulting from fitting the

respiration data.
-E

R=Ae™™

Thus, by inputting temperature measured from thid {T,, degrees K) into the

exponential model, respiration can be predicted.

We used a linear mixed-effects model to deterntieerdle of soil moisture and
temperature in soil respiration. Soil respiratiaas log transformed to fulfill regression
assumptions of normality. We also compared seasbff@tences between respiration at
the plot, catchment aspect and slope position$eVelthis analysis the topographic
category (Aspect; Ridge, Midslope, Valley) wasfiked variable while respiration
collar and plot were nested in the date of coltecas random effects. To test whether
there were differences between plot, aspect oegtagitions during each collection we
used analysis of variance.

We used Pearson’s product-moment to evaluate aifielation of soil respiration
and3**Cr.swith measured biotic and abiotic variables (trarejmn, vapor pressure
deficit, soil moisture)All statistical analyses were performed in S-Plasightful
Corporation, Seattle, Wa., USA).

Isotopic Steady-State ModeDiffusion of CQ at steady state is described by Fick’s first

law:

—2=9 ®3)

where Q3 is the bulk diffusion coefficient of soil (¢hs?), C= the concentration of G@t
a given depth in the soil profile (mol € z = depth in the soil profile (cm) and

¢ = production of C@ (mol cm®s?). Cerling (1984) developed a production-diffusion
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model of*CO, based on the observation that tf@ and™*C diffuse along their own
concentration gradients. In the review of isotopiesoil C and CQ, Amundson et al.

(1998) tested a similar model through simulations:

¢Ré3[Lz—ZZJ+C 2
2

Dl3 atm’ ‘atm
0= - (4)
5 Lz—— |+Cum
D, 2

The model describes the isotopic ratid ¥ to*°C of a gas sample in the profile
withdrawn from depth z. The model assumes that @@k production and concentration
represent$’C given that it is the most relative abundant ipetof terrestrial carbon
(98.9%). The isotopic ratio of GQs a function of the production rate, the isotajitto
of the source (Rg), and the diffusion coefficient 6fCO, (bulk soil Dy / 1.0044 which
accounts for the greater mass i and its subsequent slower diffusivity). The upper
boundary for the model (z=0) is the atmospheritoisic signature and the lower
boundary (L) is the lower limit of respiration (zrWwhere concentration gradient is
constant and further contributions to soil resparats not encountered. We used the
production value estimated from soil respiratiorasweements and fit the isotopic and
concentration profile samples to the above diffusimdel. We used a non-linear
regression to determine; 0l and8**Cg.s We refer to the isotopic steady-source estimate
of soil respiration simply a&-Cg.s

We used this model to determine whetfi€é€r.s was at steady-state when we
made our measurements'8€0; in the soil profile. When the estimate&fCg.s from
the Miller-Tans mixing model and the steady-statelet were similar, then we were
certain in correcting the MM estimate by 4.4%.. Hoer if the two estimates are not
similar then we did not know how much tH€0; in the soil has fractionated. Therefore,
in the case where the MM estimate and the isotstei@dy-state model were not similar,

we excluded the estimate in analyses to deterrhimenvironmental drivers 6f°Cr.s

Results
Atmospheric and pedo- microclimatdhere was variability in the measured
environmental variables across the transect (Tatile Soil moisture was consistently
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greater at all depths in the SF ridge plot whike B valley plot was typically the driest
plot. The vapor pressure deficit was greater atbegidge plots than plots in the valley.
Plot average annual soil temperature was similarssche transect; however, the SF
ridge plot experienced higher maximum temperatdeesg both growing seasons. The
maximum temperature on the south slope occurrélaeiNF midslope plot. The NF

aspect of the catchment experienced lower minimemperatures.

Soil flux
We sampled more frequently during the 2006 fielchgaign than 2005 (Figure 5.2 A,B),

and as a result the data from 2006 provided a wmreglete picture of the seasonal soil
CO;, flux. Solil flux remained below gmol m?s™ through the first two sample periods at
which point respiration reached near maximum va{aesnge of approximately 7 to 2
umol m? s* for the SF ridge plot and NF valley plot respeetyy between day July 14
and 20". Respiration declined soon after these peak valllesse peaks in respiration
were followed by either a relatively stable perfoda period of about 50 days or else
respiration continued to decline. Overall, theres\wanigh degree of variability in the soil
flux measurements at the plot level (Figure 5.3 NF valley plot consistently had the
lowest rate of respiration and rates generallygased with slope position (valley to

ridge) and slope aspect (NF to SF).

Watershed aspect: The SF slope respiration ratesaveaverage 0.71 and 0ol m
’s* greater than the NF slope (p<0.01) for the 20@52006 growing seasons
respectively (Figures 5.4 A, B). The flux rates ibitied similar seasonal patterns at the
plot level: rates of respiration rapidly increasieuly 14". The peak value of soil
respiration on the NF aspect was less than then8Fespiration rates declined earlier in
the season than the SF aspect. There was a ndéickphn respiration on July 2of the
NF aspect which was due to the absence in measotefheespiration in the NF ridge
plot. The difference in soil respiration betweeneavshed aspects was not significant on

any day sampled except for Septembéf &ilthe 2005 growing season (p<0.04).
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Position: The respiration dynamics with refererslope position (ridge, midslope, and
valley) varied between growing seasons (Figuref5H). In 2005, the respiration rates
between plots located along the ridge were noegifit from respiration rates of
midslope plots. Plots located in the valley howevespired 0.81 and 0.68nol m?s*

less than the midslope (p<0.01) and ridge (p<Opldts respectively. During the 2006
growing season, respiration of plots located inritige was 0.67 and 1.Q0nol ms?
greater than that of plots located in the midslgp®.01) and valley (p<0.01)
respectively. Respiration rates from the midslope ealley plots were not significantly
different. In 2005, differences in solil respiratioetween slope positions were not
significant when individual sampling days were gmatl, this was largely similar in the

2006 growing season.

513CR-3
The mixing-model estimate (MM) &-*Cr.s measured in 2006 had a distinct oscillatory
pattern with two peaks of enrichment occurring omyM0d" and Septembef™4and two
troughs of a depleted signal occurring on April'2dd August 18. Sampling for the
2005 (Figure 5.6) growing season captured halhisfseasonal oscillation. It appeared
that 2005 sampling commenced during a period winer&'*Cr.s (MM) was depleted
(June 21 after which the signal became more enriched witieak near Septembét. 7
Overall, there was a high degree of variabilitytia 3*Cr.s measurements at the plot
level (Figure 5.7). A significant difference #°Cg.s(MM) only occurred between the SF
midslope plot and the NF midslope and ridge plbtgyre 5.7).

Catchment aspect: When compiled by aspecttf@:.s (MM) displays the oscillatory
seasonal pattern (Figure 5.8 A, B) seen at thevidhaal plot level but there is a
significant (p<0.01) enrichment of 0.42%. on the&pect compared with the NF aspect.
This difference between watershed aspects wasatettdble in the 2005 growing

season.

Watershed position: There were weak seasonal pattds*>Cr.s (MM) with slope

position exhibited in the 2006 growing season (Fedu9) with ridge positions tending to
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have more depleted values than the other hill shms#tions. However, differences were

not significant over the growing season or for aagnpling day.

Models
Respiration models: At the plot level, the regressnodel based on soil moisture and

temperature generally explained more of the vanaitn respiration data than the
exponential model (Table 5.2). To asses the madeb¥er the entire transect we
compared all plot level respiration values againstregression model predictions
(Figure 5.10). The respiration models based drtemperature and soil moisture
explained, on average, 56% of the variation inréspiration data. The respiration
models tended to make better predictions of thiy gaowing season compared to
respiration estimates made after the peak in theigg season.

The exponential-temperature model explained 53%e¥ariation on average
and generally underestimated respiration valuegu(Ei5.11). By inspecting the model
predictions, we see that on the south facing agfeébe catchment, the ridge plot had the
greatest response to temperature, followed by idslape plot, and the valley plot
essentially did not respond to changes in temperdkigure 5.12). The predictions of
the plots were different because the NF valleymaidklope plots had the lowest basal
respiration levels while the SF midslope had thalkest activation level (Figure
5.13).We performed an F-test to test whether therpbkults were significantly different
from a null model where plot levels were not adacOnly the NF valley, and NF
midslope were significantly different than the ng@(F) <0.001).

Isotopic steady-state model: For each depth withensoil profile, the steady-state
model predicted a slightly enriched isotopic sigofahe soil CQ relative to the
measured values, but model estimates were contdystathin £2%. of measured data
(Figure 5.14). Both the Miller —Tans mixing modehich is a two-end member mixing
model, and the isotopic steady-state model, whidhased on soil characteristics and
isotopic mixing, are used to estimate the carlmamce of soil respiration; at steady-state
we would expect the same estimatéG€r.s from both. However, there were large
differences between the carbon source estimatékeigotopic steady-state model and
the source estimated by the mixing model (Figui®% .Despite a similar range in 2005
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and 20065'°Cr.s estimates, the 2005 mixing model estimates ofXBesource ( from
samples collected during the day) tended to beleedi relative to the estimate of the
isotopic steady-state model, while the 2006 miximgpel estimates (from samples
collected at night) tended to be depleted’@ with reference to the steady-state model.
At isotopic steady-state the MM estimate will b4%. enriched with respect to
the steady-state model, and during some but natedisurements the models did agree
(i.e., fall on the 1:1 +4.4%o line). When model psiies were not equivalent it is
plausible that the soil was at isotopic non stestdye in which case the steady-state
model 0f§*Cr.s was not valid. Furthermore, we were unable tordgte the degree to
which CQ in the soil profile was fractionated. Becauseceald not determine the
fractionation correction to apply to MM estimate®& used only the data points where the
mixing model and steady-state model agreed (+ fo¥gubsequent analyses and
statistical models in the isotopic signature opregtion. These data represent 36% of the

original data set.

Lag analysis Transpiration, soil moisture and VPD all correthsignificantly (p<0.10)
with soil respiration an@"*Cg.s but not for all plots or slope positions. For ithgronly

the significant correlations are presented graplgica

Transpiration:

The SF ridge plot showed a strong, positive cotimiebetween soil respiration and
transpiration, with a Pearson’s r ranging betwe&3 @nd 0.9 (p<0.01), during 1-3 and
9-11 days prior to respiration measurement. Th@so signature for the same plot was
negatively correlated with transpiration on the satay, -0.75, and 13 days prior to
measurement, - 0.76 (p<0.10) (Figure 5.16), buferoany days in between. In the SF
valley plot respiration was not correlated witmspiration while5'*Cg.s was strongly
(p<0.05) negatively correlated with transpiratiemdls 3 days prior. The respiration from
the NF valley plot was positively correlated withrispiration levels on the day of
measurement, ~.55 (p<.10) and 10 days prior to me=m&nt, ~0.63 (p<0.05). At the
same ploty**Cr.s was negatively correlated with transpiration lev&l5 days prior to

soil gas measurement,- 0.91 (p<0.10). For botlsptatated in the valley a strong
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positive correlation 08**C,.soccured during longer lag periods (i.e., > 8 lagsilaAt the
NF midslope plot, the correlation between soil negon and transpiration was strongest
8 days prior to measurement, 0.72 (p<0.01), anklyearrelated 2, 4, and 10 days prior
to measurement, 0.58 on average (p<0.10). At tihe grot,5°Cr.s was negatively
correlated 5 days prior, -0.70 (p<0.05).

The patterns in correlation betwe#fiCr.s and transpiration at the catchment level were
not significant. However, the strength of correlatbetween respiration and transpiration
at 2-3 and 7-9 days prior to flux measurement emibrth aspect is consistent with the
plot level patterns as well as the positive cotratabetween soil flux and transpiration 1-
2 and 9-10 prior to measurement on the SF slope cBrrelation betweedt*Cg.s and
transpiration for each slope aspect followed alainpattern in magnitude as the soil

flux, although the strength of the correlation shghtly less. There were fewer
significant peaks in correlation betwe®HCr.s and transpiration over the growing season
compared to the soil flux correlations probably tméhe reduction in sample sized after
non steady-state data were culled.

The correlation between soil flux and transpiratiakened from ridge to valley
slope positions. Because there are a limited numibelots within a slope position
category, the patterns generally resemble thoseaabe plot level correlation analysis.
Thus, the ridge plot patterns are the same asréwqgoisly discussed SF ridge plot and
the midslope patterns are the same as the NF rpelglot. There was a positive
correlation of soil respiration with transpiratitavels 1day prior to measurement of
respiration in the valley slope position. The etation withd**Cr.in the valley plots

was not significant.

VPD:

At the plot level neither soil respiration ni'Cr.s significantly correlated with VPD.
When the data were compiled by slope aspect, egjliration on the NF slope was
positively correlated with VPD levels 1-2 days prio measurement whig>Cg.s
correlated negatively with levels 0-1 days priag(ffe 5.17). The correlations for the SF

slope and slope position categories were not sogmt.



110

SM:

For the SF ridge plot, soil moisture levels at Sgere significantly, negatively correlated
with depth from 1-4 days prior to isotopic samplifkgr the SF valley plot, there was a
significant, positive correlation with soil moiseuat the 100cm depth two days prior to
isotopic sampling (Figure 5.18). When plots areugexd by aspect, there was a negative
correlation between soil moisture at 5cm ahiCrsfor the SF aspect while plots located

on the NF aspect were more correlated to soil masat 100cm (Figure 5.19).

Discussion

The aim of this research was to test the hypothbatsvariations in inputs from
recently-fixed photosynthates are an importantedrof variation in rates of soil
respiration during the growing season. We useaadignt approach and isotopic analysis
to determine the abiotic and biotic drivers thagimiinfluence the input of recently-fixed
photosynthate belowground. We found soil tempeeatind moisture only explained
56% of the respiration data but it is impossibleétermine if autotrophic and
heterotrophic respiration are responding equalbhése environmental variables with the
flux data alone. Beyond soil temperature and moestwe found strong correlations
between transpiration with soil respiration &ltCrswhich indicates that canopy
processes exert significant control over soil nedfmn at our site. The consistent
negative correlation betwe®h’Cr.s and transpiration is additional evidence of thi&.|
High transpiration rates are indicative of highdisvof stomatal conductance in addition
to high evaporative demand, allowing for a greatercentration of C@in leaf
mesophyll and, therefore, an increase in photoggmihunless there are corresponding
changes in Rubisco activity). The recently-fixedi@synthates are then transported
through the tree phloem to sites of respiratiomywground. This may explain the
positive correlation between solil respiration aahspiration. Furthermore, because
these substrates transported through the phloeneeeatly-fixed photosynthates, they
should be depleted fiC with reference to old carbon located in the seflich explains

the negative correlation of transpiration wiffiCr.s. In other words, we found a strong
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correlation with a large flux of depleted carbobhswates belowground with rates of tree
transpiration.

The lag betweefi**Cr.s and transpiration allowed us to make inferencesiathe
time of transport of recently-fixed photosynthaiesites of belowground respiration.
The time delay in correlation betwe&tCr.s and transpiration increased from 0 days at
the SF ridge plot to 5 days at NF midslope plobnfrthese results we inferred that the
time lag from photosynthesis to root respiratiod egspiration of root exudates is on the
order of 1-5 days which is consistent with previstigdies of soil respiration (Ekblad and
Hogberg 2001; Ekblad and Hogberg 2005). We werahblat to determine the source of
variation in the time lag between plots, althoughould be attributed to different rates
of photosynthesis or potentially, different treegies which lead to longer paths of
transport.

Although the spatial variability in VPD at our sik&as strong, the correlations of
8"*Cr.s and soil flux with VPD were weak to non-existeFitere were no significant
correlations at the plot level and the NF slopg@iration was only weakly correlated,
although significant. This is somewhat surprisingttthe correlation patterns in VPD and
transpiration are not more similar given the cladationship between VPD and
transpiration (Jones 1992). However, our resukscansistent with Pypker et al. 2008,
where the isotopic signal of ecosystem respiratidmot significantly correlate with
VPD but a strong, significant correlation was preseith stomatal conductance from
five days earlier.

Soil moisture was negatively correlated witfiCg.sat our site. This means that
assoil moisture water content increasetCr.s became more depleted’itC and
therefore, soil moisture effects on soil respimnaticere related to the oxidation of
recently-fixed photosynthates from plants rathantbarbon from SOM. This
interpretation is based on the assumption thatitqe&s respired belowground (i.e. root
respiration or respiration of exudants in the repdwere) are consistently more depleted in
13C than carbon from SOM, so we would expect a pasitbrrelation o6'*Cr._s with soil
moisture if SOM was the predominant carbon sourgeker et al. (2008), found a
similar relationship with soil matric potential atite isotopic signal of ecosystem

respiration, where respired G@as more depleted with an increase in soil matric
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potential. Our findings support the contention gpker et al. (2008) that soil moisture
had a larger impact on canopy processes that dffedsotopic signature of respiration
rather than contributions from heterotrophic resjpdn of older carbon sources.

We found soil moisture at 5cm depth was more cateel with3**Cr.s on the SF
slope of the catchment while soil moisture at 10@apth seemed to play a greater role
on the NF slope. The difference in correlation le=ms'°Cr.s and soil moisture at a
specific depth is partly due to the soil physicapgerties at our site. There was a distince
moisture gradient across the transect where plotgyahe SF slope were typically more
moist than the NF slope. These findings are someedwunterintuitive because SF slopes
are typically associated with low soil moisture igatality due to greater solar insolation
and water demands by vegetation (Jones 1992). iffieeetice in moisture holding
capacity is most likely due to soil physical prdapes of the catchment slopes. The soil on
the SF slope contains more clay and is further lopeel than the NF slope which is more
granular in texture and has evidence of severa8ux horizons due to slope failure.

The abiotic and biotic variables we measured Igrgklyed a role in regulating
aboveground inputs into soil respiration, contribbgito recent evidence that emphasize
aboveground contributions. For example, similatgras between transpiration have
been found (Irvine et al. 2008) or are implied ewarelations with VPD (Ekblad et al.
2001; Bowling et al. 2002; Knohl et al. 2005), a@il moisture has also been observed
to have an impact on aboveground inputs as wepKéyet al. 2008; McDowell et al.
2004). Because we used a gradient approach inwdy,our results suggest that recent
carbon substrate from photosynthesis is the prirmauyce of soil respiration even when
environmental variables vary greatly. However, iggults we present from our study are
limited to the growing season and a young Douglafeifest, and we might expect the
relationship between the abiotic and biotic drivarsespiration to change during
different seasons and forest type.

It is important to keep in mind that our isotofdata set was significantly reduced
due to measurements made at non steady-stateoByigg the data into slope and
aspect classifications we were able to see claterpa of5'*Cr.s with environmental
variables but often a single plot would have adardluence on the patterns of a

grouping. For example, the NF valley plot dataveas reduced by 70% which means
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much of the strength in the correlation at thipslposition is represented by the SF
valley plot. In addition, transpiration measurensenere not available for all the plots
during the 2006 growing season and therefore intere are limited to these positions.
Few other studies have verified whetB&Cr.s measurements were collected
during isotopic steady-state, and while the reductif our data set is unfortunate, it was
necessary otherwise the analysis including measmenmade under non steady-state
conditions might have led to incorrect infereng@se striking difference between the
2005 and 2006%Cr.s measurements was the difference between the mimadg!
estimates and the steady state model. The 2005atatad to be more enriched'fic
than the steady-state model predicted while thé 23@a tended to be depletedi@
with reference to the predicted steady-state vakractionation due to gas transport will
lead to a smaller fractionation value (Cerlinglet@21; Amundson et al. 1998) and
therefore does not explain the headtiCr.s values of 2005. What most likely explains
the enrichment in these daytime measurementsussion of atmospheric GQas
observed in chapter 3. In this case, atmosphericdiffdses into soil pore space as soil
moisture decreases near the soil surface (Millaed. 2008).

The depleted’Cr.s of the 2006 season suggests that fractionationtaag
occurred during transport at our site. To our kremge, no other study has information
regarding the fractionation behavior of SGCO, under non steady-state. To better
understand this phenomenon we performed a stepegsession that considered soil
temperature and moisture at three depths, VPD ,dhdkthe log transformation of flux as
the independent variables and the difference betie®isotopic steady-state model
estimate 068'%Cr.s and the MM estimate @&Cr.sas the dependent variable. Through
this exploratory analysis we found the soil VWCnir@0cm depth and its interaction
with soil flux accounted for 33% of the variatianthe fractionation data (Table 5.3).
Similarly, soil moisture was identified as a majuftuence in the fractionation GiC*%0,
in soil flux (Sulzman 2000). This exploratory arsyindicates soil moisture is an
important variable when considering non steadyesighamics 06'Cr.

Soil moisture can affect the diffusion coefficiafitsoil CG by altering the
tortuosity and size of soil pore space (Hillel 1p9hus, one mechanism of the

fractionation process of soil respired £©a dynamic diffusion regime that alters the
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isotopic signal of respiration. In a laboratorydstwe calculated that a change in the
source isotopic of soil respiration can take upight hours to come to equilibrium

(Kayler et al. 2008). However, longer periods fquidibration may be necessary for low
rates of soil respiration, low temperatures, omp@e@lepths of production. Fractionation
associated with C£dissolving into soil water results in an enrichtneithe soil gas

(Vogel et al. 1970) and could therefore explain pagsible enrichment 6f-*Cr.

relative to the source value. It is possible thatftactionation of°CO; is related to
transport and chemical processes that are takawg@imultaneously and we are unable
to discern which processes dominate with this stdigarly, a future research challenge
is resolving these fractionation processes as teaug-state appears to be similar to most

soil attributes: highly variable both temporallydaspatially.

Conclusion:

Soil respiration is traditionally predicted by swibisture and soil temperature (Singh and
Gupta 1977; Lloyd and Taylor 1994). We found thieaditional models explained 56%
of the variation at the transect level soil regmradata. What these models do not
explicitly consider are the aboveground inputs fr@rent photosyntates: the primary
driver of soil respiration at our site. This infece is largely drawn from the correlation
between soil respiration and transpiration but dnylyisings**Cr.s could we be certain
about the carbon source. Our study has demonstnatedhatural abundan&>C can be
used to monitor soil respiration at relatively laagles, although it is critical to be aware
of the steady-state assumptions for the measuresneranalysis 03'°Cr.s However,

we have illustrated how analysis&fCg.s can lead to meaningful insight into the role of

the autotrophic and heterotrophic components dfrespiration.

References

Amundson, R., L. Stern, T. Baisden and Y. Wang.19%& isotopic composition of sail
and soil-respired C9OGeoderma 82(1-3): 83-114.

Bond-Lamberty, B., C. K. Wang and S. T. Gower.2094lobal relationship between
the heterotrophic and autotrophic components dfrespiration? Global Change
Biology 10(10): 1756-1766.



115

Bowling, D. R., N. G. McDowell, B. J. Bond, B. EaW and J. R. Ehleringer.2003C
content of ecosystem respiration is linked to gié&iion and vapor pressure
deficit. Oecologia 131(1): 113-124.

Bowling, D. R., D. E. Pataki and J. T. Randerso@&@arbon isotopes in terrestrial
ecosystem pools and G@uxes. New Phytologist 178(1): 24-40.

Cerling, T. E.1984. The stable isotopic composittdbmodern soil carbonate and its
relationship to climate. Earth and Planetary S@dretters 71(2): 229-240.

Ehleringer, J.R. 1994. Variation in gas exchangeatteristics among desert plants. In:
Schulze E-D, Cadwell MM (eds) Ecophysiology of gsyinthesis. Springer,
Berlin Heideberg New York, pp 361-392.

Ehleringer, J.R., T.E. Cerling. 1995. Atmospher@,@nd the ratio of intercellular to
ambient CQ concentration in plants. Tree Physiology 25: 519:5

Ekblad, A., B. Bostrom, A. Holm and D. Comstedt.20Borest soil respiration rate and
813C is regulated by recent above ground weather tiondi Oecologia 143(1):
136-142.

Ekblad, A. and P. Hogberg.2001. Natural abundafhc¢&oin CQ, respired from forest
soils reveals speed of link between tree photoggshand root respiration.
Oecologia 127(3): 305-308.

Flombaum, P. and O. E. Sala.2008. Higher effeglanit species diversity on
productivity in natural than artificial ecosysterRsoceedings of the National
Academy of Sciences of the United States of Amet@®(16): 6087-6090.

Jones, G.H. 1992. Plants and Microclimate. New Y@&mbridge University Press.

Hanson, P. J., N. T. Edwards, C. T. Garten and Anelrews.2000. Separating root and
soil microbial contributions to soil respiration:rAview of methods and
observations. Biogeochemistry 48(1): 115-146.

Hanson, P. J., S. D. Wullschleger, S. A. Bohimash 2nE. Todd.1993. Seasonal and
Topographic Patterns of Forest Floor {Edflux from an Upland Oak Forest.
Tree Physiology 13(1): 1-15.

Hogberg, P., A. Nordgren, N. Buchmann, A. F. S.10@)A. Ekblad, M. N. Hogberg, G.
Nyberg, M. Ottosson-Lofvenius and D. J. Read.20@tge-scale forest girdling
shows that current photosynthesis drives soil raipn. Nature 411(6839): 789-
792.

Hogberg, P. and D. J. Read.2006. Towards a morg phgy/siological perspective on soil
ecology. Trends in Ecology & Evolution 21(10): 5884.



116

Irvine, J., B. E. Law and M. R. Kurpius.2005. Caoglof canopy gas exchange with root
and rhizosphere respiration in a semi-arid fol@gtgeochemistry 73(1): 271-
282.

Irvine, J., B. Law, J. Martin and D. Vickers.2008terannual variation in soil CCefflux
and the response of root respiration to climatecambpy gas exchange in mature
ponderosa pine. Global Change Biology 14(12): 23889.

Kane, E. S., K. S. Pregitzer and A. J. Burton.2@3l respiration along environmental
gradients in Olympic National Park. Ecosystems:6§25-335.

Kang, S., S. Kim, S. Oh and D. Lee.2000. Predicsipgtial and temporal patterns of soll
temperature based on topography, surface coveaiateimperature. Forest
Ecology and Management 136(1-3): 173-184.

Kang, S. Y., S. Doh, D. Lee, V. L. Jin and J. SnKall.2003. Topographic and climatic
controls on soil respiration in six temperate mekesidwood forest slopes, Korea.
Global Change Biology 9(10): 1427-1437.

Kang, S. Y., S. Kim and D. Lee.2002. Spatial amdgderal patterns of solar radiation
based on topography and air temperature. Canadianal of Forest Research-
Revue Canadienne De Recherche Forestiere 32(349B7

Kayler, Z. E., E. W. Sulzman, J. D. Marshall, AXyYW. D. Rugh and B. J. Bond.2008.
A laboratory comparison of two methods used taveste the isotopic
composition of soi**CO, efflux at steady state. Rapid Communications is$/a
Spectrometry 22(16): 2533-2538.

Knohl, A., R. A. Werner, W. A. Brand and N. Buchma2005. Short-term variations in
813C of ecosystem respiration reveals link betweemalssion and respiration in
a deciduous forest. Oecologia 142(1): 70-82.

Kodama, N., RL Barnard, Y Salmon, C Weston, JPi&eirHolst, RA Werner, M
Saurer, H Rennenberg, N Buchmann, A Gessler.208@poral dynamics of the
carbon isotope compositin in a Pinus sylvestrisgtérom newly assimilated
organic carbon to respired carbon dioxide. Oecald&i6(4): 737-750.

Lloyd, J., JA Taylor. 1994. On the temperature deleece of soil respiration. Functional
Ecology 8(3): 315-323.

Luo, Y. and X. Zhou.2006. Soil Respiration and Bmrironment. San Francisco,
Academic Press.

McDowell, N.G., D.R. Bowling, A. Schauer, J. Irvig,J. Bond, B.E. Law, and J.R.
Ehleringer. 2004. Associations between carbon otations of ecosystem



117

respiration, water availability and canopy condacta Global Change Biology
10: 1767.

Millard, P., A. J. Midwood, J. E. Hunt, D. Whitelteand T. W. Boutton.2008.
Partitioning soil surface CCefflux into autotrophic and heterotrophic
components, using natural gradients in 8b1C in an undisturbed savannah soil.
Soil Biology & Biochemistry 40(7): 1575-1582.

Miller, J. B. and P. P. Tans.2003. Calculatingagiat fractionation from atmospheric
measurements at various scales. Tellus Series Bicakand Physical
Meteorology 55(2): 207-214.

Mortazavi, B., J. L. Prater and J. P. Chanton.2@0feld-based method for
simultaneous measurements of $h%0 ands'°C of soil CQ efflux.
Biogeosciences 1(1): 1-9.

Ohlsson, K. E. A., S. Bhupinderpal, S. Holm, A. Nigren, L. Lovdahl and P.
Hogberg.2005. Uncertainties in static closed chanmesasurements of the carbon
isotopic ratio of soil-respired GOSolil Biology & Biochemistry 37(12): 2273-
2276.

O'leary, M. H., S. Madhavan and P. Paneth.1992siealyand Chemical Basis of Carbon
Isotope Fractionation in Plants. Plant Cell andiegamment 15(9): 1099-1104.

Peterson, D. L. and R. H. Waring.1994. Overviewhef Oregon Transect Ecosystem
Research-Project. Ecological Applications 4(2):-2P5.

Pypker, T. G., M. Hauck, E. W. Sulzman, M. H. UnstipA. C. Mix, Z. E. Kayler, D.
Conklin, A. Kennedy, H. R. Barnard, C. Phillips a&d. Bond.2008. Toward
usingd*3C of ecosystem respiration to monitor canopy pHgsipin complex
terrain. Oecologid 58(3):399-410.

Pypker, T. G., M. H. Unsworth, B. Lamb, E. Allwin®, Edburg, E. Sulzman, A. C. Mix
and B. J. Bond.2007. Cold air drainage in a foestdley: Investigating the
feasibility of monitoring ecosystem metabolism. igitural and Forest
Meteorology 145(3-4): 149-166.

Running, S. W., R. R. Nemani and R. D. Hungerf@87L Extrapolation of Synoptic
Meteorological Data in Mountainous Terrain anddse for Simulating Forest
Evapotranspiration and Photosynthesis. Canadiamdbof Forest Research-
Revue Canadienne De Recherche Forestiere 17(6483.2

Singh, J. and S. Gupta.1977. Plant decompositidrsaih respiration in terrestrial
ecosystems. The Botanical Review 43(4): 449-528.



118

Steinmann, K. T. W., R. Siegwolf, M. Saurer andk@rner.2004. Carbon fluxes to the
soil in a mature temperate forest assesse€ddisotope tracing. Oecologia
141(3): 489-501.

Stoy, P. C., S. Palmroth, A. C. Oishi, M. B. S.ui&ja, J. Y. Juang, K. A. Novick, E. J.
Ward, G. G. Katul and R. Oren.2007. Are ecosystarban inputs and outputs
coupled at short time scales? A case study fromcadt pine and hardwood
forests using impulse-response analysis. Planta@ellEnvironment 30(6): 700-
710.

Subke, J. A., I. Inglima and M. F. Cotrufo.2006efids and methodological impacts in
soil CG, efflux partitioning: A metaanalytical review. GlabChange Biology
12(6): 921-943.

Sulzman, E.W. 2000. Soil water and carbon dynamiesand™*C as system tracers.
Dissertation. Colorado State University, Fort GalliColorado.

Sulzman, E. W., J. B. Brant, R. D. Bowden and Kthaa2005. Contribution of
aboveground litter, belowground litter, and rhizZosge respiration to total soil
CO;, efflux in an old growth coniferous forest. Biogeemistry 73(1): 231-256.

Takahashi, Y., N. Liang, R. Hirata and T. Machi@®&. Variability in carbon stable
isotope ratio of heterotrophic respiration in aidaous needle-leaf forest. Journal
of Geophysical Research-Biogeosciences 113(G1).

Van Bel, A. J. E.2003. The phloem, a miracle okimgity. Plant Cell and Environment
26(1): 125-149.

Vitousek, P. M. and P. A. Matson (1991). Gradientlysis of Ecosystems. Cole, J., G.
Lovett and S. Findlay (Ed.). Comparative AnalyseE@systems: Patterns,
Mechanisms, and Theories; Third Cary ConferencdbMok, New York, USA,
1989. Xvi+375p. Springer-Verlag New York, Inc.: Sacus, New Jersey, USA,;
Berlin, Germany. lllus. Maps: 287-300.

Vogel, J., P. Grootes and W. Mook.1970. Isotopetibaation between gaseous and
dissolved carbon dioxide. Zeitschrift fur Physikd2225-238.

Western, A. W., G. Bloschl and R. B. Grayson.1998ostatistical characterisation of
soil moisture patterns in the Tarrawarra a catchndaurnal of Hydrology 205(1-
2): 20-37.



119



37 m Base Tower

Plot Transect

3, O

600,

L

800
-------- Terrain Contours (100 m)
—— Stream
0 105 210 420 630 840
Meters

01 2 4

120

6

Kilometers

506

999_,,”

000Y,

Figure 5.1 Plot transect located in Watershedth@H.J. Andrews Experimental forest.



121

6 <& Valley
A Midslope
o Ridge

Soil Respiration (imol m? s™)

A

O T T T T T T T T
4/1/05 5/1/05 6/1/05 7/1/05 8/1/05 9/1/05 10/1/05 11/1/03/1105

11
10 A <& Valley
9. A Midslope
O Ridge

Soil Respirationgmol mi’s ™)

4/1/06  5/1/06 6/1/06  7/1/06  8/1/06 9/1/06  10/1/06 11/1/06

Figure 5.2 Plot averages of soil respiration fa 2005 (A) and 2006 (B) growing
seasons. Solid lines refer to south facing plotsdashed lines refer to north facing plots.
Error bars represent one standard error of the mean



122

SF Ridge — SF Midslope C————————)
SFRidge-SFvalley | f(———— e
SF Ridge — NF Valley C— ———
SF Ridge — NF Midslope C————e————)
SF Ridge — NF Ridge ———e————)
SF Midslope — SF Valley H——eo——9)
SF Midslope — NF Valley ——-eo——)
SF Midslope — NF Midslope (——eo——)
SF Midslope — NF Ridge ————)
SF Valley — NF Valley ———)
SF Valley — NF Midslope ——to—9
SF Valley — NF Ridge ct——e————
NF Valley — NF Midslope C—e—)
NF Valley — NF Ridge ———eo——)
NF Midslope — NF Ridge c——e———)
I I I I I
-3 -2 -1 0 1 2 3

Simultaneous 95% Confidence Limits

Figure 5.3 Mulit-comparison of plot soil respiratiumol m“s?) for the 2006 growing
season. Average difference between plots is showrilee 95% confidence interval is

enclosed by parentheses.



123

%/x
2 - e |
{,/ | —

A

O T T T T T T T T
4/1/05 5/1/05 6/1/05 7/1/05 8/1/05 9/1/05 10/1/05 11/1/03/1105

Soil Respiration gmol m? s
w

Soil Respiration {mol mi” s%)
~

4/1/06 5/1/06 5/31/06 6/30/06 7/30/06 8/29/06 9/28/06 dWMa

Figure 5.4 Watershed aspect averages of soil eggpirfor the 2005 (A) and 2006 (B)
growing seasons. Solid lines and symbols refeotdhsfacing plots and dashed lines
with open symbols refer to north facing plots. Etvars represent one standard error of
the mean.



124

6
—4&— Mid Slope
—@— Ridge
5 | —4&— Valley
FT\
‘0
N
S
— 4
o
E
~
c
Q31
[
o
n
Q2 -
@
%
wn
1 -
A
0 T T T T T T T

4/1/05 5/1/05 6/1/05 7/1/05 8/1/05 9/1/05  10/1/05  11/1/052/1105

_ —A— Mid Slope
8 - —&— Ridge
—&— Valley

Soil Respiration{mol mi’s™)

B
O T T T T T T T
4/1/06 5/1/06 5/31/06  6/30/06  7/30/06  8/29/06  9/28/06 &MA

Figure 5.5 Slope position averages of soil respinaior the 2005 (A) and 2006 (B)
growing seasons.Error bars represent one standardoé the mean.




125

-22
<& Valley
-23 1 A Midslope

24
-25 |
-26

(%]
J

x
O-27 1
"o

_28,

-29

_30,

314 A

-32

4/1/05 5/1/05 6/1/05 7/1/05 8/1/05 9/1/05 10/1/05 11/1/0%/1105

-22
<& Valley

A Midslope
-23 1 O Ridge

24 -

-25 A

-26 -

5"Cruc (%)

27 1

-28 4
B

'29 T T T T T T
4/1/06 5/1/06 6/1/06 7/1/06 8/1/06 9/1/06 10/1/06 11/1/06

Figure 5.6 Plot averages &Cr.s (MM) for the 2005 (A) and 2006 (B) growing seasons
Solid lines refer to south facing plots and dadivezb refer to north facing plots. Error
bars represent one standard error of the mean.



126

SF Ridge — SF Midslope [t

SF Ridge — SF Valley
SF Ridge — NF Valley
SF Ridge — NF Midslope
SF Ridge — NF Ridge
SF Midslope — SF Valley
SF Midslope — NF Valley
SF Midslope — NF Midslope
SF Midslope — NF Ridge
SF Valley — NF Valley
SF Valley — NF Midslope
SF Valley — NF Ridge
NF Valley — NF Midslope
NF Valley — NF Ridge
NF Midslope — NF Ridge

-2.0

——————— - ———9)
—— o ———— =
e . ——————— )
———— o ———)
————— ——— .
Y 3
—————————)
—t——e————9
-————e—————
———e———1)
H———a———)
——e——1)
———————
————————— )
——e——)
I I I I I I I

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
Simultaneous 95% Confidence Limits

Figure 5.7 Mulit-comparison of plat°Cr.s (MM)(%o) for the 2006 growing season.
Average difference between plots is shown and 8% 8onfidence interval is enclosed

by parentheses.



127

-30 ‘ ‘
4/1/05 5/1/05 6/1/05 7/1/05 8/1/05 9/1/05 10/1/05 11/1/03/1105

-22

B

-23 4

HCr.5(%o)

'30 T T T T T T T T T T
4/14/06 5/4/06 5/24/06 6/13/06 7/3/06 7/23/06 8/12/06 (#W1/9/21/06 10/11/0610/31/06

Figure 5.8 Catchment aspect averages i.s (MM) for the 2005 (A)and 2006 (B)
growing season. Solid lines and symbols refer tdarstacing plots and dashed lines with
open symbols refer to north facing plots. Errorstrapresent one standard error of the
mean.



128

—&— Mid Slope
—@— Ridge
—&— Valley

'30 T T T T T T T T
4/1/05 5/1/05 6/1/05 7/1/05 8/1/05 9/1/05 10/1/05 11/1/03/1105

-23

B —A— Mid Slope
—@— Ridge
-24 - —&— Valley

-28 -

-29 T T T T T T T T T T
4/10/06 4/30/06 5/20/06 6/9/06 6/29/06 7/19/06 8/8/06 R@H/17/06 10/7/0610/27/06

Figure 5.9 Slope position averagesstCr.s(MM) for the 2005 (A) and 2006 (B)
growing seasons.Error bars represent one standardoé the mean.



8 L d
- 3 *
7 L+
oA ¢ .t
o 61 3 L
e L. - /
g ) g A
=
c
.0
=
o
S
)
()
o
o < SF Ridge
D)
:5 - .
0 SF Midslope
o
B A SF Valle
= y
O NF Valley
ONF Midslope
y=0.65x + 0.92 R=0.56 # NF Ridge
0 T T T T T T T
0 1 2 3 4 5 6 7 8

Predicted Respiration umol m%s*?)

Figure 5.10 Empirical respiration models basedmhnsoisture and temperature. Regression line ¢ @i calculated from respiration
from all plots in the transect. The dashed linthés1:1 line of predicted and measured values ribaics are standard errors of the
measured respiration mean.

6T



7 1 . R d
:w 6 i i el
e T e ’
5 T - ¢
= .
C * LA
9 o
T 41 !
o
n
&)
o
°© 31
o © SF Ridge
S
% B SF Midslope
L 2+
= -1 A SF Valley
@ NF Valley
14 ONF Midslope
R y=0.82x +0.45 R=0.53 # NF Ridge
O d T T T T T T T
0 1 2 3 4 5 6 7 8

Predicted Respiration amol m?s?)

Figure 5.11 Exponential model of respiration basedoil temperature. Regression line (solid) iswalked from respiration from all
plots in the transect. The dashed line is theiheldf predicted and measured values. Error barstandard errors of the measured
respiration mean.

0€T



131

Respiration gmol m’s?)
4

275 280 285 290 295
Temperature (°k

Figure 5.12 Predictions of exponential respirativodel. Letters correspond to plot
topographic location: a = SF ridge,b = SF midslape NF ridge, d = NF midslope, e=

SF valley, f = NF valley. Solid lines are plots&bed on the NF slope and dotted lines are
plots from the SF slope.
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Figure 5.15 Apparent fractionation & Cr.s The 1:1 line represenés>Cr.s predicted by
the steady-state model. The second line throughlttster of data is th&">Cr.s predicted
by the steady-state model plus the 4.4%. enrichmdeetto diffusion. Samples of soil gas
were taken during the day time for 2005 data anthduhe evening for the 2006 data.
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n stl100 max min  VPD max min Et max

SFRidge | 189 322 423|222 357 443]280 403 466)| 1.0 110 203| 25 109 175 46 109 165 0.0 4351 4488.9 - - -
SF Mid 152 236 288|197 281 351|270 335 397 12 102 169| 22 102 159| 59 98 13.0| 0.0 4116 47118 - - -
SF Valley| 16.4 27.1 351|180 327 387]203 306 396| 09 115 17.7| 16 102 169 52 102 148 3.8 3342 4286.7 - - -

Year Plot min__sm5 max min _sm30 max min sm10C max min st5 max min_ st30 max_ _mi

5

2005 |\F Ridge | 100 177 261 | 87 206 208|146 230 327| 1.0 105 167| 17 105 157| 46 102 138| - - - - - -
NF Mid - - - - - - - - - - - - - - - - - - - - - - - -
NF Valley| 123 19.9 31.2[17.3 231 334|227 294 381 1.8 107 175| 35 108 151 46 108 14.2| 3.4 4190 41416| - - -
SFRidge | 13.8 303 450 16.6 36.7 481|227 402 496| 06 96 226| 21 96 183| 30 94 16.7| 00 4659 62387| 004 077 1.86
SFMid | 131 242 325|172 290 410|256 367 436| 07 88 178| 15 88 159| 42 86 128| 00 4447 81115| - - -
»00 |SF Valley| 183 27.9 37.2|208 317 433|264 421 521 04 88 189| 09 90 186| 36 84 131| 20 3719 56631| 008 067 178

NF Ridge | 136 239 37.1|132 231 379|109 216 357) 04 84 181) 10 83 166| 33 81 128| 0.0 357.1 5486.6| 0.04 0.53 1.14
NF Mid 11.3 242 387|113 238 486|113 216 319|-65 87 205| 18 81 252 36 86 139| 0.0 4225 5278.0| 0.04 0.83 1.98
NF Valley| 18.7 25.7 348| 6.7 239 431|187 314 418)|-03 86 199| 20 37 59| 28 42 59| 24 6089 10528.0 - - -

Table 5.1 Plot averages of environmental gradi®oil. moisture (sm) units are volumetric water con{@o), soil temperature (st) are
degrees Celcius, vapor pressure defecit unitsarari®l tree transpiration (Et) units are mm of wpéz day.
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RegressionExponentia

Plot Parameter Estimate s.e. p(>|t|) model#  model f

SF ridge 0.65 0.52
Intercept 3.07 0.87 <0.001
SM 30cm -0.1 0.012 <0.001
ST 5cm 0.11 0.012 <0.001

SF midslope 0.42 0.29
ST 5cm 0.85 0.17 <0.001
ST 30cm -0.83 0.18 <0.001

SF valley 0.2 0.03
SM 5cm 0.03 0.01 <0.02
ST 5cm 1.63 0.68 <0.04
ST 30cm -1.61 0.67 <0.04

NF valley 0.45 0.35
ST 30cm 0.14 0.02 <0.001

NF midslope 0.38 0.81
Intercept -3.07 0.82 <0.001
SM 5cm -0.11 0.03 <0.001
SM 100cm 0.19 0.03 <0.001
ST 30cm 0.17 0.03 <0.001

NF ridge 0.69 0.19
Intercept -10.5 2.8 <0.001
SM 5cm 0.41 0.09 <0.001
ST 5cm 0.32 0.7 <0.001

Table 5.2 Linear Mixed-Effects model parameterssfait respiration models. The
models included soil moisture (SM) and temperaf8i® for three different depths (5cm,
30 cm, 100cm).
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Model: Ln(fractionation data)~sm 30cm + sm 30cmdail(flux)

Parameter Value se p(t) n 2y

sm 30cm 0.025 0.004 <0.01 107 0.33
sm 30cm * Ln(soil flux) -0.01 0.003 <0.01

Table 5.3 Exploratory analysis of soil profttc0, under non steady-state conditions.
The final model is shown for a step wise regress&ing abiotic and biotic variables to
explain the variation present in the data.
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Chapter 6 Conclusion

Zachary Kayler
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The largest terrestrial pool of carbon is soil (Ardson 2001) and soil respiration is
the second largest flux of carbon globally, appmately an order of magnitude greater
than the combined flux of fossil fuel and deforésta(Schimel et al. 1995). We have
entered a period of great uncertainty with regéndbe global climate and it is crucial
that we develop a thorough understanding of thesighalyand biological controls of the
evolution and egress of soil GAAnalyses of the isotopic composition and rat€0%
evolution from soil has increasingly been usedudiges of C dynamics in the soil-plant-
atmosphere system (Hogberg et al. 2005; Hogbeay 2006). However, while the
processes of C isotope fractionation within plartsreasonably well known (Hégberg et
al. 2005), considerable uncertainty exists regarthe processes determining the isotopic
composition of CQefflux from soils.

In this dissertation | contributed towards refinihg methods we use to measure the
isotopic signal of soil respiratiod’¢Cr.9 and the models we use to interpret these
measurements. | have also identified and quantifiednany pitfalls associated with
conducting field studies usirig°Cr.s Specifically, | found:

e The time to isotopic steady-state with respectffoslon can be on the order of

48 hours.

e The soil probe replicates the isotopic and conegiotn values of the soil profile

and will correctly estimat&"*Cr.s when soil respiration is at steady-state.

e Alack of evidence for the static chamber at efuiilim to identifys**Cg.s,

although the chamber may be able to correctly egéft*Cr.s when measured
data are applied in a two end-member mixing modelsil respiration is at
steady-state.

e Itis important to distinguish between large (> @@®nol mol*) and small (< 100

umol mol?) concentration regimes when applying a mixing ni¢ileeling plot
or Miller-Tans) and regression approaches (ordiheagt squares or geometric
mean regression) to the respiration isotopic data.

e The combination of geometric mean regression aadvifier-Tans mixing model

provide the most accurate and precise estimai&’6g when the range of GOs

equal to or greater than 10Qfhol mol*.



144

The patterns of model bias and uncertainty in leighcentration regimes were
primarily driven by CQ error.
For large CQconcentration error levels, the ordinary least sggiastimate could

have a positive bias.

increasing the sample size in a mixing-model apgtda estimaté**Cg.swill
increase the estimate precision but can also eadiecrease in accuracy.

A -1%o difference between the aboveground estimateudiffusive and
advective conditions and may represent an uppeandsoaf the effects of
advection on the apparent fractionatiort .

We found that aboveground measurements may beuarty susceptible to
atmospheric incursion which may produ¢éCr.s estimates that are enriched in
13C.

The phloem isotopic signature was approximatelycaed by 1%. with respect to
foliar extracts of Douglas-fir trees.

In a Douglas-fir forest, potentially 90% of the loan respired from soil can be
from a depleted isotopic source that is similathe signature of foliar extracts for
the early growing season in a stand of Douglagdes.

During the growing season, soil respiration andsi$opic signature is primarily
driven by aboveground inputs.

The strongest gradient that soil respiration &ri@z.sresponded to was
transpiration.

Soil moisture was negatively correlated witfiCg.sat our site indicating that soil
moisture influences on soil respiration are reldatethe oxidation of recently-
fixed photosynthates from plants rather than cafbam SOM.

Exploratory analysis revealed the soil moistureiagédtric water content from
30cm depth and its interaction with the soil fliocaunted for 33% of the
variation in the isotopic fractionation data.

Future research
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The most important lesson | have learned thidhgs dissertation research is that
8%Cr.sis affected by seemingly every biotic and abiagictor available in a forest. The
ultimate goal of this research pursuit is to hassust estimates of the flux of carbon and
its isotopic composition so that inferences camiee into the mechanisms behind
forest carbon metabolism. The future of this redearea may not lie solely in the
continued monitoring 08**Cg.s, but instead using the information presented hatkin
other work towards constructing a process modehdbon transfers and isotopic
fractionation that occur along the atmosphere-pdaitcontinuum. From such a model
more precise hypothesis could be generated comggtiné various mechanisms behind

soil respired carbon.
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