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Abstract: Forest management problems with even-flow and adjacency considerations are difficult to solve optimally. A heuristic search intensification process, which uses two types of decision procedures, changes to single-decision choices (1-opt moves) and changes to two-decision choices simultaneously (2-opt moves), was used in an attempt to locate feasible and efficient solutions to these problems. One-opt moves involve changing the timing of timber harvests for a single land unit and are commonly used in heuristic techniques. Two-opt moves involve swapping the harvest timing between two land units, which intensify the search process. We apply the procedures to two management problems, one with 40 land units and the other with 700 land units. The goal is to achieve the highest, and most even, flow of timber volume over five time periods, with adjacent units being unavailable for harvest in the same period. One-opt moves, used alone, allowed the search process to produce good feasible solutions to these management problems and to generate a relatively even spread (number) of harvests over the planning horizon. The use of 2-opt moves resulted in better solutions, although the number of harvests per time period remained static. These procedures, used alone, may not be appropriate for all problems, because of their nature and limitations.

Introduction

The spatial arrangement of wildlife habitat and forest management activities is important for a number of reasons, such as in the adherence to regulatory restrictions, in the compliance with organizational goals and policies, and in the maintenance of aesthetic conditions. Forest regulations, for instance, are placing increasingly restrictive limits on the size and spatial relationships of harvest units (Daust and Nelson 1993). As a result of a need to manage forest land within regulatory frameworks, forest management planning now often requires multiple resource goals and the use of spatial constraints on the selection of timber harvest units (O’Hara et al. 1989).

Forest planning algorithms that optimize the spatial arrangement of forest resources to meet a set of management goals vary from the more traditional optimizations techniques, such as linear or mixed integer programming (e.g., Hof et al. 1994) to nontraditional heuristic programming techniques (e.g., Murray and Church 1995). Forest planning problems that incorporate goals such as adjacency restrictions are combinatorial problems by nature; thus, as the problem size increases, the solution space also increases, yet at a disproportionately greater rate (Lockwood and Moore 1993).
1993). Mixed integer programming and integer programming techniques have been used to produce management plans with adjacency concerns, but these types of techniques have severe limitations (directly related to problem size) when applied to large combinatorial problems (Lockwood and Moore 1993).

The use of heuristic techniques for forest management planning is becoming more prevalent, as problems that include complex, nonlinear goals now have an opportunity to be examined. Many of these types of goals (e.g., spatial and temporal distribution of elk habitat, as described in Bettinger et al. 1997) have traditionally been considered too complex to solve with traditional optimization techniques. Heuristic programming techniques have been applied to traditional forest harvest scheduling problems (Hogansson and Rose 1984) as well as to forest transportation problems (Nelson and Brodie 1990; Pullki 1984; Weintraub et al. 1994; Murray and Church 1995; Weintraub et al. 1995), wildlife conservation and management (Arthaud and Rose 1996; Haight and Travis 1997; Bettinger et al. 1997), aquatic system management (Bettinger et al. 1998), and biological diversity (Kangas and Pukkala 1996).

Monte Carlo search is one type of heuristic technique and has been evaluated in creating harvest unit and transportation system problems (Nelson and Brodie 1990), in linking strategic and tactical forest planning efforts (Nelson et al. 1991), in facilitating wildlife conservation planning (Haight and Travis 1997), and in addressing adjacency constraints (O’Hara et al. 1989; Daust and Nelson 1993; Clements et al. 1990; Jamnick and Walters 1993). Simulated annealing is a second type of heuristic programming technique and has been applied to harvest unit and transportation system problems (Murray and Church 1995) and adjacency problems (Lockwood and Moore 1993). Tabu search, a third heuristic technique, has been applied to the development of log bucking rules (Laroze and Greber 1997), to harvest unit and transportation system problems (Murray and Church 1995), and to wildlife and aquatic resource planning problems (Bettinger et al. 1997; Bettinger et al. 1998). Other random search heuristics (Yoshimoto and Brodie 1994; Yoshimoto et al. 1994), as well as nonlinear programming algorithms (Roise 1990), have been used to account for adjacency restrictions in forest planning models.

In any search process, consideration is given to the factors that can be modified during the search, the rules for selecting new solution configurations, and the length of time the search is allowed to proceed. We are concentrating on the factors that can be modified during the search process. One-opt and 2-opt moves are common interchange approaches used in combinatorial optimization techniques and are specific instances of the $\lambda$-opt exchange approach (Martello and Toth 1990). One-opt moves involve a change in only one attribute of a decision choice of a solution, creating a new solution. Two-opt moves involve simultaneous changes to two decision choices. Most of the efforts associated with harvest unit location and scheduling have involved some form of 1-opt moves, where the status of a single attribute of a decision choice is altered. Murray and Church (1995) used a modification where harvest units affected by the change of the status of an adjacent unit were subsequently unscheduled.

In our case, we are intensifying a heuristic search process by switching the timing of the harvest of one harvest unit with that of another harvest unit. This involves the use of 2-opt moves, where an attribute of one decision choice is simultaneously changed with that of another. This reduces the magnitude of the impact on the objective function value and allows a heuristic technique to refine the solution to a management problem. An example may help clarify this point. Let us assume that sometime during the harvest scheduling search process, period 2 of a planning problem has 50 000 units of volume, and period 3 has 51 000 units. Now assume that the best available change to the current solution (in the process of finding other feasible solutions) unit 25, currently scheduled for period 2, is chosen now be harvested in period 3. Unit 25 may contribute 5000 units during period 2, and 5300 during period 3. After switching the harvest timing of unit 25, the resulting volumes for periods 2 and 3 would be 45 000 and 56 300, respectively. This change was assuming a 1-opt move was made. As an alternative to this, let us assume that sometime during a harvest scheduling search process a second unit, unit 19 (currently scheduled for harvest in period 3, with 6000 units available during period 2 and 6400 units available during period 3), will be involved in a 2-opt move with unit 25. Unit 25 will then be scheduled for harvest in period 3, and unit 19 for harvest in period 2. Given the volumes above (50 000 during period 2, 51 000 during period 3) period-2 volume would then change to 51 000 units (50 000 – 5000 + 5300), and period-3 volume would change to 49 900 (51 000 – 6400 + 5300). Thus the magnitude of the change in the solution using 2-opt moves would be much less (assuming even-flow of volume was a goal) than the change in the solution when 1-opt moves are made. Finally, it is not necessarily true that two 1-opt moves, made in sequence, would produce the same solution as a single 2-opt move. Therefore, the use of 2-opt moves may allow refinements in the exploration of the solution space and exploration of more of the solution space than the 1-opt moves allow.

Combining $\lambda$-opt moves with heuristic search processes has been addressed in the broader literature (e.g., Hanafi and Freville 1998) yet not in forest management literature. Thus, an illustration of the use of this approach to solve forest management problems, and a discussion of the implications and computational effort required for implementation in forestry, are the main contributions of this research.

**Methods**

We examine the use of a heuristic programming technique (tabu search) to solve a relatively simple forest management problem: how does one harvest $n$ units of timber in $m$ different time periods, with none of the harvestings being adjacent to each other within a given time period and with the highest even-flow of volume across the $m$ time periods achieved. Forest management problems can be formulated in a variety of ways, representing various goals of both public and private organizations. We have chosen here to maximize timber harvest subject to even-flow and adjacency constraints. Even-flow conditions are represented in the objective function. This type of goal emulates a desire for harvest (or cash flow) stability over time, which is not an uncommon goal.
Problem formulation

With the use of adjacency constraints, an assumption of nondivisibility of harvest units, and the structuring of even-flow deviations, the forest management problem described above falls into a class of integer-programming problems. We formulate the problem as one that attempts to achieve the highest even-flow volume among the five time periods, with minimal fluctuation of harvest volume between periods. The objective function for this harvest scheduling problem (HSP) is

$$\text{Maximize } H = \sum_{j=1}^{m} H_j$$

where \( j \) is the index of time periods, \( m \) is the total number of time periods, and \( H_j \) is the total harvest volume in period \( j \). The first set of constraints are as follows:

$$H_j - H_{j+1} = 0, \quad j = 1, 2, \ldots, m-1$$

where

$$H_j = \sum_{i=1}^{n} V_i X_{ij}$$

and where \( H_i \) is the harvest volume in time period \( j \), \( i \) is the index of land units, \( n \) is the total number of land units, \( V_i \) is the timber volume contribution from unit \( i \) in time period \( j \), and \( X_{ij} \) is the decision variable representing unit \( i \) in time period \( j \). The second set of constraints force the solution to produce a strict even flow of timber volume per time period. This constraint may be relaxed (as it is in the IP model), since achieving strict even flow is often found to be quite difficult (if not impossible) with nondivisible harvest units. The relaxation of this constraint is achieved as follows:

$$H_j - H_{j+1} \leq \phi, \quad j = 1, 2, \ldots, m-1$$

Alternatively, we may have formulated the problem to emphasize economic efficiency, by maximizing the net present value of the resulting management plan.

Two sizes of the problem are considered, one with 40 units (a 5 row by 8 column grid) and the other with 700 units (28 rows by 25 columns). Each of the units is 10 ha in size, and each are assumed to contain mature standing timber (the 40-unit volumes are listed in Table 1). We solve these problems first as relaxed linear programming (LP) problems, then attempt to solve the problem as integer programming (IP) problems, and finally solve the problem with a heuristic programming technique (tabu search). With the use of the heuristic programming technique, two main approaches are evaluated for assessing the worth of decision choices: the first approach assesses a change in the status of individual land units (i.e., a 1-opt move, using a change in the timing of harvest of one unit from one period to another, including the opportunity to unschedule harvests, and subsequently reschedule from an unscheduled state); the second approach assesses a change in the status to two land units simultaneously (2-opt moves), by considering a swap of the harvest timing of two land units. We employ 1-opt and 2-opt moves as choices that can be made within a tabu search framework.

Harvest scheduling problems like the one described above can be categorized as an extension of a 0–1 multiple knapsack problem, where there are \( \alpha \) items in a set and \( \beta \) knapsacks to which to assign these items (Martello and Toth 1990). The task is to select \( \beta \) subsets of the items such that some value is maximized, subject to some constraints, such as the capacities of the knapsack. Here, time periods are the correlates for knapsacks, and harvest units are the correlates for items. We next describe the problem formulation, then our implementation of tabu search, the heuristic technique we use to solve the management problem with both 1-opt and 2-opt moves.

Table 1. Volume (m$^3$/ha) of the 40 units assumed for the harvest scheduling problem over five time periods.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>615.7</td>
<td>689.1</td>
<td>762.6</td>
<td>829.0</td>
<td>892.0</td>
</tr>
<tr>
<td>2</td>
<td>426.8</td>
<td>496.7</td>
<td>566.7</td>
<td>633.1</td>
<td>699.6</td>
</tr>
<tr>
<td>3</td>
<td>531.7</td>
<td>594.7</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
</tr>
<tr>
<td>4</td>
<td>531.7</td>
<td>594.7</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
</tr>
<tr>
<td>5</td>
<td>531.7</td>
<td>594.7</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
</tr>
<tr>
<td>6</td>
<td>566.7</td>
<td>631.1</td>
<td>699.6</td>
<td>762.6</td>
<td>818.5</td>
</tr>
<tr>
<td>7</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
<tr>
<td>8</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
<tr>
<td>9</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
<tr>
<td>10</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
<tr>
<td>11</td>
<td>272.8</td>
<td>349.8</td>
<td>426.8</td>
<td>496.7</td>
<td>566.7</td>
</tr>
<tr>
<td>12</td>
<td>370.8</td>
<td>433.8</td>
<td>500.8</td>
<td>566.7</td>
<td>633.1</td>
</tr>
<tr>
<td>13</td>
<td>426.8</td>
<td>496.7</td>
<td>566.7</td>
<td>633.1</td>
<td>699.6</td>
</tr>
<tr>
<td>14</td>
<td>531.7</td>
<td>594.7</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
</tr>
<tr>
<td>15</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
<tr>
<td>16</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
<tr>
<td>17</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
<tr>
<td>18</td>
<td>657.6</td>
<td>713.6</td>
<td>762.6</td>
<td>811.5</td>
<td>857.0</td>
</tr>
</tbody>
</table>

Note: Douglas-fir (Pseudotsuga menziesii (Mirb.) Franco) yields are adapted from McArdle and Meyer (1930) and assigned to each land unit, based on a random assignment of age and site index.
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[5] \[ H_j - H_{j+1} \geq -\phi, \quad j = 1, 2, \ldots, m - 1 \]

where \( \phi \) is the user-defined allowable deviation from strict even flow.

Three other types of constraints are also structured in the HSP. The first indicates that each unit can be harvested at most once during the planning horizon:

[6] \[ \sum_{j=1}^{m} X_{ij} \leq 1 \quad \forall i \]

The second constraint of HSP indicates that each variable is a binary or integer variable:

[7] \[ X_{ij} \in \{0, 1\} \quad \forall i, j \]

While the planning goal is to assume \( X_{ij} \) are binary, this constraint was relaxed in the LP implementation of the HSP model, allowing \( X_{ij} \) to take on a continuous form from 0 to 1.

The third constraint indicates that adjacent units will not be allowed to be harvested within the same time period. The adjacency constraint is employed by disallowing the selection of orthogonally adjacent units (i.e., on the north, south, east, west sides) for harvest during the same time period. The units and their adjacent neighbors in this problem are known a priori. To achieve this, we define for each unit \( i \) a set of neighbors \( U_i \). The constraint for binary \( X_{ij} \) is then

[8] \[ (X_{ij} + X_{kj}) \leq 1 \quad \forall i, j, k \in U_i \]

This constraint indicates that, in time period \( j \), only two scenarios are possible: (i) neither unit \( i \) nor its adjacent neighbors \( k \) will be scheduled for harvest (the sum, when considering unit \( i \), during time period \( j \), is 0); or (ii) only unit \( i \) or only one of its four adjacent neighbors \( k \) will be scheduled for harvest (the sum, when considering unit \( i \), during time period \( j \), is 1, since each \( X_{ij} \) is binary). In contrast to the constraint in eq. 6, which places a limit on the number of times a unit can be harvested, the constraint in eq. 8 limits the spatial placement of harvests within each time period. In the LP implementation of the HSP, \( X_{ij} \) are not binary, yet the idea that adjacent units will not be allowed to be harvested within the same time period was implemented using

[9] \[ \sum_{j=1}^{m} X_{ij} - 99M_{ij} \leq 1 \quad \forall i \]

[10] \[ M_{ij} \in \{0, 1\} \quad \forall i, j \]

[11] \[ (M_{ij} + M_{kj}) \leq 1 \quad \forall i, j, k \in U_i \]

Thus, when any \( X_{ij} \) (now continuous) enters the solution, \( M_{ij} \) receives the value of 1 (rather than 0). Adjacent \( M_{ij} \) can add up to either 0 or 1, allowing only one \( M_{ij} \) to enter the solution from the set of \( U_i \) during any time period. Therefore, while \( X_{ij} \) are now continuous, allowing some flexibility in achieving an even flow of volume over time, adjacent units will not be harvested in the same time period.

**Modified formulation**

The heuristic technique imposes each of these constraints, yet the objective function is slightly more complex, allowing the search process to find the highest even flow possible.

This slightly modified formulation is given as follows (denoted HSP2):

[12] \[ \text{Minimize} \ C = w_1 C_1 + w_2 C_2 \]

where

[13] \[ H \geq H_j \quad \forall j \]

[14] \[ C_1 = |T - H|^\kappa \]

[15] \[ C_2 = \sum_{j=1}^{m-1} \sum_{k=j+1}^{m} (H_j - H_k)^2 \]

and \( H_p, X_{ip}, \) and \( X_{ij} \) are as defined in eqs. 3, 6, 7, and 8, where \( w_1 \) is the weight applied to part 1 of the objective function, \( w_2 \) is the weight applied to part 2 of the objective function, \( T \) is the target even-flow harvest volume, \( H \) is the highest volume cut of the five time periods, and \( \kappa \) is an exponent ranging from 1.5 to 2.0.

The first part of the HSP2 objective function \( C_1 \) draws the volume harvested per period toward a target volume goal. The exponent was set to 1.5 for the 40-unit problem, and 2.0 in the 700-unit problem, based on numerous trial runs of the heuristic, where the range of the exponent varied from 1.0 to 3.0. Our empirical evidence suggested that an exponent lower than 3.0 provided solutions which forced the level of harvest toward the target while not over-shadowing the even-flow portion of the objective. \( T \) was specified as the LP maximum harvest volume per period. The second part of the objective function \( C_2 \) penalizes the solution for deviations among harvest volumes per period, by assessing the differences among the 10 combinations of 2 harvest periods. This drives the solutions toward an even flow of timber harvest volume each period. The weights \( w_1 \) and \( w_2 \) can take on any value to further emphasize one portion of the objective over the other, yet we apply a value of 1.0 to each. The goal of formulating the problem as such was to provide the highest, and most even, harvest volumes. Since a strict even flow is probably not achievable, some other type of formulation was required. As a result, the HSP2 formulation of the problem is not exactly equivalent to the HSP formulation, and a comparison among these approaches must be made with this in mind.

**Tabu search**

Tabu search originated as a method for solving real-world combinatorial problems in scheduling and has been successfully applied to a number of important problems outside of forestry and wildlife management, such as telecommunications, transportation, shop sequencing, machine scheduling, and layout and circuit design problems (Glover 1990; Glover and Laguna 1993). Within forestry it has been applied to problems formulated for scheduling timber harvests subject to adjacency (green-up) requirements (Murray and Church 1995) and for meeting spatial goals for elk (Bettinger et al. 1997) and aquatic habitat (Bettinger et al. 1998).

Tabu search, in general, is a hill-climbing procedure consisting of two key elements: the search is constrained by considering certain choices as forbidden (i.e., tabu), and the search can be freed by a memory function that allows...
“strategic forgetting” that certain choices are forbidden (Glover 1989). One of the chief limitations of hill-climbing procedures is that they generally stop processing once no improving moves are available; thus, the local optimum that is obtained may not be the global optimum to the problem at hand. Tabu search allows a search process to continue searching beyond local optima, without being confounded by the absence of improving moves and without following a sequence of moves that may ultimately lead back (i.e., cycle back) to a previously defined solution (Glover 1989). The key is to constrain the search in a manner that allows it to select improving moves, while assuring that the search will not revisit previously visited solutions except by following a path not previously traveled (Glover 1990).

Two essential components of tabu search include the development of a “neighborhood” of choices, or moves, and the tracking of a list of choices that may not be available for the development of a new configuration of the solution (i.e., they are tabu). We describe below the development and use of the neighborhoods in our implementation of tabu search and the methods we use to determine which moves are tabu.

Development and use of neighborhoods

A neighborhood consists of all possible changes to a solution, $x$, involving a potential move ($\sigma$), or modification of the current solution. Moves here consist of the potential change to the current solution and are described by their impact on the objective function value when the harvest timing of land units are changed. For example, if a certain land unit were currently scheduled to be harvested in period 5 of a 5-period analysis, four $\sigma$ would be available to the current solution and would each involve changing the harvest timing of that unit to periods 1–4. A fifth $\sigma$ could also be used to unschedule the land unit for harvest. After a random start (Fig. 1), all possible $\sigma$ are assessed and held in arrays, or what are termed the “neighborhoods.”

The search process then selects for consideration one $\sigma$ from an assessment of the neighborhood(s). The $\sigma$ selected represents either the best possible improvement in the objective function value (e.g., net present value) of a solution, or the least deterioration of the objective function value (Voß 1993), by searching the entire neighborhood(s) for the $\sigma$ that best meets these conditions. We examine the use of two types of neighborhoods: one where all $\sigma$ are simply a change in harvest timing of a single land unit (1-opt moves) and the other where $\sigma$ represent the swapping of harvest timing among two units (2-opt moves).

The neighborhood for 1-opt moves ($N(x,\sigma_{ij})$) of the current solution $x$ is a set of solutions that can be reached from $x$ by a move $\sigma_{ij}$ (the choice of harvesting unit $i$ in period $j$). All $\sigma_{ij}$ are described by the potential objective function value, which represents the addition of a single $\sigma_{ij}$ to $x$. The neighborhood for 2-opt moves ($N(x,\sigma_{ij},\sigma_{i'j'})$) consists of a set of solutions that can be reached from $x$ by a move (the swapping of harvest timing $(j)$ of land unit $i$, with the timing $(j')$ of unit $i'$) These types of moves belong to a class of moves that require more complex rules and memory structures (Glover 1990; Glover et al. 1995). Here, 2-opt moves are considered as a composite move, where the value (harvest timing) of one decision variable is swapped with that of another.

As mentioned earlier, two versions of the tabu search heuristic are to be compared: one where only the 1-opt neighborhood is developed and used and the other where both the 1-opt and 2-opt neighborhoods are developed and used. When the heuristic is operating with the assumption that only 1-opt moves are available, only one neighborhood is developed and examined. When 2-opt moves are assumed to be available, both neighborhoods are used, and a choice is made after examining both neighborhoods.

Each of the heuristic runs are started with a randomly defined initial feasible solution. We have found through experimentation that, when both neighborhoods are used, the search first (with the 1-opt moves) tries to even out the number of harvests per period and, second (with the 2-opt moves), refines the solution. By not using 1-opt moves to even out the harvests, the solutions may never reach reasonable potential, since the number of harvests per period are randomly assigned and would shift, but essentially never change. Further results of the experimentation have shown that the 1-opt moves are only utilized in the first few iterations of the heuristic.
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Determining which moves are tabu

It is possible, during the operation of a heuristic such as this, that $\sigma_{ij}$ or $\sigma_{ij}, \sigma_{ij}'$ can be selected in a regular, recurring, periodic manner. This may happen as the period of harvest of a unit changes, then changes back to its original state. A short-term memory tabu restriction disallows the selection of a $\sigma_{ij}$ or $\sigma_{ij}, \sigma_{ij}'$ that was recently selected (and thus considered tabu), unless formal acceptance will result in an objective function value that is better than any previously observed objective function value (i.e., meeting the “aspiration criteria”). The use of aspiration criteria frees the search to allow moves by strategically forgetting one of the rules of the search (i.e., that some moves are tabu). Thus, it provides added flexibility in the search by overriding the tabu status of a move. While tabu restrictions in the form of short-term memory are essential to the search, aspiration criteria are not. Here, we use both tabu restrictions and aspiration criteria to guide the search process. Regardless of whether aspiration criteria are obtained, $\sigma_{ij}$ or $\sigma_{ij}, \sigma_{ij}'$ recently brought into a solution may not be eligible for selection again until a user-defined number of iterations from the current iteration of the model. This type of short-term memory essentially keeps the model from cycling back to a local optimum that has already been identified (Voß 1993; Murray and Church 1995).

Glover (1990) notes that there most likely exists a robust range of the number of iterations, or lengths of short-term memory ($z$), that allow heuristics to work effectively for obtaining progressively improved solutions, by driving the search beyond local optima. To determine the tabu state ($z$) for the 1-opt move neighborhood of the 40-unit problem, we started the heuristic from a fixed starting position (i.e., a fixed feasible solution), used $z$ values that ranged from 20 to 180, and allowed the heuristic to run for 25 000 iterations. Since the total number of decision choices was 240 in the 1-opt move neighborhood, this range was very appropriate. We found that the solution values were very similar when $z$ ranged from 60 to 80. When we allowed choices to be made from both the 1-opt and 2-opt move neighborhoods, a single $z$ was used for both neighborhoods. Here, we ran the heuristic with $z$ values ranging from 20 to 100 and found solution values to be very similar where $z$ ranged from 60 to 85. When we experimented with $z$ values for the 700-unit problem, we used $z$ values ranging from 50 to 1000. We found that the solution values were very similar when $z$ ranged between 50 and 150.

Therefore, for comparative purposes, we selected a $z$ of 75 to use when comparing the two techniques (1-opt moves alone, 1-opt and 2-opt moves together) in both the 40-unit and 700-unit problems. We then generated solutions with each technique, each starting with a randomly defined, feasible solution to the problem. For the 40-unit problem the heuristic was permitted to run for 25 000 iterations in generating each of 200 solutions, where one iteration consisted of the acceptance of a $\sigma_{ij}$ or $\sigma_{ij}, \sigma_{ij}'$ into $x$. The best combination of harvest timing for the 40 units was stored in computer memory for each run of the heuristic.

For the 700-unit problem, we generated 100 solutions using 1-opt moves, and 18 solutions using both 1-opt and 2-opt moves. Further, the number of iterations for the 1-opt and 2-opt moves was decreased to 2000, since through experimentation we always found the best solution within 1000 iterations. This was not the case with 1-opt moves alone, nor with the 40-unit problem, and those we continued to run with 25 000 iterations.

Results

The relaxed LP solution to the 40-unit problem produced even-flow volumes of 55 034 m$^3$ per period (Table 2). This solution was generated in about 8 s using LINDO (LINDO Systems, Inc. 1993) software on a personal computer equipped with 32 Mb of RAM and a 200 MHz processor chip. The IP solution was allowed to deviate in timber

Table 2. LP solution, IP solution, and average harvest volume per period (m$^3$), maximum, minimum, and SD of solutions from a heuristic technique that used 1-opt moves, and 1-opt and 2-opt moves (40-unit problem).

<table>
<thead>
<tr>
<th></th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume</td>
<td>55 034</td>
<td>55 034</td>
<td>55 034</td>
<td>55 034</td>
<td>55 034</td>
</tr>
<tr>
<td>SD</td>
<td>327.3</td>
<td>336.6</td>
<td>318.4</td>
<td>369.3</td>
<td>321.8</td>
</tr>
</tbody>
</table>

| Heuristic technique, 1-opt moves |          |          |          |          |          |
| Mean volume         | 53 578   | 53 529   | 53 572   | 53 556   | 53 597   |
| Maximum             | 54 360   | 54 501   | 54 428   | 54 500   | 54 464   |
| Minimum             | 52 890   | 52 473   | 52 855   | 52 609   | 52 820   |
| SD                  | 327.3    | 336.6    | 318.4    | 369.3    | 321.8    |
| Best volume$^b$     | 53 519   | 53 522   | 53 449   | 53 554   | 53 344   |

| Heuristic technique, 1-opt and 2-opt moves |          |          |          |          |          |
| Mean volume         | 53 616   | 53 615   | 53 618   | 53 615   | 53 618   |
| Maximum             | 54 569   | 54 570   | 54 570   | 54 535   | 54 534   |
| Minimum             | 52 469   | 52 471   | 52 470   | 52 505   | 52 470   |
| SD                  | 347.0    | 346.1    | 348.7    | 346.9    | 347.5    |
| Best volume$^b$     | 54 569   | 54 570   | 54 570   | 54 535   | 54 534   |

$^a$The IP results were the best observed, yet not optimal, results and were 1.4% lower than LP results.

$^b$Results of the best solution found during the search process.
volume from one time period to the next, and we tried several iterations until a deviation of 500 m$^3$ per period never returned a feasible solution in a suitable amount of time (>5 h). The best IP solution, while not the optimal IP solution, was about 1.15% of volume lower than the LP solution. The heuristic techniques produced feasible solutions in, on average, 4 and 9 min, respectively, for the 1-opt, and 1-opt and 2-opt techniques. The best solution from each was within 2.83 and 0.87% of volume per period of the LP solution for the 1-opt, and 1-opt and 2-opt techniques, respectively. Every solution generated with both 1-opt and 2-opt moves was better than those generated solely with 1-opt moves. The LP solution was for a relaxed problem, where the decision variables were not considered binary, and allowed a single unit to be harvested in more than one time period. The IP solution was the best solution located in a timely manner for the fully constrained problem, when experimenting with narrowing ranges of allowable deviations of harvest volumes among the five time periods. We attempted several IP models with varying ranges of $\phi$, and most of these ran for three or four consecutive days without terminating at a proven optimal solution. These findings are similar to those reported by Glover and Kochenberger (1995), and our results indicate that forest management problems with even-flow and adjacency constraints may be very difficult to solve optimally. We were also creative, placing the entire “best” tabu search solution from the 40-unit problem as a hard constraint in the IP model formulation of the 40-unit problem. The IP technique recognized this solution as the optimal solution, although it still may not necessarily be the global optimal solution to the problem. We then placed one half of the solution, although it still may not necessarily be the global optimal solution to the problem. We then placed one half of the solution, although it still may not necessarily be the global optimal solution to the problem.

The LP solution was generated in about 34 s using CPLEX (CPLEX Optimization Inc. 1998) software on a personal computer equipped with 128 Mb of RAM and a 233 MHz processor chip. The IP formulation was also run in CPLEX, with varying levels of $\phi$, yet we did not obtain a feasible solution in a reasonable amount of time. The HSP2 techniques produced feasible solutions in, on average, 57 and 215 min, respectively, for the 1-opt and 1-opt and 2-opt techniques. The best solution from each was within 3.02 and 2.76% of volume per period of the LP solution for the 1-opt and 1-opt and 2-opt techniques, respectively. Here again, every solution generated with both 1-opt and 2-opt moves was better than those generated solely with 1-opt moves. The best solution generated from using both the 1-opt and 2-opt moves was also about 2600 m$^3$ higher per period than that produced by the 1-opt moves alone.

### Discussion

The use of 2-opt moves allowed the search procedure to fine tune the solution because the changes in the objective function value are not as severe as with using a 1-opt neighborhood alone, where changes are made simply to the status of individual harvest units. As a result, much better solutions are generated from the use of 1-opt and 2-opt moves than from 1-opt moves alone. One might ask whether the 1-opt neighborhood is even needed. We believe that it is for this point alone: to allow the distribution of harvest units over time to even out. Given a random starting solution, one might have a very uneven distribution of harvests over time. One-opt moves will allow the distribution of harvests to become more even; 2-opt moves, as developed here, will not. Therefore, if we simply utilize 2-opt moves with a random starting solution, the distribution of the number of harvest units per period will never change. One might further consider just setting the number of harvest units to an equal number across time and only use a 2-opt move neighborhood. However, once this number is set, it never has the chance to change, and one will not be certain whether the full range of the solution space was given the opportunity to be sampled.

The advantages of using 1-opt moves are that the search process to produce feasible solutions required less computer
logic (as compared with 2-opt moves) and less time to produce a good feasible solution. However, these advantages must be balanced with the fact that the best of the solutions produced was not as good as the worst solution produced when both 1-opt and 2-opt moves were used. Each $\delta_{ij}$ in the 1-opt neighborhood represented a large fluctuation from the previously measured objective function value, never allowing the heuristic to fine tune the results.

The main disadvantages of using the 2-opt moves are the expense (time and cost) of the additional logic required for the code of the heuristic, additional verification processes, and additional computer processing time. The additional logic included not only the development and assessment of a separate neighborhood but also the tracking of a second short-term tabu state list and the tracking of the neighborhood from which each move was obtained. For larger problems than that described here, the additional computer processing time may increase exponentially with the number of additional decision choices. We have shown here that, to move from a 40-unit problem to a 700-unit problem, the time required to generate a solution was not proportional to the increase in solution time, even though the 700-unit problem ran for only 2000 iterations. Therefore, one may wonder whether both 1-opt and 2-opt neighborhoods are needed in large problems, since fluctuations in the objective function value generated by 1-opt moves may not be as influential as those in smaller problems. We have shown that the fluctuations are just as influential. The answer, however, may lie in a trade-off analysis comparing the amount of time required to incorporate 2-opt moves in a heuristic in conjunction with the extra time required to arrive at a solution, with the risks associated with making and implementing a inferior management plan. Each organization considering heuristic techniques to assist in developing management plans should balance their perception of the additional computational effort with the risk of making an inferior decision.

The heuristic techniques described here could be further enhanced with other intensification or diversification techniques. For example, the frequency at which individual land units are considered as decision choices may be tracked. With this information, one may develop logic that requires land units to be considered tabu after they have been considered an assumed number of times during the operation of the heuristic. Also, genetic algorithms can be developed to diversify the search process (Glover and Laguna 1993) by combining parts of two local optima, creating a new solution from which the search process then proceeds. These types of techniques are left for future investigation, however, and were not evaluated here.

While the heuristic technique produced a solution that was better than the IP solution, we do not intend to imply that IP techniques are inferior. It was quite difficult to produce an IP solution to this problem. Many variations of IP approaches to solving forest management problems with adjacency restrictions have been explored (e.g., Snyder and ReVelle 1997). However, our intent was not to compare the heuristic techniques against several formulations of IP problems; our intent was to show that, perhaps, an intensification of a heuristic technique could produce better solutions than a heuristic technique that did not include this intensification procedure. Therefore, the IP solution presented here was simply to show an effort on our part to solve the same problem with the traditional IP formulation.

**Conclusions**

When management problems consist of utilizing goals that do not lend themselves to be easily formulated, or solved, with traditional optimization techniques, other approaches are available, such as heuristic programming techniques. What we have shown here is that a tabu search heuristic, involving a single neighborhood consisting of changing the status of a single decision choice, may not produce a set of solutions that are as good as an approach that utilizes two neighborhoods, the second evaluating swaps in harvest timing for management constraints. The use of tabu search alone, and of 2-opt moves alone, have been thoroughly studied in the broader operations research literature, the use of both of them together has not, and until now these two techniques have not been illustrated in a forest management problem. This is important, since many forestry organizations are considering heuristic techniques to help guide management decisions. Therefore, an examination of intensification and diversification techniques for heuristics search processes may be of interest, if these techniques can help provide better solutions to management problems. Each organization, of course, would need to assess the costs of incorporating intensification and diversification techniques into their quantitative forest planning models and balance these costs against the risk that an inferior decision may be made if these techniques are not used.
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