Periodic Orbits and Disturbance Growth for Baroclinic Waves

R. M. SAMELSON

(Manuscript received 3 January 2000, in final form 23 June 2000)

ABSTRACT

The growth of linear disturbances to stable and unstable time-periodic basic states is analyzed in an asymptotic model of weakly nonlinear, baroclinic wave–mean interaction. In this model, an ordinary differential equation for the wave amplitude is coupled to a partial differential equation for the zonal-flow correction. Floquet vectors, the eigenmodes for linear disturbances to the oscillatory basic states, split into wave-dynamical and decaying zonal-flow modes. Singular vectors reflect the structure of the Floquet vectors: the most rapid amplification and decay are associated with the wave-dynamical Floquet vectors, while the intermediate singular vectors closely follow the decaying zonal-flow Floquet vectors. Singular values depend strongly on initial and optimization times. For initial times near wave amplitude maxima, the Floquet decomposition of the leading singular vector depends relatively weakly on optimization time. For the unstable oscillatory basic state in the chaotic regime, the leading Floquet vector is tangent to the large-scale structure of the attractor, while the leading singular vector is not. However, corresponding inferences about the accessibility of disturbed states rely on the simple attractor geometry, and may not easily generalize. The primary mechanism of disturbance growth on the wave timescale in this model involves a time-dependent phase shift along the basic wave cycle. The Floquet vectors illustrate that modal disturbances to time-dependent basic states can have time-dependent spatial structure, and that the latter need not indicate nonmodal dynamics. The dynamical splitting reduces the “butterfly effect,” the ability of small-scale disturbances to influence the evolution of an unstable large-scale flow.

1. Introduction

Although it is natural to presume that the atmosphere has a unique past, present, and future, a given model of the atmosphere may have many histories, corresponding either to different initial conditions or to different definitions of the zero of time. In numerical weather prediction, ensemble forecasting has been developed to exploit this freedom, by combining multiple model predictions in an attempt to improve a single atmospheric forecast (Epstein 1969; Leith 1974).

Two different techniques for ensemble generation have recently been implemented in operational global numerical weather prediction models: bred growing modes (Toth and Kalnay 1997) and singular vectors (Buizza et al. 1993; Ehrendorfer and Tribbia 1997). Bred growing modes are computed by a repeated “breeding” cycle, in which the differences between forecast ensemble members and a control forecast is rescaled and added to the analysis at each analysis cycle to initialize a new ensemble. Singular vectors are optimal disturbances (Lorenz 1965; Farrell 1989) computed by maximizing specific measures of disturbance growth over predetermined forecast intervals.

The spread and distribution of a forecast ensemble provide predictive information that is not available from individual model forecasts. The behavior of forecast ensembles, of course, also reflects the physics of the atmosphere, as represented by the corresponding models. One might hope that the study of the physics of these ensembles might lead to insights into the dynamics of the atmosphere, as well as to improved forecasting techniques. A number of studies have begun to address questions regarding the physical and dynamical content of singular vectors and bred growing modes in systems ranging in complexity from the low-order Lorenz (1963) equations to operational numerical weather prediction models (e.g., Buizza and Palmer 1995; Buizza 1995; Trevisan and Legnani 1995; Legras and Vautard 1996; Szunyogh et al. 1997; Vannitsem and Nicolis 1997).

The present contribution is an effort in this latter direction. The object is to compute and analyze singular vectors and the simplest analogs of bred growing modes in a model of baroclinic wave–mean interaction that is physically consistent but still simple enough to admit a fairly complete analysis, at least for specific parameter values. The overall goal is to improve insight into the processes of disturbance growth in time-dependent baroclinic flows. The dynamics studied here are the as-
ymptotic wave–mean interaction equations derived by Pedlosky (1971) and studied further by Pedlosky and Frenzen (1980) and Klein and Pedlosky (1986). These equations describe the evolution of a weakly nonlinear baroclinic wave and a zonal flow correction for a zonal flow near marginal stability. This is the simplest physical model of nonlinear baroclinic dynamics that is currently available. It represents the extension to weak nonlinearity of the Phillips (1954) two-layer model of linear baroclinic instability, and is summarized in a popular pedagogical text (Pedlosky 1987). It retains much of the simplicity of the Lorenz (1963) equations, to which it is related (Pedlosky and Frenzen 1980). By virtue of its asymptotic derivation, it also admits a direct geophysical interpretation in the parameter regime of most interest.

The analysis focuses on disturbances to periodic solutions of these model equations. Periodic solutions offer a convenient framework for investigating the behavior of linear disturbances to time-dependent basic states, which is intermediate between the study of disturbances to steady flows (e.g., Phillips 1954) and the study of disturbances to flows with general time dependence (e.g., Joly and Thorpe 1991; Farrell and Ioannou 1996). Since the cycles are time-dependent, they present many of the same obstacles to analysis as more general flows. But, since each cycle has a definite period, and a distinct and well-defined spatiotemporal structure that is determined by the evolution of the system over a finite time, they have intuitively appealing identities as discrete physical objects, and are amenable to quantitative analysis of the interplay between time-dependent eigenmodes and transient disturbance growth. The present approach is partially motivated by recent work on cycle expansions for chaotic systems (e.g., Artuso et al. 1990a, b; Christiansen et al. 1997; Cvitanović et al. 2000), and is related to a recent study based on the Lorenz system (Trevisan and Pancotti 1998).

The model is briefly reviewed in section 2. Section 3 describes the relevant time-dependent basic states, and sections 4 and 5 discuss the Floquet and singular vector analyses, respectively. Section 6 contains discussion, and section 7 summarizes the results.

2. Model

The model studied here is a two-layer, f-plane, quasigeostrophic fluid in a periodic channel with a rigid lid at the upper boundary, and Ekman dissipation at both upper and lower boundaries. Weakly nonlinear baroclinic wave–mean interaction has been studied in this model by Pedlosky (1971) and Pedlosky and Frenzen (1980), and is summarized in Pedlosky (1987). The model equations and the relevant parameters are summarized here, in notation mostly following the previous references, to which the reader is referred for additional details.

For a weakly supercritical mean flow, a weakly nonlinear disturbance consisting of a single zonal wave component generates a small correction to the mean zonal flow, which in turn affects the growth or decay of the wave. The asymptotic analysis conducted by Pedlosky (1971) yields the coupled system of equations describing this interaction. This system consists of a second-order ordinary differential equation for the wave amplitude A(t), coupled to a partial differential equation for the mean-flow correction Ψ(y, t). If Ψ is expanded in terms of sinusoidal cross-channel modes, the partial differential equation transforms into an infinite set of coupled ordinary differential equations, which may be written

\[
\frac{dA}{dt} = -\gamma A + B, \tag{2.1}
\]

\[
\frac{dB}{dt} = -\frac{1}{2} \gamma B + A \left[ 1 + \frac{1}{2} \gamma^2 - \sum_{j=1}^{j} a_j (A^2 + V_j) \right], \tag{2.2}
\]

\[
\frac{dV_j}{dt} = -\gamma (b_j V_j - c_j A^2), \quad j = 1, 2, \ldots, \tag{2.3}
\]

where \( J \to \propto \) for the complete expansion, and

\[
a_j = \frac{32m^2 (2j - 1)^3}{[(2j - 1)^2 - 4m^2] [(2j - 1)^2 \pi^2 + K^2]}, \tag{2.4}
\]

\[
b_j = \frac{(2j - 1)^2 \pi^2}{(2j - 1)^2 \pi^2 + K^2)}, \tag{2.5}
\]

\[
c_j = 2 - b_j. \tag{2.6}
\]

In terms of these variables, the upper- and lower-layer streamfunctions are (to second order in the small parameter \( \varepsilon \), whose square measures the supercriticality of the basic steady zonal shear flow)

\[
\psi_1(x, y, t) = -\frac{1}{2} U_1 y + \varepsilon A(t) \cos \kappa x \sin \nu y
\]

\[
+ \varepsilon^2 \Psi(y, t), \tag{2.7}
\]

\[
\psi_2(x, y, t) = \frac{1}{2} U_1 y + \varepsilon \left[ A(t) \cos \kappa x + \varepsilon \frac{2m \pi}{U_s} B(t) \sin \kappa x \right]
\]

\[
\times \sin \nu y - \varepsilon^2 \Psi(y, t), \tag{2.8}
\]

where the mean-flow correction \( \Psi(y, t) \) is

\[
\Psi(y, t) = \frac{K^2 m}{2U_s} \sum_{j=1}^{j} U_j(t) \cos \left( \frac{(2j - 1) \pi y}{(2j - 1)} \right), \tag{2.9}
\]

\[
U_j(t) = \frac{8m(2j - 1)}{[(2j - 1)^2 - 4m^2] [(2j - 1)^2 \pi^2 + K^2]} \times (V_j + A^2). \tag{2.10}
\]

Here \( K = (k^2 + m^2 \pi^2)^{1/2} \) is the total wavenumber of the baroclinic wave, \( U_s \) is the mean shear of the basic flow, and \( \gamma = r/(2\sigma) \) is the Ekman damping coefficient scaled by twice the inverse timescale, the small ex-
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FIG. 1. Limit cycle (stable periodic orbit) for \( g = 0.1280 \). The cross-channel structure of variables is shown vs time \( t \) along the orbit. (Upper panel) \( A \sin \psi \) (the order \( e \) part of the wave streamfunction at \( x = 0 \)). (Middle panel) \( B \sin \psi \) (order \( e^2 \), proportional to the lower-layer wave streamfunction at \( x = \pi/(2k) \)). (Lower panel) \( U_{\text{mean}} = \sum U_j \sin(2j - 1)\psi \) (proportional to the order \( e^2 \) zonal-flow correction).

FIG. 2. (a) The projections of the \( g = 0.1280 \) limit cycle (solid line) and the unstable \( g = 0.1315 \) period-\( T \) cycle (dashed line) on the \( A-B \) phase plane. (b) The projection of the chaotic attractor for \( g = 0.1315 \) on the \( A-B \) phase plane, as represented by a finite segment of a numerical solution.

ponential growth rate \( e\sigma \) of the linear wave. The channel walls are at \( y = \{0, 1\} \). Since \( a_j \sim j^{-4} \) as \( j \to \infty \), the system may be well approximated numerically by truncating the sums in (2.2) and (2.9) at a finite value \( J \), as is done below. A more accurate truncation may be achieved by setting \( V_j = V_\infty \) for \( J < j \leq J_1 \) in (2.2), with large \( J_1 \); the sum from \( J \) to \( J_1 \) is then over known coefficients and need be evaluated only once. This truncation is accurate because \( b_j, c_j \to 1 \) as \( j \to \infty \), so (2.3) implies that \( V_j \to V_\infty \) as \( j, t \to \infty \) for bounded \( |A| \). A brief comparison of these truncations is shown below (Fig. 3), but otherwise the computations use the crude truncation at finite \( J \).

Thus, in (2.1)–(2.3), \( A \) is the scaled amplitude of the wave, \( B \) is a measure of the phase shift between the upper and lower layers (which is of order \( e^2 \)), and each \( V_j \) represents a scaled combination of zonal-flow component \( j \) and the squared wave amplitude. The discussion below primarily refers to the zonal-flow expansion coefficients \( U_j \) from (2.9)–(2.10), rather than \( V_j \). The form (2.1)–(2.3) is convenient for numerical calculations. Also, it shows immediately that when \( \gamma = 0 \), the \( V_j \) are constants, and (2.1)–(2.2) reduce to an integrable cubic oscillator similar to the Duffing equation, describing a reversible, inviscid wave–mean interaction cycle whose amplitude is determined by initial conditions.

3. Periodic orbits

a. The \( \gamma = 0.1280 \) limit cycle

A numerical exploration of (2.1)–(2.3) has been conducted by Pedlosky and Frenzen (1980). The present study focuses on a set of solutions with \( m = 1 \) and \( K^2 = 2\pi^2 \) (\( k = \pi \)), corresponding to a wave with equal zonal and meridional scales. For these values of \( m \) and \( K \), the results of Pedlosky and Frenzen (1980, Fig. 3) suggest that solutions of (2.1)–(2.3) undergo a period-doubling transition to chaos near \( g = 0.13 \). Unless otherwise noted, the results described here were obtained with the simple truncation at \( J = 6 \) in (2.2). In some cases, slightly different results were obtained for other truncations (see Fig. 3, below) but the main points made here were not affected. Differences between the present numerics and those of Pedlosky and Frenzen (1980) also lead to small but inessential differences in the solutions and their dependence on \( \gamma \). A brief summary of other numerical issues is given in the appendix.

For \( \gamma = 0.1280 \) (and for a range of adjacent \( \gamma \); see Fig. 3 below), the numerical solutions approach a limit cycle (Figs. 1, 2a). Let the period of this limit cycle (and its unstable continuation; see below), which depends weakly on \( \gamma \), be denoted by \( T \); for \( \gamma = 0.1280 \),
b. Unstable and higher-order cycles ($\gamma = 0.1315$)

As $\gamma$ increases past 0.1280, the system undergoes a sequence of period-doubling bifurcations. Near $\gamma = 0.1292$, the period-$T$ limit cycle loses stability, and a stable period-$2T$ cycle appears. (Away from the bifurcation point, the ratio of the periods of these two cycles is only approximately 2, but it is customary and useful to continue to identify it as a period-$2T$ cycle, and similarly for the higher-order cycles.) Near $\gamma = 0.1305$, the period-$2T$ cycle loses stability, and a stable period-$4T$ cycle appears. Chaos appears to ensue for $\gamma$ greater than about 0.1309 (Fig. 2b). This sequence is conveniently visualized in a Feigenbaum diagram based on a Poincaré section, in which the value of $A$ when $B = 0$ and $A > 0$ is plotted against $\gamma$ for a set of numerical solutions (Fig. 3a). Near $\gamma = 0.1316$, there is an abrupt change in the solution structure; additional analysis suggests that this change marks the merger of a pair of asymmetric attractors. More accurate numerical solutions show a similar bifurcation sequence, shifted slightly toward smaller $\gamma$ (Figs. 3b,c).

The periodic orbits that lose their stability in this period-doubling sequence persist as unstable periodic orbits (e.g., Fig. 2a). For $\gamma$ less than about 0.1309, the stable state is a finite-period limit cycle, and the unstable periodic orbits are not directly relevant to the long-time dynamics. In the chaotic regime, however, the set of unstable periodic orbits can be related to the structure of the attractor and the long-time dynamics in a specific, quantitative manner, and may be used to compute statistical averages over the attractor (e.g., Artuso et al. 1990a,b). This relation is only briefly illustrated here, and will be pursued in more detail elsewhere.

For $\gamma = 0.1315$, in the chaotic regime, the evolution
may be usefully represented by a one-dimensional map (Fig. 4). From the spline representation of this map, unstable period orbits may be determined systematically in the standard way, by associating the symbols 0 and 1 with the intervals to the left and right, respectively, of the point where the map achieves its maximum, generating a set of binary symbol sequences, and finding the corresponding unique orbit points by inverse iteration. These points may then be used as first guesses for periodic points of the differential equations, which may be improved by a shooting technique that uses Newton’s method.

The corresponding unstable cycles for the repeated symbol sequences 1, 10, 1110, 11010, 11110, and 11111111010 are shown in Fig. 5. Because of the geometry of the map, many symbol sequences do not have corresponding cycles. No cycle corresponds to the repeated sequence 0, nor to any sequence containing 00, since all points in the left-hand interval are mapped to points on the right-hand interval (Fig. 4). The unstable cycles “fill out” (more precisely, and under certain conditions that may or may not strictly hold here, are dense on) the attractor (Figs. 5, 2b); it is this property that makes them useful for computing averages.

4. Floquet vectors
a. Formulation

Small disturbances to the periodic cycles described in the previous section will satisfy a linearized form of (2.1)–(2.3), in which the given periodic cycle is the time-dependent basic state about which the equations are linearized. The solutions of the corresponding linearized equations may be computed by standard techniques for linear differential systems with periodic coefficients (e.g., Coddington and Levinson 1955), often known as Floquet theory. For a periodic orbit solution \( P(t) = [A(t), B(t), U_1(t), U_2(t), \ldots, U_J(t)] \), any linear disturbance may be written as a fixed sum of the \( J + 2 \) Floquet eigenvectors \( \{\phi_j(t), j = 1, 2, \ldots, J + 2\} \),
b. Results

The Floquet characteristic exponents \( \lambda_j \) for these two cycles are shown in Fig. 6. Positive exponents indicate instability, and negative indicate stability. The solutions are obtained for the truncation \( J = 6 \), so there are eight Floquet eigenvectors. Some of the corresponding structure functions \( \Phi_l \) for \( \gamma = 0.1280 \) are shown in Fig. 7. The Floquet vectors essentially divide into two types. The neutral vector \( (\Phi_1, 0.1280, \Phi_5) \) for \( \gamma = 0.1280 \) or \( \Phi_1 \) and \( \Phi_5 \) for \( \gamma = 0.1315 \) is proportional at each point of the cycle to the rate of change along the cycle, and so describes wave-dynamical processes, as does the oscillation itself. The least and most stable nonneutral Floquet vectors \( (\Phi_2, \Phi_3) \) and \( (\Phi_4, \Phi_6) \) for \( \gamma = 0.1280 \), or \( \Phi_2 \) and \( \Phi_3 \) for \( \gamma = 0.1315 \) are also of this type, as they each differ in structure from the neutral vector essentially only by a change in phase at minima of \( |A| \) and an exaggerated asymmetry between the maxima in the unstable mode, relative to the neutral mode (Figs. 7a,b,d). In contrast, \( \Phi_4 \) and \( \Phi_6 \) have mean-flow structure dominated by higher meridional harmonics (Fig. 7c). These modes have decay rates nearly equal to \( \gamma \) and evidently describe the frictional decay of the higher mean-flow harmonics. The vector \( \Phi_5 \), which has intermediate stability, appears to be a mixture of these two types.

The decaying wave-dynamical mode \( \Phi_4 \) distinguishes itself from the corresponding least stable nonneutral wave-dynamical mode \( \Phi_2 \) by its larger amplitude during the decay phase that follows each wave maximum along the basic-state wave–mean cycle. This distinction can be seen by comparing the wave or mean-flow disturbances in Figs. 7b and 7d immediately before and after each wave amplitude maximum in Fig. 1. The sustained disturbance growth or decay described by the wave-dynamical Floquet vectors is accomplished by this asymmetry in the disturbance oscillations.

The dynamical splitting into two types of modes is evident also in the disturbance heat (or potential vorticity) flux associated with these cycles. An appropriate heat flux quantity is the cycle average of the product \( \Phi_i \Phi_B \), the first two components of \( \Phi_i \) for each \( j \). For both cycles, this quantity is of order \( 10^{-2} \) for \( \Phi_i \Phi_B \); \( 10^{-2} \) for \( \Phi_1 \); and \( 10^{-5}, 10^{-4}, 10^{-3} \) for \( \Phi_2 \), respectively. Thus, the wave-dynamical modes have much larger heat fluxes than the decaying zonal flow modes; the heat flux is large but countergradient for the rapidly decaying wave-dynamical mode \( \Phi_4 \).

This dynamical splitting persists for the higher-order \( \gamma = 0.1315 \) cycles. Characteristic exponents for 138 of these cycles, ordered by symbol sequence, exhibit substantial variations for the least and most unstable modes, and for the third mode, and very little variation for modes 4 through 7 (Fig. 8). The variations in the exponents compensate, as they must, since the sum of the exponents equals the trace of the Jacobian matrix; numerically these sums were equal and constant to \( 10^{-7} \) or less, while the neutral eigenvalue was numerically of order \( 10^{-6} \) or less. The eigenvectors for \( \gamma = 0.1280 \) and \( \gamma = 0.1315 \) are very similar, as can be anticipated from the similarity of the cycles (Figs. 1, 2a, and 9a). The unstable vector \( \Phi_1 \) for \( \gamma = 0.1315 \) is similar to the least stable nonneutral vector \( \Phi_2 \) for \( \gamma = 0.1280 \), with a modest change in the relative magnitude of the wave amplitude peaks (Figs. 7a, 7b); the bifurcation to instability of the cycle as \( \gamma \) varies is associated with the change in sign of the Floquet exponent for this vector.

c. The bred growing mode analogy

The Floquet vectors are the simplest analog of the bred growing modes (BGMs; Toth and Kalnay 1997) used for ensemble generation in operational forecast models. As noted above, bred growing modes are com-

---

**Fig. 6.** Floquet exponents \( \lambda_j \), \( j = 1, \ldots, 8 \), for the \( \gamma = 0.1280 \) (squares) and \( \gamma = 0.1315 \) (stars) period-\( T \) cycles, ordered by decreasing exponent. The dashed lines indicate the corresponding values of \(-\gamma\).
Fig. 7. Time-dependent physical fields corresponding to the Floquet eigenvector structure functions $\Phi(t)$, ordered as in Fig. 6, for the $\gamma = 0.1280$ cycle. The corresponding Floquet eigenvectors are $\Phi_j = \exp(\lambda_j t)\Phi$. The format is as in Fig. 1, except that each panel shows the corresponding linear disturbance variable: (a) $\Phi_1$, the neutral vector, proportional to the rate of change along the limit cycle; (b) $\Phi_2$; (c) $\Phi_5$; (d) $\Phi_6$. 
Fig. 8. Floquet exponents $\lambda^{(n)}$ for 138 unstable periodic cycles $p_n$ for $\gamma = 0.1315$. The dashed line is the sum of the eight exponents for each cycle (equal to the trace of the Jacobian matrix), divided by 8. Six of these 138 cycles are shown in Fig. 5.

Fig. 9. (a) As Fig. 1, but for the $\gamma = 0.1315$ period-$T$ cycle. (b) As Fig. 7a, but for the first Floquet vector $\Phi_1$ of the $\gamma = 0.1315$ period-$T$ cycle.
quency exponents in positive, and the corresponding disturbance will grow exponentially. This mode supplies a second BGM analog, in addition to the neutral mode. However, the positive Floquet exponent is roughly 0.025, 40 times smaller than the growth rate of the baroclinic instability and the inverse timescale of the basic baroclinic oscillation. Thus, the disturbance growth processes that are relevant on the baroclinic wave timescale are still primarily associated with the growth and decay phases of the oscillation itself, rather than with this additional weak time-dependent instability.

If attention is extended to the nonperiodic attractor indicated by the $\gamma = 0.1315$ numerical solutions, the unstable Floquet vector of the period-$T$ cycle provides additional information, as the large-scale structure of the attractor tends to be tangent to this unstable eigenvector (Fig. 10). Since the attractor is in general a fractal object (Fig. 10), the precise meaning of the phrase “tangent to the attractor’s large-scale structure” is not easily understood, but in practice it is useful if the large-scale geometry is sufficiently simple. For example, in Fig. 10, both the large-scale structure and the disturbance along $\phi_1$ (and, in this case, also those along $\phi_2$ and $\phi_8$) lie on the diagonal from upper left to lower right. Thus, in this case, the BGM analog can give an indication of the distribution of dynamically accessible states near the unstable periodic orbit that would be relevant to ensemble construction for this idealized model.

5. Singular vectors

a. Formulation

The Floquet vectors give a complete description of the behavior of linear disturbances, and identify the disturbances of fixed spatiotemporal structure that will grow or decay at fixed exponential rates over the course of a period. Alternatively, it is possible to inquire which linear disturbances are maximally amplified after a fixed timescale of a period. Alternatively, it is possible to inquire which linear disturbances are maximally amplified after a fixed timescale of a period. Alternatively, it is possible to inquire which linear disturbances are maximally amplified after a fixed timescale of a period. Alternatively, it is possible to inquire which linear disturbances are maximally amplified after a fixed timescale of a period. Alternatively, it is possible to inquire which linear disturbances are maximally amplified after a fixed timescale of a period. Alternatively, it is possible to inquire which linear disturbances are maximally amplified after a fixed timescale of a period.

Let $\mathfrak{X}(t) = [\xi_1(t), \xi_2(t), \ldots, \xi_{J+1}(t)]$ represent an arbitrary linear disturbance to the periodic orbit, and let $\mathcal{N}_i(\xi)$ and $\mathcal{N}_o(\xi)$ denote the initial and final norms, respectively, with respect to which the amplitude of the disturbance is to be computed, where

$$\mathcal{N}_i(\xi, \xi') = \xi^T \mathbf{N}_i \xi', \quad \mathcal{N}_o(\xi, \xi') = \xi^T \mathbf{N}_o \xi'$$

(5.1)

are the associated inner products. Here $\mathbf{N}_i$ and $\mathbf{N}_o$ are (symmetric) weighting matrices, and the superscript $T$ denotes transpose. Then the SVs are the vectors $\mathfrak{x}(t)$ that maximize $\mathcal{N}_o(\xi(t), t)$ subject to $\mathcal{N}_i(\xi(t), t) = 1$.

Since the Floquet vectors span the phase space, the disturbance $\xi(t)$ may be written as a sum of Floquet vectors,

$$\xi(t) = \sum_{j=1}^{J+1} a_j \phi_j(t) = \mathbf{Z} \mathbf{a}.$$  (5.2)

where $\mathbf{Z} = [\phi_1(t), \phi_2(t), \ldots, \phi_{J+1}(t)]$ is the matrix whose columns are the Floquet vectors $\phi_j$. The expansion coefficients vectors $\mathbf{a} = [a_1, a_2, \ldots, a_{J+1}]$ are independent of time, so if the $\phi_j$ and $\lambda_j$ are known, it suffices to determine the $\mathbf{a}$ at the initial time $t_1$ in order to compute $\xi(t)$ for any $t$. Define the “linear propagator”

$$\mathcal{L}(t_1, t_2) = \mathbf{Z}(t_2) \mathbf{Z}(t_1)^{-1},$$

in terms of which $\xi(t) = \mathcal{L}(t_1, t_2)\xi(t)$. Then the SV maximization yields the general eigenvalue problem

$$[\mathcal{L}(t_1, t_2)]^T \mathbf{N}_2 \mathcal{L}(t_1, t_2) \mathfrak{x}(t_1) = \mu^2 \mathbf{N}_1 \mathfrak{x}(t_1)$$

(5.3)

for the SVs in the usual way (e.g., Buizza et al. 1993). The matrices $\mathbf{Z}$ and $\mathcal{L}$ may be calculated directly from the Floquet vectors $\phi_j$ at the initial ($t_1$) and final ($t_2$) times. The eigenvalue problem (5.3) may then be solved by standard methods for the eigenvector–eigenvalue pairs $[(\xi^l, \mu^l), l = 1, \ldots, J + 2]$. From (5.2), the Floquet decompositions of the SVs are then $\mathbf{a} = \mathbf{Z}^{-1}(t_1) \xi$. The square root $\mu$, of each eigenvalue is the corresponding singular value.

For a given periodic orbit $p$, the SVs depend on the initial and optimization times $t_1$ and $t_2$, and on the norms defined by the matrices $\mathbf{N}_1$ and $\mathbf{N}_2$. Since the periodic orbits have been determined numerically, analytical solutions for the SVs are not available, and the SVs must be calculated numerically, which requires that specific choices for these quantities be made. Attention is restricted here to two simple choices for $\mathbf{N}_1$ and $\mathbf{N}_2$, while the dependence of the corresponding SVs on $t_1$ and $t_2$ is explored more completely.
The two choices of norm are referred to here as the “orbit-relative” (OR) and “amplitude energy” (AE) norms. For convenience, the matrices $\mathbf{N}_1$ and $\mathbf{N}_2$ are taken equal in each case. Since the initial and final norms are then equivalent, the singular values $\mu_j$ are amplification factors. This restriction is not necessary, but simplifies the interpretation. In both cases, $\mathbf{N}_1$ and $\mathbf{N}_2$ are also taken to be diagonal matrices. For the AE norm, $\mathbf{N}_1$ and $\mathbf{N}_2$ are the identity matrix, so the norm is simply the sum of squares of the disturbance amplitudes $\delta_j$. In terms of the physical variables, this is closely related to the usual energy, except that terms of first and second order in the small-amplitude parameter $\epsilon$ are weighted equally. A similar norm would be obtained by computing the usual energy and formally setting $\epsilon = 1$ in (2.7)−(2.8), so the AE norm is essentially a physical energy norm based on extrapolation of the small-amplitude results to finite amplitude. For the OR norm, the $j$th diagonal element in $\mathbf{N}_1$ and $\mathbf{N}_2$ is the inverse square of the peak-to-peak amplitude excursion of the $j$th component of the periodic orbit solution. That is, the linear disturbance of each component is measured relative to the magnitude of the variation of the corresponding component along the periodic orbit. Because higher mean-flow components $U_j$ have relatively small variation along the periodic orbit, the OR norm gives them greater weight than does the AE norm.

b. Results

Singular vectors are computed for the stable cycle at $\gamma = 0.1280$ and for the period-$T$ unstable cycle at $\gamma = 0.1315$. The dependence of the SVs on initialization time $t_1$ and final time $t_2$ is investigated, for both fixed-length (variable $t_1$, constant $\tau = t_2 - t_1$) and variable-length (constant $t_1$, variable $\tau$) optimization intervals. As above, the calculations are done for the truncation $J = 6$, so each yields 8 SVs. Although there are quantitative differences between the results for the two norms, qualitatively the results are similar.

For $\gamma = 0.1280$, the OR-norm SVs for $t_1 = 0$ (Fig. 11) divide into two classes, as did the Floquet vectors. The first and last SVs (in order of decreasing singular value) rapidly amplify and decay, respectively, in each case more rapidly than the corresponding Floquet vector. The singular value for the first SV, $\mu_1$, depends strongly on the optimization interval $\tau = t_2 - t_1$ and $t_2 = t_1 + \frac{\pi}{2}$, and is relatively large where the wave amplitude of the periodic cycle is large, and relatively small where the wave amplitude is small (Fig. 11). The maximum value of $\mu_1$ for $0 < t_2 < T$ is approximately 800, near $t_2 = 23$. On longer timescales, $\mu_1$ continues to oscillate with $t_2$, in phase with the wave amplitude, but never exceeds 800. This bounded amplification is consistent with the stability of the $\gamma = 0.1280$ periodic orbit. The fluctuations in $\mu_1$ appear to grow with time, at least during the period $0 < t_2 < 5T$. The intermediate SVs have amplification factors that correspond closely to the decay rates of the intermediate Floquet vectors. Thus, the dynamical splitting of the Floquet vectors into wave-dynamical modes and decaying zonal-flow modes is also reflected in the SVs.

The first SV is primarily a combination of the two wave-dynamical Floquet vectors, $\phi_2$ and $\phi_8$, plus a contribution from the neutral vector $\phi_1$. Despite the strong dependence of $\mu_1$ on $t_2$ (or, equivalently, on the optimization interval $\tau$) for $t_1 = 0$, the Floquet decomposition $a^0$ of the first SV is nearly independent of $t_2$, as the ratios $|a_1|/|a_1|$ for the dominant components $a_1$ of the first SV change by only a few percent for $0 < t_2 < T$. The Floquet vectors themselves are strongly time-dependent, so the final physical structure of this SV depends strongly on $t_2$, and only the Floquet decomposition is nearly independent of $t_2$.

When $t_1$ varies (for fixed optimization interval $\tau$), the singular values $\mu_j$ continue to split in the same way, and $\mu_1$ oscillates in the same way, with maxima where $t_2$ corresponds to maxima in the wave amplitude for the basic cycle (Fig. 12a). The Floquet decomposition of the first SV depends more strongly on $t_1$ with fixed $\tau$ (Fig. 12b) than on $t_2(\tau)$ with fixed $t_1$. The wave-dynamical and neutral Floquet vectors still dominate the first SV, but there are rapid oscillations with $t_1$ in the relative proportion of these contributions during periods where the wave amplitude is small ($t_1 \approx 5$, $t_1 \approx 20$). Elsewhere in the cycle, however, the decomposition in terms of Floquet vectors is often independent of $t_1$ for
substantial periods. During these periods, the corresponding physical structure of the first SV can change rapidly and dramatically. For example, during the interval $6 < t_1 < 13$, the Floquet decomposition is nearly fixed (Fig. 12b), but the Floquet vectors change markedly (Fig. 7), as the $A$ and $B$ components sequentially pass through zero crossings, implying rapid changes in the physical structure of the first SV.

Additional SV solutions for other values of $t_1$ and $t_2$, for fixed-length intervals with different $\tau$ and for variable-length intervals with different $t_1$, confirm these general tendencies: the amplification factor $\mu_i$ oscillates with $t_2$, in phase with the wave amplitude of the cycle; and the Floquet decomposition $a^i$ primarily involves the wave-dynamical and neutral vectors, and is relatively independent of $t_2$ when $t_1$ is near the phase of maximum wave amplitude (or when $t_2$ is large), and strongly dependent on $t_1$ and $t_2$ when $t_1$ is near the phase of minimum wave amplitude. For the AE norm, the dependence of the amplification factors on $t_1$ and $t_2$ is qualitatively similar, though quantitatively different (Figs. 13, 14a). The decomposition $a^i$ is still dominated by the wave-dynamical and neutral Floquet vectors, but the dependence of the decomposition on $t_1$ is relatively stronger (Fig. 14b).

For the unstable cycle at $\gamma = 0.1315$, the results are much the same. This can be anticipated from the similarity of the cycles themselves, and of the Floquet vectors and exponents, and the relatively long timescale of the instability ($1/\sigma = 40$) relative to the baroclinic wave timescale. The major difference is that, on long timescales, the leading SV amplification factor $\mu_1$ tends to increase at an exponential rate equal to the leading Floquet exponent, as should be expected (Fig. 11). The Floquet vector decomposition of the leading SV has the same structure as for $\gamma = 0.1280$, with contributions primarily from the wave-dynamical and neutral vectors.

Some singular vectors were computed for a third, scaled physical energy norm, which was equivalent to the AE norm except that the second-order quantities $B$ and $U_j$ were scaled by $s = 0.01$, corresponding roughly to a physical energy for a small but finite-amplitude disturbance. The qualitative results were again generally similar (Fig. 13, dashed line).

As noted above, the leading Floquet vector of an unstable cycle in a chaotic regime tends to be tangent, in some large-scale sense, to the attractor. Because of the contributions from other vectors, the leading SV does not generally share this property. This suggests that, to the extent that prediction errors are due solely to errors in estimating the initial conditions on the attractor, as they will be if the model attractor accurately describes
the dynamically accessible states, the leading SV will in general be irrelevant to the predictability of the non-linear system, since the disturbances it describes will evidently be dynamically inaccessible. However, if the attractor is examined on smaller scales, its fractal structure becomes apparent, and a leading SV disturbance may apparently still lie on the attractor (Fig. 10). This illustrates that inferences about the accessibility of states described by Floquet vectors (or BGMs) and SVs in an idealized model such as this one rely on the simple geometric structure of the model attractor, and may not easily generalize to more complex models. If model error is such that the dynamically accessible states are not accurately described by the attractor, then of course such inferences also do not follow.

6. Discussion

The Floquet vector analysis illustrates that, in this highly constrained model of baroclinic wave–mean dynamics, disturbance growth and decay on the wave time-scale are dominated by the wave growth and decay processes that give rise to the basic-state oscillation. This is true even in the unstable ($\gamma = 0.1315$) case, since the Floquet instability is weak, with growth timescale much longer than the wave growth timescale. The neutral Floquet vector, which corresponds to phase shifts along the cycle, always gives rise to a nontrivial bred growing mode analog. This mode describes disturbance growth and decay that arise purely from the wave growth and decay processes associated with the basic-state oscillation.

For the singular vectors, more rapid transient amplification is possible, primarily during the first wave growth events encountered by the disturbance. This transient growth clearly arises from nonorthogonality of the Floquet vectors with respect to the disturbance. This transient growth eventually halts for the unstable ($\gamma = 0.1280$) case, but does not decay. The finite asymptotic growth arises from the existence of disturbances corresponding to phase shifts along the cycle, which are neutral in the long-term average. In contrast, transient linear disturbances to steady flows generally decay after amplifying. In the unstable case, the transient growth eventually asymptotes toward exponential growth at the rate of the leading Floquet vector, as it must.

The Floquet vectors divide into two sets, the first including two wave-dynamical vectors and the neutral vector, and the second containing vectors associated with the decaying, high meridional modes of the zonal flow. Thus, despite the constraints that arise from the exact time periodicity of the basic state, which might be anticipated to impose artificial characteristics on the solutions, the natural modes of the eigenvalue problem reflect identifiable physical processes in an appealing way. In addition, this splitting is associated with a tendency toward orthogonality (for the inner products considered here) between the wave-dynamical modes and the decaying modes. This orthogonality is clear for linearization about the zero state ($A = B = U_j = 0$), but need not persist for linearization about the time-dependent states.

One manifestation of this orthogonality is the corresponding split in the composition of the singular vectors. The leading singular vector is dominated by the wave-dynamical and neutral Floquet vectors, while intermediate decaying singular vectors closely follow the decay of the intermediate Floquet vectors. This split occurs because orthogonal, or nearly orthogonal, vectors cannot be effectively combined to induce nonmodal transient amplification. The Floquet vectors, and thus their dynamical splitting, are independent of the norm used to measure the amplitude of disturbances. In contrast, the singular vectors depend on this norm. The results described here indicate that the dynamical splitting of the Floquet vectors is sufficiently robust that
reasonable choices of norm preserve this splitting in the singular vectors, to a recognizable degree.

The approximate constancy of the Floquet vector decompositions of the leading singular vector as a function of initial ($t_f$) and optimization ($t_o$) times, for substantial segments of the cycles, was an unexpected result. It evidently indicates that individual Floquet vectors capture essential aspects of disturbance evolution even over partial cycles, during which the periodic character of the time-dependent basic state is not yet apparent. In this sense, the Floquet vectors appear to be physically more meaningful than might have been anticipated. It also indicates a rigidity of the asymptotic dynamics, in which the relative orientation of the Floquet vectors in phase space tends to persist for timescales associated with the basic-state wave growth and decay. This is presumably related to the presence of a single dominant physical instability in the model, the baroclinic instability of the basic zonal shear flow at the fixed wavenumber $k$.

Some aspects of these results appear consistent, in a general sense, with results from more complex models. For example, Vannitsem and Nicolis (1997) find that growing Lyapunov vectors (the analog of Floquet vectors for nonperiodic states) in a 3-layer quasigeostrophic numerical model tend to have wavenumber spectra that peak at synoptic scales, while decaying vectors have greater variance at smaller and larger scales, suggesting a broadly similar dynamical split between growing and decaying vectors that are distinguished by spatial structure. Buizza and Palmer (1995) analyze singular vectors from an operational global numerical weather prediction model. They find that growing singular vectors tend to have maximum amplitude in regions where the local value of the expression for the Eady growth rate is large, suggesting a link between baroclinic wave dynamics and growing singular vectors, but also find evidence of non-modal growth in the leading singular vectors. These findings are also broadly consistent with the behavior of the present, idealized model. However, there are many important differences. The large number of amplifying Lyapunov and singular vectors, respectively, in the more complex models is a significant difference from the present model, in which at most one Floquet or singular vector shows substantial amplification. It has been argued above that the primary mechanism for disturbance growth on the wave timescale in the present model involves a time-dependent phase shift along the cycle that is essentially neutral on long timescales. In the more complex models, the phase shift mode presumably still exists and contributes to transient growth, but the additional spatial degrees of freedom allow disturbances that alter the basic synoptic structure in more fundamental ways.

Buizza and Palmer (1995) identify systematic time evolution toward larger spatial scales in growing singular vectors, and infer a nonmodal character of the singular vectors from these changes in their spatial structure. In the present model, the wave scale is fixed, but changes in the relative amplitudes of the wave and mean-flow components can effectively alter the characteristic scale of the disturbance. The Floquet vectors in the present model may thus be seen as a counterexample to this general line of reasoning: they illustrate that modal disturbances to time-dependent basic states can have time-dependent spatial structure. In the case of the Floquet vectors, the spatial structure is time-periodic, but for times shorter than the basic-state period, this periodicity need not be evident. Similarly, Lyapunov vectors, which are the analogs of Floquet vectors for nonperiodic basic states, may in general have non-periodic spatial structure.

In the present model, the single baroclinic wave is coupled to an infinite set of meridional harmonics of the zonal flow. The model can thus describe zonal-flow disturbances of arbitrarily small meridional scale. As the model also evidently has dissipative, nonperiodic solutions of the general type discussed by Lorenz (1963), it is interesting to examine the character of its “butterfly effect,” the influence of small-amplitude, small-scale disturbances on large-scale structure. If the zonal-flow expansion is truncated at a finite $J$, then it is clear that a randomly chosen disturbance will project on the growing Floquet (or Lyapunov) vector, with probability unity. However, the split of the Floquet vectors into wave-dynamical and decaying zonal-flow modes indicates that the projection of small-meridional-scale disturbances on the growing mode will generally be small. If $J$ is large, so that disturbances on the meridional scale of butterflies may be resolved, a randomly chosen disturbance is likely to have extremely small projection on the growing mode. If the timescale required for growth of such an infinitesimal perturbation is longer than the timescale of physical interest, then the small-scale disturbance will have no physical effect on the large-scale flow. This is reminiscent of the classical resolution of the Poincaré recurrence paradox: The timescale of recurrence may exceed the lifetime of the universe.

The insensitivity of the numerical solutions to truncation level $J$ (Fig. 3) suggests that the evolution on the attractor of the higher meridional modes may in principle be parameterized in terms of the wave amplitudes and the lower meridional modes. Independent disturbances of the higher meridional modes would then evidently have to be represented in the truncated system as (stochastic) disturbances of the wave amplitudes and lower meridional modes. Small enough disturbances, however, would still be negligible by the above argument, so that a practical resolution limit would seem to exist beyond which even external disturbances could be safely neglected. The dynamical splitting of the time-dependent disturbance modes that arises in the present model can evidently increase the spatial scale of this resolution limit, by focusing the projection of the small disturbance on the damped modes, and reducing its pro-
jection on the growing modes. The identification of a similar splitting, and the related spatial scales and structures, in numerical weather prediction models could lead to more efficient initialization techniques.

7. Summary

Floquet vectors and singular vectors and the corresponding eigenvalues were computed above for stable and unstable periodic cycles of a simple model of weakly nonlinear baroclinic wave–mean interaction. Each set of vectors was found to divide into two dynamical classes, the first associated with baroclinic wave dynamics and the second with the frictional decay of high meridional modes of the zonal flow. The decompositions of the leading singular vector in terms of the time-dependent Floquet vectors were relatively uniform along the cycle, while the leading singular value depended strongly on initial and optimization times. Disturbance growth in this simple model was found to be related to the wave growth and decay mechanisms associated with the time-dependent basic state.

The results suggest a perhaps surprising connection between the singular vectors (for the chosen norms), which are computed with respect to arbitrary, fixed time intervals along the cycle, and the Floquet vectors, which are defined only as periodic solutions to the disturbance equations linearized about the basic periodic cycles. It is possible that a similar close relation may exist between singular vectors and growing and decaying wave-dynamical modes (where “modes” is meant in the sense of Lyapunov vectors for the general, nonperiodic case) in more complex models.
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APPENDIX

Numerical Methods

The numerical solutions were computed using the public-domain subroutine LSODAR. The root-ﬁnding capability of LSODAR was used to construct the Poincaré sections by solving for $B = 0$ and checking $A > 0$. The Floquet problems were solved in the standard way, using LSODAR to integrate the linearized equations and obtain the fundamental matrix, and the matrix eigenvalue solver DGEEV to solve the matrix eigenvalue problem. Unstable periodic cycles were obtained as described above, by spline-ﬁtting the Poincaré map, and using inverse iteration to generate ﬁrst guesses for a Newton method iteration that in turn used the LU solvers DGETRF and DGETRS. The higher-order cycles were obtained in the standard way, by searching for the sequence of points corresponding to the intersection of the high-order cycle with the $(B = 0, A > 0)$ Poincaré section, rather than for a single periodic point; this requires increasing the state vector by a factor equal to the order of the cycle, but allows the integration intervals to be limited to single Poincaré return times for each pair of points, preventing convergence failures of the Newton iteration for long-period cycles that would otherwise arise from the ﬁnite precision of the initial conditions. It proved necessary to use a successive orthogonalization method to maintain numerical accuracy for the higher-order Floquet problems; that is, by analogy to standard techniques for numerically estimating Lyapunov exponents, the initial conditions for the Floquet calculations were iteratively adjusted according to orthogonalizations of the ﬁnal states, to allow resolution of the decaying Floquet modes in the ﬁnal states and thereby improve the conditioning of the associated matrix problem.
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