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1 Introduction

RNA sequencing (RNA-Seq) is the current technology of choice for investigating gene expression (Mortazavi et al., 2008; Nagalakshmi et al., 2008; Wang et al., 2009); it provides unprecedented comprehensiveness, resolution and sensitivity. A typical RNA-Seq experiment involves isolating and randomly fragmenting mRNA (transcriptome), converting mRNA to complementary DNA (cDNA), preparing the cDNA for sequencing, and finally simultaneously sequencing cDNA fragments to produce hundreds of millions of short RNA-Seq reads. To infer gene expression, the RNA-Seq reads are aligned to sequence features in a reference database. The relative frequency of RNA-Seq reads that match sequence features of a gene serves as a measure of that gene’s expression.

The frequencies of RNA-Seq reads cannot be adequately modeled by the most commonly used distributions such as normal, binomial or Poisson (Di et al., 2011). Although technical variability in read counts has been demonstrated to be Poisson (Marioni et al., 2008), practically useful models must also incorporate biological variability. The negative binomial (NB) distribution, which may be derived as a mixture of Poisson distributions, is a flexible and convenient choice. Consequently, it serves as the basis of several statistical packages for assessing differential expression from RNA-Seq data, including edgeR (Robinson et al., 2010), DESeq (Anders and Huber, 2010), NBPSeq (Di et al., 2011), and the recent version of Cuffdiff (http://cufflinks.cbcb.umd.edu/manual.html) in Cufflinks (Trapnell et al., 2010). For two-group comparisons, the NB distribution permits an exact test (Robinson and Smyth, 2007) that does not rely on large sample size asymptotic theory. The statistical packages exploit this exact test but differ in how they handle the efficient estimation of the NB dispersion parameter and how they deal with the problematic assumption of equal library sizes. (In this paper, library size refers to the total number of unambiguously aligned sequencing reads for each biological sample.)
The model for comparing two NB means extends easily to regression modeling of NB means. This extension is essential for exploring gene expression as a function of explanatory variables and for comparing groups after accounting for other factors. For example, the R package MASS (Venables and Ripley, 2002) and recent versions of DESeq and edgeR all include implementations of NB regression. The theory for the exact test for two-group comparisons does not extend to the regression setting, however. Asymptotic tests – most notably the Wald test and the likelihood ratio test – are available (Venables and Ripley, 2002; Hilbe, 2007; McCarthy et al., 2012), but are mathematically justified only for large sample sizes. Since RNA-Seq studies currently tend to be based on small sample sizes (for example, three biological replicates for each of two treatment groups, for a total sample size of six), there is an obvious need to examine the suitability of the tests derived for large samples.

In this paper we carry out this examination and, in particular, consider likelihood ratio tests with a higher-order asymptotic (HOA) adjustment (Skovgaard, 2001). Such tests have been shown to be very nearly exact in other situations, even for very small sample sizes. We demonstrate that 1) the HOA-adjusted likelihood ratio test \( p \)-values are practically indistinguishable from exact test \( p \)-values in situations where the exact test is available (i.e., two-group comparison), 2) via simulation, that the actual type I error of the test matches the nominal specification in regression settings, for which the exact test is unavailable, and 3) the power of the likelihood ratio test is not apparently affected very much by the HOA adjustment.

This work will help clarify the accuracy of the unadjusted likelihood ratio test and the degree of improvement available with the HOA adjustment. Because the HOA-adjusted test reduces to the unadjusted test when the sample sizes are large enough to ensure the desirable asymptotic test properties, there seems to be little harm in its automatic incorporation into RNA-Seq testing programs, relieving researchers of the need to decide whether or not a small sample adjustment is necessary. Furthermore, we believe the HOA test is a better choice than the exact test for two-group comparison because its theory does not require an assumption of equal library sizes and does not, therefore, require any additional adjustment to overcome the common violation of this assumption in practice.

This paper is organized as follows. Section 2 clarifies the NB regression model. Section 3 introduces higher-order asymptotic inferences. Section 4 shows numerical results. Section 5 includes discussion and conclusion. The Appendices include additional technical details.

## 2 Model

Let \( Y_{ij} \) represent the number of RNA-Seq reads from biological sample \( j \) attributed to gene \( i \) and let \( X_{jk} \) be the value of the \( k \)-th explanatory variable associated with biological sample \( j \), for \( i=1, \ldots, m; j=1, \ldots, n \); and \( k=1, \ldots, p \). Let \( N_j \) be the total number of unambiguously aligned sequencing reads associated with biological sample \( j \) (i.e., \( N_j = \sum_{i=1}^{m} Y_{ij} \)), which we refer to as the (observed) library size of sample \( j \). Our NB regression model for describing the mean expression of gene \( i \) as a function of explanatory variables includes the following three components:

1. A NB probability distribution for the frequency of reads:
   \[
   Y_{ij} \sim \text{NB}(\mu_{ij}, \phi_{ij}),
   \]
   where \( \mu_{ij} \) is the mean and \( \phi_{ij} \) is the NB dispersion parameter such that \( \text{Var}(Y_{ij}) = \mu_{ij} + \phi_{ij}\mu_{ij}^2 \). We assume that frequencies indexed by different \( i \)'s and \( j \)'s are independent of one another.

2. A log-linear regression model for the mean as a function of explanatory variables
   \[
   \log(\mu_{ij}) = \log(N_j) + \log(R_j) + \sum_{k=1}^{p} \beta_{ik} X_{jk}
   \]  
   where \( \beta_{ik} \) are unknown regression coefficients associated with gene \( i \) and the \( R_j \)'s are optional normalization factors, explained below.

3. A model for the dispersion parameter \( \phi_{ij} \) as a function of the mean:
\[ \log(\phi) = f(\mu) \] (3)

where \( f(\cdot) \) is a specified model, such as \( \alpha + \beta \log(\mu)^2 \), or the result of a nonparametric regression fitting algorithm, as clarified below.

Component 2 of the model involves two types of normalization, which are explained next. Component 3 is left in a fairly general form so that the extension of statistical tests to regression settings can be based on any of the dispersion parameter models used in the statistical packages (such as edgeR, DESeq and NBPSeq) mentioned in Section 1.

First we explain the normalization in component 2 of the model. The observed library sizes, \( N_j \), differ due to chance variation in the preparation and sequencing of the samples. An appropriate parameter for comparing gene \( i \)'s expression across different biological samples is the mean relative frequency, \( \mu_i/N_j \). A log-linear model for this parameter,

\[ \log(\mu_i/N_j) = \sum_{k=1}^{K} \beta_k X_{ik} \]

induces the model in (2) for the mean frequency (except for the presence of \( R_j \), which will be explained next). It is important to note that this model directly accounts for variable library sizes, that inferences using this model do not require equal library sizes, and that the nuisance of library size adjustment (which is necessary for the exact NB test in Robinson and Smyth (2007)) is avoided with NB regression analysis.

The other part of normalization has to do with the apparent reduction or increase in expression of non-differentially expressing genes simply to accommodate the increased or decreased expression of truly differentially expressing genes. If, for example, only one gene expresses differently in two groups, its relative frequency of reads will be larger in one of the groups. The relative frequency of all other genes must necessarily be smaller, even though their biological behavior is the same in the two groups. The concern introduced in Robinson and Oshlack (2010) is that this reduction will give a false impression of biological relevance. Since the accommodation for relative frequencies summing to one is shared equally by a very large number of non-differentially expressing genes, we suspect that the effect is usually small, but examples where it is non-ignorable have been demonstrated (Robinson and Oshlack, 2010). Normalization factors, \( R_j, j=1,..., n \), can be included as in model (2), if desired, to account for this possibility. Values of the \( R_j \)'s can be estimated in a first stage of the analysis and then treated as known in the regression model (2). The “median of fold change” method in Anders and Huber (2010) and the “trimmed mean of M-values” method in Robinson and Oshlack (2010) are two possibilities. Since any choice for the \( R_j \)'s can be used within the general model, a particular choice is not important for this paper.

Component 3 of the model has to do with important power gains available by pooling information about the unknown parameters associated with dispersion, such as the \( \alpha \)'s in the example following Eq. (3). These parameters are of little biological interest, but their estimation is a necessary step for producing correct statistical inference about the regression coefficients. For small sample sizes, the power of statistical tests for hypotheses about the \( \beta \)'s could be substantially greater if these parameters were known than if they were estimated from the data.

If a parametric model \( \log(\phi) = f(\mu; \alpha) \) is assumed, then the likelihood ratio test statistic for a hypothesis about \( \beta \) (the vector of regression coefficients for all genes) is \( 2l(\hat{\alpha}, \hat{\beta}) - 2l(\tilde{\alpha}, \tilde{\beta}) \), where \( l() \) is the log-likelihood function for counts from all genes combined (and treated as independent); \( \tilde{\alpha} \) and \( \tilde{\beta} \) are the unconstrained maximum likelihood estimates; and \( \hat{\alpha} \) and \( \hat{\beta} \) are the maximum likelihood estimates for the null-constrained model. Because the maximization based on all genes is unwieldy, it is more practical to approximate the MLEs by a one- or two-iteration two-step process in which the \( \beta \)'s for each gene are estimated individually with the estimated \( \alpha \) taken to be known and with \( \alpha \) estimated from all genes based on estimated \( \beta \)'s.

A further simplifying approximation involves estimating \( \beta \)'s for each gene individually by treating the estimated \( \phi \)'s as known, via the estimated model \( \log(\phi) = f(\tilde{\mu}; \hat{\alpha}) \). Although there is additional uncertainty in this latter approximation due to the small-sample estimation of \( \tilde{\mu} \) for each gene, this is the approximation
that we will investigate in this paper. It permits the incorporation of the proposed HOA-adjusted likelihood ratio tests into the edgeR package (Robinson et al., 2010), which uses empirical Bayes estimates of \( \phi \)'s, optionally with an underlying trend of \( \phi \) as a function of \( \mu \); the DESeq package (Anders and Huber, 2010), which estimates the \( \phi \)'s as a function of estimated \( \mu \)'s using nonparametric regression; and the NBPSeq approach (Di et al., 2011), which conducts likelihood analysis for the NBP parameterization of the NB model, in which the log of \( \phi \) is a straight line function of the log of the mean. Our simulations suggest that the HOA adjustment is useful even with this approximation.

We discuss the logical next steps in the evolution of negative binomial regression for RNA-Seq data analysis in Section 5, with particular attention to the “known \( \phi \)” issue. Lund et al. (2012) proposed quasi-likelihood methods to incorporate uncertainty in dispersion parameter estimates.

### 3 The likelihood ratio test and higher order asymptotic adjustment

The model in Section 2 implies a NB log-linear regression model for each gene, \( i \). We suppress the index \( i \) here:

\[
Y_i \sim NB\left(\mu_i, \phi_i\right)
\]

\[
\log(\mu_i) = \log(N_i) + \log(R_i) + \sum_{k=1}^{p} \beta_k X_{ik}
\]

with the \( \phi_i \)'s taken to be known. We wish to test hypotheses about components of \( \beta \), the vector of regression coefficients. Without loss of generality, suppose that \( \beta = (\psi, \nu) \), where \( \psi = (\beta_1, ..., \beta_q) \) and \( \nu = (\beta_{q+1}, ..., \beta_p) \), and the null hypothesis is \( \psi = \psi_0 \). In regard to this hypothesis, the \( q \)-dimensional parameter \( \psi \) is the parameter of interest and \( \nu \) is a nuisance parameter. We let \( \hat{\beta}(\nu) = \hat{\beta}(\hat{\psi}, \hat{\nu}) \) be the maximum likelihood estimator of the full parameter vector and \( \hat{\beta}(\nu) = \hat{\nu} = (\hat{\psi}, \psi_0) \) be the maximum likelihood estimator under the null hypothesis.

Under the usual regularity conditions, the likelihood ratio statistic,

\[
\lambda = 2\left( L(\hat{\beta}) - L(\hat{\beta}) \right),
\]

converges in distribution to a chi-square distribution with degrees of freedom \( q \) under the null hypothesis (Wilks, 1938). When \( \psi \) is one-dimensional (\( q=1 \)), the signed square root of the likelihood ratio statistic \( \lambda \), also called the directed deviance,

\[
r = \text{sign}(\hat{\psi} - \psi_0) \sqrt{\lambda},
\]

converges to a standard normal distribution. The latest versions of DESeq (Anders and Huber, 2010) and edgeR (Robinson et al., 2010) both implemented the unadjusted likelihood ratio test for coefficients in NB regression models, but the two packages differ in how they pool information across genes to estimate dispersion parameters. Another R package BBSeq (Zhou et al., 2011) also used unadjusted likelihood ratio test for regression coefficients, but BBSeq models the count variation using a beta-binomial model instead of a negative binomial model.

For testing a one-dimensional parameter of interest (\( q=1 \)), Barndorff-Nielsen (1986, 1991) showed that a modified directed deviance

\[
r' = r - \frac{1}{r} \log(z)
\]

is, in wide generality, asymptotically standard normally distributed to a higher order of accuracy than the directed deviance \( r \) itself, where \( z \) is an adjustment term to be discussed below. Tests based on high-order asymptotic adjustment to the likelihood ratio statistic, such as \( r' \) or its approximation (explained below), are...
referred to as higher-order asymptotic (HOA) tests. They generally have better accuracy than corresponding unadjusted likelihood ratio tests, especially in situations where the sample size is small and/or when the number of nuisance parameters \((p-q)\) is large.

However, the definition and computation of the adjustment term \(z\) in Barndorff-Nielsen’s original formulation are difficult in practice. They rely on the specification of an (approximately) ancillary statistic and involve the computation of the sample space derivatives – differentiating the likelihood with respect to the \(\hat{\beta}\) while holding fixed the value of the ancillary statistic. Except for full-rank exponential families and regression-scale models, the sample space derivatives have to be approximated. Although there is more than one way to approximate the sample space derivatives, we prefer Skovgaard’s (1996) approach, which does not require the specification of an ancillary statistic and involves only calculations similar to those involved in computing the expected information. With Skovgaard’s approximations, the HOA test becomes practical for general use.

For testing a one-dimensional component of the natural parameter of a full-rank exponential family, Pierce and Peters (1992) provided a relatively simple representation of the HOA adjustment \([the \text{term } 1\log(z)]\) in Eq. (5) and pointed out that there are two aspects in the HOA adjustment: one reducing the effects of nuisance parameter estimation and the other improving the normal approximation to \(r\) when the information for the parameter of interest is small. While in general the NB regression model in Section 2 does not belong to a full-rank exponential family, the general point that the HOA adjustment consists of two aspects – a nuisance parameter adjustment and an information adjustment – is still valid and illuminating. (In the special case of two group comparison, when all library sizes are equal and all dispersion parameters are the same, it can be shown that the model in Section 2 belongs to a full-rank exponential family. See Appendix 6.2 for details.)

Skovgaard (2001) gave a comprehensive review of the development of the theory and practice of higher order asymptotics. That paper also presented a generalization of Barndorff-Nielsen’s \(r^*\) statistic to test for multi-dimensional parameters \((q>1)\). The test statistic

\[
\lambda^* = \lambda \left( 1 - \frac{1}{\lambda} \log \gamma \right)
\]

is constructed by adding an HOA adjustment to the likelihood ratio statistic. In Appendix 6.1, we provide implementation details of the HOA test with Skovgaard’s approximations for one-dimensional and multi-dimensional parameters in the context of the NB regression model.

### 4 Examples and numerical results

We present examples and numerical results to clarify the regression part of the model (2) and to compare the performance of three asymptotic tests: the HOA test based on the \(r^*\) statistic (5), the unadjusted likelihood ratio (LR) test based on the \(r\) statistic (4), and one other commonly used large sample test based on the Wald statistic Wald (1941, 1943),

\[
(\tilde{y} - \psi_0) \left( \left[ \hat{i}(\hat{\beta})^{-1} \right]_{vq}^{-1} \right) (\tilde{y} - \psi_0),
\]

where \(\hat{i}(\hat{\beta})\) is the Fisher (expected) information. The \(p\)-values reported by the glm.nb program in the R package MASS are Wald test \(p\)-values. Under the null hypothesis, all three of these tests (HOA, LR, and Wald) have the same asymptotic chi-square distribution with \(q\) degrees of freedom.

In Section 4.1, we compare \(p\)-values from the three asymptotic tests to \(p\)-values from the exact NB test for assessing two-group differential gene expression using an Arabidopsis data set and computer generated data sets. In Section 4.2, we evaluate the performance of the three asymptotic tests by type I error simulations. The exact NB test does not extend to general regression settings. In Section 4.3, we present power simulation
results for two-group comparisons. In Section 4.4, we investigate the consequences of treating the estimated dispersion parameter as known. Finally, in Section 4.5, we apply the NB regression analysis to a bacterial data set to identify genes where the treatment and the genotype show strong interaction. We provide some details on the practical application of the NB regression model.

4.1 Comparison to the exact NB test

4.1.1 Overview

For two-group comparison, we can evaluate the accuracy of the asymptotic tests by comparing their \( p \)-values to the \( p \)-values from the exact NB test (Robinson and Smyth, 2007).

The regression model (2) includes the two-group comparison model as a special case. To test differential gene expression in two groups, two covariates \( X_1, X_2 \) are needed (\( p = 2 \)). One can define the intercept term \( X_{i1} = 1 \) for all samples \( j = 1, \ldots, n \), and define

\[
X_{i2} = \begin{cases} 
1 & \text{if sample } j \text{ is from the treatment group} \\
0 & \text{if it is sample } j \text{ is from the control group,} 
\end{cases}
\]

then \( \beta_1 \) will represent the baseline log expression level of the gene as measured by mean relative frequency and \( \beta_2 \) will measure the effect of the treatment on the log expression level. For each gene, testing differential gene expression amounts to testing \( \beta_2 = 0 \).

For two-group comparison examples in this section, a continuity correction was made to the asymptotic tests by adding \( \pm 0.5 \) to the total counts in the two groups [see Pierce and Peters (1992) for details]. As pointed out by Lancaster (1961) among many others, the asymptotic \( p \)-values are meaningful even without continuity correction – they approximate the mid-\( p \)-values (i.e., when computing the \( p \)-value, only half the probability of the observed point is counted in the tail area calculation). Pierce and Peters (1999) also linked uncorrected HOA \( p \)-values to approximate conditional inference.

Even though an exact NB test is available for testing differential expression in two groups, there is good reason to prefer using a regression model with asymptotic inference instead of the exact test: the exact test is theoretically justified only for equal library sizes and requires awkward library size adjustments when library sizes are unequal (Robinson and Smyth, 2008; Anders and Huber, 2010; Di et al., 2011). The regression model (2) overcomes this limitation and is justified for both equal and unequal library sizes. We will demonstrate that the HOA test produces \( p \)-values essentially identical to those from the exact test.

4.1.2 Arabidopsis data

In Di et al. (2011), we examined a pilot Arabidopsis study consisting of three biological replicate samples in each of two treatment groups. In that paper, the exact NB test was used to identify genes that are differentially expressed in the two groups. In order to apply the exact NB test, we thinned the counts so that all library sizes were approximately the same after thinning. We estimated the dispersion parameters by modeling the log dispersion as a parametric function of the log mean. The estimated dispersion model is \( \phi = 1.5 \mu^{-0.5} \) and the estimated dispersion ranges from about \( \phi = 0.05 \) at mean level \( \mu = 1000 \) to \( \phi = 0.5 \) at mean level \( \mu = 10 \). Details on thinning and dispersion estimation were presented in Di et al. (2011).

The goal here is to assess the accuracy of the three large-sample tests. We performed two-sided HOA, LR, and Wald tests on the same thinned counts as used for the exact NB test, using the same estimates of the dispersion parameters. Figure 1 shows the relative differences between \( p \)-values from the three large-sample tests and \( p \)-values from the exact NB test. The relative difference between a large-sample \( p \)-value \( p \), and an exact test \( p \)-value \( p_0 \) is defined as
Note that there is a $p$-value for each of the approximately 25,000 genes to indicate evidence of differential expression. Overall, the $p$-values from the HOA test and the exact test were very similar. The relative differences were smaller than 20% for all genes. The relative differences were smaller than 10% for 99.9% of the genes and smaller than 2% for 92% of the genes. All but one of the 30 cases for which the relative error was $>10\%$ were characterized by frequencies of 0 in one of the groups. The LR test and Wald test provided poorer approximations to the exact test $p$-value. The inaccuracy was present for $p$-values of all levels. The Wald test was the least accurate. For comparison purpose, the limits on the $y$-axes were set to ±1, but in 66 cases, the relative differences between the Wald test $p$-values and exact test $p$-values were out of this range.

4.1.3 Computer generated data sets

To further clarify factors that affect the accuracy of the asymptotic tests, we compared the performance of exact NB, HOA, LR and Wald tests on computer generated data sets. We generated a series of two-group data sets representing different mean levels and differences in means. Each data set – mimicking read counts from a single gene – contained 6 counts in two groups of sizes 2 and 4. For each data set, we used one-sided exact NB, HOA, LR and Wald tests to test whether the two group means are the same. We assumed that the dispersion parameter $\phi$ is 1 for all read counts. We also assumed that the counts are from samples of equal library sizes [i.e., $N_j$’s in model (2) are the same for all read counts] so that the exact NB test can be used without the need for library size adjustment.

In Tables 1 and 2, we compare the $p$-values from the three asymptotic tests and from the exact NB tests for two possible one-sided alternative hypotheses. Figures 2 and 3 give graphical presentations of the same results. When the group sizes are not balanced, it is typical that the asymptotic test $p$-values are more accurate in one tail of the test statistic distribution than in the other. Using one-sided tests and unbalanced group sizes enabled us to investigate the different behaviors of the asymptotic $p$-values in the two tails. Tables 1 and 2 list only the total counts in the two groups, which we call $S_j$ and $S_n$, since they are the sufficient statistics for comparing two group means when the library sizes are the same. In fact, the exact NB test is based on the conditional distribution of $S_{|S_j+S_n}$.

In this set of examples, the HOA test $p$-values show consistent accuracy over a wide range of mean levels and mean differences, even though the total sample size is only 6. Only in extreme cases (meaning one of the group totals is close to 0), are the relative differences between the HOA $p$-values and the exact $p$-values over 5%. An appealing feature of the HOA test theory is that it is the relative errors of the $p$-values that are bounded.
The LR test and Wald test are less accurate. Furthermore, the Wald test $p$-values sometimes display non-monotonicity as the test statistic values tend towards the extremes (see Figure 4). It can be confusing in practice when more extreme differences in count means yield less extreme $p$-values. Similar behavior of the Wald test has been observed and characterized in other families of statistical distributions (Væth, 1985; Fears et al., 1996).

4.2 Type I error simulations

As additional evidence of the exceptional performance of the HOA adjustments, we present results from type I error simulations under a range of NB regression models.

Table 1  Comparisons between the $p$-values from HOA, LR, and Wald tests and the $p$-values from the exact NB test for comparing means in simulated two-group data sets. Each data set contains six counts, divided into two groups: one of size 2 and one of size 4. For each data set, the first two columns list the total counts in the two groups, the third column list the $p$-value of the exact NB test, and the last three columns list the relative differences between the $p$-values of HOA, LR, Wald tests and the $p$-value of the exact NB test. The one-sided alternative hypothesis is that the group with size 2 (group 1) has a smaller mean.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>Exact $p$-value</th>
<th>HOA</th>
<th>LR</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>2.42e-01</td>
<td>0.37%</td>
<td>-17.93%</td>
<td>-17.18%</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>4.07e-01</td>
<td>-0.15%</td>
<td>-11.30%</td>
<td>-11.41%</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>5.66e-01</td>
<td>-0.28%</td>
<td>-6.94%</td>
<td>-6.95%</td>
</tr>
<tr>
<td>1</td>
<td>99</td>
<td>5.39e-03</td>
<td>2.46%</td>
<td>-44.10%</td>
<td>-67.82%</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>9.89e-02</td>
<td>0.17%</td>
<td>-24.69%</td>
<td>-40.75%</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>2.81e-01</td>
<td>-0.09%</td>
<td>-14.73%</td>
<td>-17.64%</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>4.84e-01</td>
<td>-0.14%</td>
<td>-8.57%</td>
<td>-8.65%</td>
</tr>
<tr>
<td>1</td>
<td>999</td>
<td>5.93e-05</td>
<td>3.81%</td>
<td>-58.40%</td>
<td>-99.10%</td>
</tr>
<tr>
<td>10</td>
<td>990</td>
<td>1.28e-03</td>
<td>1.59%</td>
<td>-49.04%</td>
<td>-98.90%</td>
</tr>
<tr>
<td>100</td>
<td>900</td>
<td>8.32e-02</td>
<td>0.18%</td>
<td>-26.07%</td>
<td>-48.42%</td>
</tr>
<tr>
<td>200</td>
<td>800</td>
<td>2.65e-01</td>
<td>-0.08%</td>
<td>-15.34%</td>
<td>-19.21%</td>
</tr>
<tr>
<td>300</td>
<td>700</td>
<td>4.73e-01</td>
<td>-0.14%</td>
<td>-8.83%</td>
<td>-8.95%</td>
</tr>
</tbody>
</table>

Table 2  Comparisons between the $p$-values from HOA, LR, and Wald tests and the $p$-values from the exact NB test for comparing means in simulated two-group data sets. Each data set contains six NB counts, divided into two groups: one of size 2 and one of size 4. For each data set, the first two columns list the total counts in the two groups, the third column lists the $p$-value of the exact NB test, and the last three columns list the relative differences between the $p$-values of HOA, LR, Wald tests and the $p$-value of the exact NB test. The one-sided alternative hypothesis is that the group with size 2 (group 1) has a greater mean.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>Exact $p$-value</th>
<th>HOA</th>
<th>LR</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>3</td>
<td>1.00e-01</td>
<td>1.88%</td>
<td>7.73%</td>
<td>14.20%</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>4.70e-02</td>
<td>3.06%</td>
<td>4.87%</td>
<td>21.11%</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1.70e-02</td>
<td>5.60%</td>
<td>-0.17%</td>
<td>47.21%</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>3.70e-02</td>
<td>0.89%</td>
<td>5.22%</td>
<td>20.82%</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>9.35e-03</td>
<td>1.26%</td>
<td>0.13%</td>
<td>22.70%</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>9.64e-04</td>
<td>1.97%</td>
<td>-8.71%</td>
<td>13.06%</td>
</tr>
<tr>
<td>99</td>
<td>1</td>
<td>5.19e-06</td>
<td>7.86%</td>
<td>-26.93%</td>
<td>327.48%</td>
</tr>
<tr>
<td>700</td>
<td>300</td>
<td>3.14e-02</td>
<td>0.89%</td>
<td>4.68%</td>
<td>22.12%</td>
</tr>
<tr>
<td>800</td>
<td>200</td>
<td>6.97e-03</td>
<td>1.24%</td>
<td>-0.97%</td>
<td>21.73%</td>
</tr>
<tr>
<td>900</td>
<td>100</td>
<td>5.01e-04</td>
<td>1.79%</td>
<td>-10.98%</td>
<td>-5.76%</td>
</tr>
<tr>
<td>990</td>
<td>10</td>
<td>1.18e-07</td>
<td>3.39%</td>
<td>-34.07%</td>
<td>-94.75%</td>
</tr>
<tr>
<td>999</td>
<td>1</td>
<td>5.91e-10</td>
<td>8.88%</td>
<td>-43.91%</td>
<td>28.75%</td>
</tr>
</tbody>
</table>

The LR test and Wald test are less accurate. Furthermore, the Wald test $p$-values sometimes display non-monotonicity as the test statistic values tend towards the extremes (see Figure 4). It can be confusing in practice when more extreme differences in count means yield less extreme $p$-values. Similar behavior of the Wald test has been observed and characterized in other families of statistical distributions (Væth, 1985; Fears et al., 1996).
One-dimensional tests

Table 3 shows Monte Carlo type I error rates for the tests from 10,000 simulated NB two-group comparisons, indicating remarkable agreement of the HOA test with the exact test and the superiority of these two – in producing accurate type I error rates – over the Wald and the unadjusted LR tests.

For this set of simulations, we used mid-$p$-values from the exact NB test and did not apply continuity correction to the asymptotic tests. Due to discreteness, using ordinary $p$-values from the exact test will give slightly conservative results. As discussed in Section 4.1.1, the asymptotic $p$-values without continuity correction are more comparable with the mid-$p$-values.

Table 4 shows another set of Monte Carlo type I error rates for NB two-group comparisons, with higher mean levels. Comparing this set to Table 3, we see that, unlike the Poisson case, the test accuracy did not improve with increased mean value (for fixed dispersion values).
Table 3
Monte Carlo type I error rates of one-sided tests for two-group comparisons at nominal levels (alpha) 1%, 5%, 10%, and 20%. Results are based on 10,000 simulated two-group data sets. Each data set contains six NB counts, divided into two groups: one of size 2 and one of size 4. The simulations were performed under the null hypothesis: both groups were simulated to have the same means (20 for all counts). The dispersion parameters were simulated to be 1.0, 0.3 or 0.1 for all counts. The alternative hypothesis is that the group with size 2 has a smaller [tables (a), (c) and (e)] or greater [tables (b), (d) and (f)] mean.

<table>
<thead>
<tr>
<th>Alpha</th>
<th>Exact</th>
<th>HOA</th>
<th>LR</th>
<th>Wald</th>
<th>Alpha</th>
<th>Exact</th>
<th>HOA</th>
<th>LR</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) φ=1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(b) φ=1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.010</td>
<td>0.010</td>
<td>0.016</td>
<td>0.027</td>
<td>0.01</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.009</td>
</tr>
<tr>
<td>0.05</td>
<td>0.050</td>
<td>0.050</td>
<td>0.071</td>
<td>0.088</td>
<td>0.05</td>
<td>0.049</td>
<td>0.049</td>
<td>0.047</td>
<td>0.041</td>
</tr>
<tr>
<td>0.10</td>
<td>0.099</td>
<td>0.099</td>
<td>0.126</td>
<td>0.144</td>
<td>0.10</td>
<td>0.102</td>
<td>0.101</td>
<td>0.094</td>
<td>0.086</td>
</tr>
<tr>
<td>0.20</td>
<td>0.196</td>
<td>0.196</td>
<td>0.233</td>
<td>0.245</td>
<td>0.20</td>
<td>0.208</td>
<td>0.207</td>
<td>0.190</td>
<td>0.182</td>
</tr>
<tr>
<td>(c) φ=0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(d) φ=0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.011</td>
<td>0.011</td>
<td>0.013</td>
<td>0.015</td>
<td>0.01</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.008</td>
</tr>
<tr>
<td>0.05</td>
<td>0.046</td>
<td>0.046</td>
<td>0.055</td>
<td>0.062</td>
<td>0.05</td>
<td>0.049</td>
<td>0.049</td>
<td>0.046</td>
<td>0.042</td>
</tr>
<tr>
<td>0.10</td>
<td>0.095</td>
<td>0.095</td>
<td>0.109</td>
<td>0.115</td>
<td>0.10</td>
<td>0.100</td>
<td>0.100</td>
<td>0.093</td>
<td>0.089</td>
</tr>
<tr>
<td>0.20</td>
<td>0.196</td>
<td>0.196</td>
<td>0.214</td>
<td>0.220</td>
<td>0.20</td>
<td>0.205</td>
<td>0.205</td>
<td>0.192</td>
<td>0.190</td>
</tr>
<tr>
<td>(e) φ=0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(f) φ=0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.010</td>
<td>0.011</td>
<td>0.011</td>
<td>0.012</td>
<td>0.01</td>
<td>0.010</td>
<td>0.010</td>
<td>0.009</td>
<td>0.008</td>
</tr>
<tr>
<td>0.05</td>
<td>0.048</td>
<td>0.049</td>
<td>0.052</td>
<td>0.053</td>
<td>0.05</td>
<td>0.046</td>
<td>0.046</td>
<td>0.045</td>
<td>0.043</td>
</tr>
<tr>
<td>0.10</td>
<td>0.096</td>
<td>0.096</td>
<td>0.103</td>
<td>0.104</td>
<td>0.10</td>
<td>0.096</td>
<td>0.096</td>
<td>0.091</td>
<td>0.089</td>
</tr>
<tr>
<td>0.20</td>
<td>0.190</td>
<td>0.190</td>
<td>0.202</td>
<td>0.204</td>
<td>0.20</td>
<td>0.199</td>
<td>0.199</td>
<td>0.194</td>
<td>0.192</td>
</tr>
</tbody>
</table>

Table 5 shows similar simulation results for a regression setting. Table 6 shows simulation results for testing the interaction term in an experiment with a 2\times2 treatment structure and with three replicates per treatment group. For these settings, exact tests are not available. These results show similar conclusions – the HOA test produces type I error rates consistently and, in some cases, substantially closer to the nominal error rates than the Wald and unadjusted LR tests.
Table 4: Monte Carlo type I error rates of one-sided tests for two-group comparisons at nominal levels (alpha) 1%, 5%, 10%, and 20%. Results are based on 10,000 simulated two-group data sets. Each data set contains six NB counts, divided into two groups: one of size 2 and one of size 4. The simulations were performed under the null hypothesis: both groups were simulated to have the same means (1000 for all counts). The dispersion parameters were simulated to be 1.0, 0.3 or 0.1 for all counts. The alternative hypothesis is that the group with size 2 has a smaller \( \phi \) (a), (c) and (e) or greater \( \phi \) (b), (d) and (f) mean.

<table>
<thead>
<tr>
<th>Alpha ( \phi )</th>
<th>Exact HOA LR Wald</th>
<th>Alpha ( \phi )</th>
<th>Estimated type I error rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.011 0.011 0.018 0.035</td>
<td>0.01</td>
<td>0.011 0.011 0.011 0.009</td>
</tr>
<tr>
<td>0.05</td>
<td>0.051 0.051 0.070 0.095</td>
<td>0.05</td>
<td>0.050 0.050 0.047 0.041</td>
</tr>
<tr>
<td>0.10</td>
<td>0.103 0.103 0.132 0.151</td>
<td>0.10</td>
<td>0.099 0.099 0.093 0.086</td>
</tr>
<tr>
<td>0.20</td>
<td>0.200 0.200 0.240 0.252</td>
<td>0.20</td>
<td>0.193 0.192 0.177 0.171</td>
</tr>
<tr>
<td>(c) ( \phi = 0.3 )</td>
<td>0.009 0.009 0.012 0.019</td>
<td>0.01</td>
<td>0.009 0.009 0.008 0.006</td>
</tr>
<tr>
<td>0.05</td>
<td>0.050 0.050 0.057 0.067</td>
<td>0.05</td>
<td>0.049 0.049 0.046 0.040</td>
</tr>
<tr>
<td>0.10</td>
<td>0.098 0.098 0.110 0.120</td>
<td>0.10</td>
<td>0.102 0.102 0.095 0.090</td>
</tr>
<tr>
<td>0.20</td>
<td>0.198 0.198 0.215 0.221</td>
<td>0.20</td>
<td>0.201 0.201 0.191 0.186</td>
</tr>
<tr>
<td>(e) ( \phi = 0.1 )</td>
<td>0.012 0.012 0.013 0.016</td>
<td>0.01</td>
<td>0.008 0.008 0.008 0.007</td>
</tr>
<tr>
<td>0.05</td>
<td>0.053 0.053 0.057 0.061</td>
<td>0.05</td>
<td>0.052 0.052 0.049 0.046</td>
</tr>
<tr>
<td>0.10</td>
<td>0.105 0.105 0.111 0.116</td>
<td>0.10</td>
<td>0.104 0.104 0.099 0.094</td>
</tr>
<tr>
<td>0.20</td>
<td>0.205 0.205 0.215 0.218</td>
<td>0.20</td>
<td>0.205 0.205 0.199 0.196</td>
</tr>
</tbody>
</table>

Table 5: Monte Carlo type I error rates of one-sided tests for the coefficient of \( X \) in a NB log-linear regression model, \( \log(\mu) = \log(N) + \beta_0 + \beta_1 X \), at nominal levels (alpha) 1%, 5%, 10%, and 20%. Results are based on 10,000 simulated NB samples of size 6, with the predictor \( X = 1, 2, 4, 8, 16, \) and 32. These simulations were performed under the true null hypothesis where \( \beta_1 = 0, \beta_0 = -11.5 \) and \( N = 10^6 \), so the mean frequencies were \( \mu = 10 \) for all counts. The dispersion parameter was simulated to be 1.0, 0.3 or 0.1. The alternative hypotheses are \( \beta_1 < 0 \) (left side of table) and \( \beta_1 > 0 \) (right side of table).

<table>
<thead>
<tr>
<th>Alpha ( \phi )</th>
<th>Estimated type I error rates</th>
<th>Alpha ( \phi )</th>
<th>Estimated type I error rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) ( \phi = 1.0 )</td>
<td>0.010 0.016 0.010</td>
<td>(b) ( \phi = 1.0 )</td>
<td>0.008 0.006 0.007</td>
</tr>
<tr>
<td>0.05</td>
<td>0.049 0.070 0.091</td>
<td>0.05</td>
<td>0.049 0.036 0.038</td>
</tr>
<tr>
<td>0.10</td>
<td>0.100 0.137 0.164</td>
<td>0.10</td>
<td>0.098 0.075 0.076</td>
</tr>
<tr>
<td>0.20</td>
<td>0.201 0.252 0.272</td>
<td>0.20</td>
<td>0.202 0.163 0.162</td>
</tr>
<tr>
<td>(c) ( \phi = 0.3 )</td>
<td>0.011 0.015 0.013</td>
<td>(d) ( \phi = 0.3 )</td>
<td>0.010 0.009 0.007</td>
</tr>
<tr>
<td>0.05</td>
<td>0.051 0.061 0.067</td>
<td>0.05</td>
<td>0.052 0.045 0.039</td>
</tr>
<tr>
<td>0.10</td>
<td>0.101 0.118 0.124</td>
<td>0.10</td>
<td>0.104 0.091 0.087</td>
</tr>
<tr>
<td>0.20</td>
<td>0.204 0.229 0.235</td>
<td>0.20</td>
<td>0.207 0.182 0.181</td>
</tr>
<tr>
<td>(e) ( \phi = 0.1 )</td>
<td>0.009 0.011 0.009</td>
<td>(f) ( \phi = 0.1 )</td>
<td>0.009 0.008 0.007</td>
</tr>
<tr>
<td>0.05</td>
<td>0.048 0.053 0.049</td>
<td>0.05</td>
<td>0.048 0.044 0.042</td>
</tr>
<tr>
<td>0.10</td>
<td>0.101 0.112 0.108</td>
<td>0.10</td>
<td>0.100 0.091 0.091</td>
</tr>
<tr>
<td>0.20</td>
<td>0.205 0.220 0.220</td>
<td>0.20</td>
<td>0.199 0.186 0.187</td>
</tr>
</tbody>
</table>

In these simulations, we set the dispersion size to be 1.0, 0.3 or 0.1. In general, as the dispersion decreases, the performance of LR and Wald tests relative to HOA will improve, but the accuracy of these tests are also affected by other factors, such as the design matrix. The HOA test shows consistent accuracy across all simulations. In our Arabidopsis data, the dispersion size ranges from about 0.05 when \( \mu = 1000 \) to 0.5 when \( \mu = 10 \).
From our experience, this range is typical of real RNA-Seq data sets. We have kept simulations with dispersion parameter of 1.0, even though it may not be practically realistic, to emphasize the relationship of test accuracy and dispersion parameter size. It is also common that the dispersion tends to decrease with the mean level (Anders and Huber, 2010; Di et al., 2011), so in practice, the accuracy of LR and Wald test will improve with increased mean levels.

### 4.2.2 Multi-dimensional tests

The main result of this paper is about the potentially useful improvements from HOA for tests about a single parameter. We have also implemented the multi-parameter HOA test. Although more simulations in a variety of settings are needed to better understand the behavior for multi-parameter tests, the following results provide an initial investigation.

For testing multi-dimensional parameters ($q > 1$), the forms of the unadjusted LR and Wald test remain the same. For the HOA test, Skovgaard’s approximation (6) can be used. Skovgaard (2001) cautioned that producing accurate test results for multi-dimensional parameters can be challenging. In the examples investigated in Skovgaard (2001), asymptotic tests – with or without HOA adjustments – are less accurate in multi-dimensional examples than in the one-dimensional examples.

In the context of the NB regression model (2), factors influencing the accuracy of the asymptotic tests include the amount of dispersion, sample size, and the structure of the design matrix. Table 7 shows simulation results for testing the interaction terms in an experiment with a $3 \times 4$ treatment structure (i.e., two factors with 3 and 4 levels for each factor) and with two replicates per treatment group. In this example, there are $n=24$ observations, $p=12$ parameters and the dimension of the test is $q=6$. The dispersion parameter is 0.5, 0.3 or 0.1. The HOA test provides noticeable improvement in this quite challenging example.

Table 8 shows type I error simulation results for testing the interaction terms in an experiment with a $4 \times 5$ design and with two replicates per treatment. In this example, there are $n=40$ observations, $p=20$ parameters
Table 7 Monte Carlo type I error rates of one-sided tests for the 6-dimensional parameter for interaction in a 3×4 design at nominal levels (alpha) 1%, 5%, 10%, and 20%. The corresponding regression model is \( \log(\mu) = \log(N) + \beta_0 + \beta_1X_1 + \ldots + \beta_5X_5 + \beta_6X_1X_3 + \ldots + \beta_{11}X_2X_5 \), where indicator variables \((X_1, X_2)\) and \((X_3, X_4, X_5)\) encode levels of two factors. Results are based on 10,000 simulated NB samples of size 24 (two replicates from each of the 12 treatment groups). These simulations were performed under the true null hypothesis, so there was no interaction effect in the simulations \( (\beta_8, \ldots, \beta_{19} = 0) \). Other parameters were specified as \( N = 10^6 \), \( \beta_0 = -11.5 \), \( (\beta_1, \beta_2, \beta_3) = (-1.0, 0.5, 0.1) \), \( (\beta_4, \beta_5, \beta_6, \beta_7) = (0.1, 0.55, 1.0) \), and the mean frequencies range from 3 to 44. The dispersion parameter was simulated to be 0.5, 0.3 or 0.1 for all counts.

<table>
<thead>
<tr>
<th>Alpha</th>
<th>HOA</th>
<th>LR</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.009</td>
<td>0.019</td>
<td>0.013</td>
</tr>
<tr>
<td>0.05</td>
<td>0.044</td>
<td>0.070</td>
<td>0.058</td>
</tr>
<tr>
<td>0.10</td>
<td>0.091</td>
<td>0.133</td>
<td>0.114</td>
</tr>
<tr>
<td>0.20</td>
<td>0.189</td>
<td>0.247</td>
<td>0.224</td>
</tr>
</tbody>
</table>

Table 8 Monte Carlo type I error rates of one-sided tests for the 12-dimensional parameter for interaction in a 4×5 design at nominal levels 1%, 5%, 10%, and 20%. The corresponding regression model is \( \log(\mu) = \log(N) + \beta_0 + \beta_1X_1 + \ldots + \beta_7X_7 + \beta_8X_1X_4 + \ldots + \beta_{19}X_2X_7 \), where indicator variables \((X_1, \ldots, X_3)\) and \((X_4, \ldots, X_7)\) encode levels of two factors. Results are based on 10,000 simulated NB samples of size 40 (two replicates from each of the 20 treatment groups). These simulations were performed under the true null hypothesis, so there was no interaction effect in the simulations \( (\beta_8, \ldots, \beta_{19} = 0) \). Other parameters were specified as \( N = 10^6 \), \( \beta_0 = -11.5 \), \( (\beta_1, \beta_2, \beta_3) = (-1.0, -0.25, 0.5) \), \( (\beta_4, \beta_5, \beta_6, \beta_7) = (0.1, 0.4, 0.7, 1.0) \), and the mean frequencies range from 3 to 44. The dispersion parameter was simulated to be 0.5, 0.3 or 0.1 for all counts.

<table>
<thead>
<tr>
<th>Alpha</th>
<th>HOA</th>
<th>LR</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.008</td>
<td>0.009</td>
<td>0.006</td>
</tr>
<tr>
<td>0.05</td>
<td>0.048</td>
<td>0.055</td>
<td>0.042</td>
</tr>
<tr>
<td>0.10</td>
<td>0.101</td>
<td>0.113</td>
<td>0.093</td>
</tr>
<tr>
<td>0.20</td>
<td>0.198</td>
<td>0.215</td>
<td>0.192</td>
</tr>
</tbody>
</table>

and the dimension of the test is \( q = 12 \). The dispersion parameter is 0.5, 0.3 or 0.1. The large size of \( q \) relative to \( n \) makes this an extreme challenge for the asymptotic tests. The accuracy will improve as the dispersion decreases or as the number of replicates increases.
The optimal power properties of the likelihood ratio test are not preserved with the HOA adjustment. The following tables compare the power of the HOA adjusted likelihood ratio test to that of the ordinary LR and Wald tests in a few situations to get a glimpse into power issues. Power comparisons were done using Monte Carlo simulation, generating a large number of data sets under various alternatives and comparing the proportion of data sets for which each test would reject at a given level $\alpha$. Two different alternative scenarios are presented, as the relative performance of the tests depends somewhat upon whether the larger or smaller group has the larger mean. This asymmetric behavior was also observed in the type I error simulations. Since some of these tests are not perfectly calibrated at the sample sizes considered (see Subsection 4.2), we report

$\begin{bmatrix}
\text{Table 9}
\text{Monte Carlo power (calibrated) for two-group comparisons for tests with level alpha (0.01, 0.05, 0.10, 0.20). Each data set contains six NB counts, divided into two groups, one of size 2 and one of size 4. The simulations were performed under an alternative hypothesis. Group 1, with 4 observations, was simulated to have mean 10, and group 2, with 2 observations, was simulated to have mean 20. The dispersion parameters were simulated to be 1.0 or 0.1 for all counts and were treated as known in performing the tests. One-sided (left side of table) and two-sided (right side of table) tests were performed, and the proportion of 100,000 simulated data sets for which the p-value was less than a critical value $c(\alpha)$ is reported. $c(\alpha)$ was estimated from a separate Monte Carlo simulation under the null hypothesis.}
\end{bmatrix}$

$\begin{bmatrix}
\text{Table 10}
\text{Monte Carlo power (calibrated) for two-group comparisons for tests with level alpha (0.01, 0.05, 0.10, 0.20). Each data set contains six NB counts, divided into two groups, one of size 2 and one of size 4. The simulations were performed under an alternative hypothesis. Group 1, with 2 observations, was simulated to have mean 10, and group 2, with four observations, was simulated to have mean 20. The dispersion parameters were simulated to be 1.0 or 0.1 for all counts and were treated as known in performing the tests. One-sided (left side of table) and two-sided (right side of table) tests were performed, and the proportion of 100,000 simulated data sets for which the p-value was less than a critical value $c(\alpha)$ is reported. $c(\alpha)$ was estimated from a separate Monte Carlo simulation under the null hypothesis.}
\end{bmatrix}$

$\begin{bmatrix}
\text{Table 4.3}
\text{Power simulations}
\end{bmatrix}$

The optimal power properties of the likelihood ratio test are not preserved with the HOA adjustment. The following tables compare the power of the HOA adjusted likelihood ratio test to that of the ordinary LR and Wald tests in a few situations to get a glimpse into power issues. Power comparisons were done using Monte Carlo simulation, generating a large number of data sets under various alternatives and comparing the proportion of data sets for which each test would reject at a given level $\alpha$. Two different alternative scenarios are presented, as the relative performance of the tests depends somewhat upon whether the larger or smaller group has the larger mean. This asymmetric behavior was also observed in the type I error simulations. Since some of these tests are not perfectly calibrated at the sample sizes considered (see Subsection 4.2), we report
calibrated power. For calibrated power, the critical value \( c(\alpha) \) is chosen so that when the null hypothesis is true (the means in the two groups are equal) exactly \( \alpha \) of the resulting \( p \)-values are less than \( c(\alpha) \); that is, \( c(\alpha) \) is the \( \alpha \) quantile of the null distribution of \( p \)-values, where the null distribution is also obtained through Monte Carlo simulation. This allows a more fair comparison between tests, as tests that have very small \( p \)-values even under the null hypothesis will typically appear to have better power due to the tendency to produce small \( p \)-values, but this apparent power is not necessarily truly distinguishing between the null and alternative. In these simulations, the dispersion \( \phi \) was simulated to be 1.0 or 0.1 and treated as known when performing the tests.

In two-sided comparisons, if the group with the larger mean has the larger sample size, the LR test has better calibrated power than the HOA test, and the Wald test has slightly better calibrated power than the LR test. If the group with the larger mean has the smaller sample size, this trend is reversed: the HOA test has better power than LR, and the LR test has better power than the Wald test. There is virtually no difference in the calibrated power of any of the tests – HOA, LR, and Wald – when testing one-sided alternatives. There is also virtually no difference in the calibrated power if the two groups have the same sample sizes (results not shown). These results indicate that when the test statistic distribution is skewed the extreme values in either tail are ranked similarly by these large sample tests, but the extreme values from the two tails, when combined, are not ranked the same way by these tests. No test is dominant in all situations.

4.4 Consequences of treating dispersion estimates as known

In the type I error and power simulations in Sections 4.2 and 4.3, we used the actual (data generating) value of the dispersion \( \phi \) in place of the estimate for evaluating the tests. In practice, we would estimate a model for \( \phi \) from all genes combined, then estimate \( \phi \) for each individual gene from this fit and from the estimated \( \mu \) for the particular gene, and would treat the estimated \( \phi \)’s as known in tests for regression coefficients. A more practically realistic simulation strategy would have been to simulate counts from a complete set of genes (such as 25,000 genes) in each Monte Carlo step, but that strategy would have been very time consuming.

To understand the consequences of treating estimated \( \phi \)’s as known, we simulated one complete set of genes under a two-group comparison setting and estimated the dispersion model from all genes combined (details given below). In this, we found that the type I error rates of the three large sample tests did not depend very much on whether true or estimated \( \phi \)’s were used. The improvement by HOA adjustment was still evident.

Table 11 shows Monte Carlo type I error rates of tests for two-group comparisons at nominal levels (alpha) 1%, 5%, 10%, and 20%. Results are based on a simulated two-group data set containing NB counts for 25,000 genes. The two groups are of sizes 2 and 4. The data were simulated under the null hypothesis: for each gene \( i \), read counts from all six samples were simulated to have the same mean, which was drawn from a log normal distribution \( \log_{10} \mu_i \sim N(2,0.5) \), and the same dispersion, which was determined from the equation \( \phi_i = 1.5 \mu_i^{0.5} \). This dispersion model mimicked the parametric dispersion model estimated from the Arabidopsis data (see Section 4.1.2).

When performing the test, we first estimate the dispersion model from all 25,000 genes combined using method described in Di et al. (2011). The estimated dispersion model is \( \hat{\phi}_i = 1.279 \mu_i^{0.468} \). For each gene \( i \), we then plugged in \( \hat{\mu}_i \) (simply the row means in this setting) into this estimated mean-dispersion function to get the fitted value \( \hat{\phi}_i \) of \( \phi_i \). Treating this estimated value \( \hat{\phi}_i \) as known, we performed HOA, LR and Wald tests to test three possible alternative hypotheses: (a) the group with size 2 has a smaller mean; (b) the group with size 2 has a greater mean; and (c) the two groups have different means. Table 11 summarizes the type I error rates of the tests over all 25,000 simulated genes. The type I error rates show the same trends as in the simulations where we treated \( \phi \) as known. In particular, the HOA test gives more accurate type I error rates.
4.5 Bacterial data

We used RNA-Seq to study the transcriptome changes of the plant pathogenic bacterium *Pseudomonas syringae pv tomato* DC3000. The experiment had a 2×2 structure: two genotypes of the pathogen, wild-type and a ΔhrpL mutant, were individually grown for 7 hours in either King’s B (KB) rich medium or *hrp*-inducing medium (Huynh et al., 1989). Three biological replicates were used in each of the four groups, for a total sample size of 12. HrpL is an alternative sigma factor important for the virulence of this pathogen (Lindeberg et al., 2006). KB represses, whereas *hrp*-inducing medium induces, *hrpL* expression. The goal was to identify genes that were differentially regulated in an *hrp*-inducing medium-dependent and *hrpL*-independent manner.

Total RNA was extracted from *in vitro* grown bacteria using Trizol (Invitrogen, Carlsbad, CA, USA). Samples were depleted of rRNA using MicrobExpress (Ambion, Austin, TX, USA) and Ribominus (Invitrogen, Carlsbad, CA, USA). The enriched mRNA were prepared according to instructions and sequenced on an Illumina HiSeq (Illumina, San Diego, CA, USA). Reads were mapped to the reference sequence (NC_004578.1, Buell et al. 2003) using CASHX (Cumbie et al., 2011).

We use this example to outline the steps needed for practical application of the NB regression model (see Section 2). We focus on one biological question of interest: identify genes for which the effect of media treatment differs in the two genotypes. The statistical task is to test the interaction term in a 2×2 design, which requires the use of the NB regression model. For the design matrix, we will let the intercept term \( X_{i1} = 1 \) for all samples \( j=1,...,J \), \( X_{j2} = 1 \) for one of the media types, \( X_{j3} = 1 \) for one of the genotypes, and \( X_{j4} = X_{j2} \times X_{j3} \). We test the media-genotype interaction by testing the regression coefficient corresponding to \( X_{j4} \). There is no exact NB test available for testing the interaction term.

The regression model can account for differences in observed library sizes, so there is no need to adjust read counts to make the library sizes equal. For estimating the normalization factors \( R_p \), we used the method described in Anders and Huber (2010), which assumes the median log fold change in expression levels...
between any two samples is 0. For this data set, this method gives similar results as the “trimmed mean of M-values” method of Robinson and Oshlack (2010).

For estimating the dispersion parameter, we assume a parametric dispersion model

$$\log(\phi_{ij}) = \alpha_0 + \alpha_1 \log(\pi_{ij}),$$

(7)

where the \( \pi_{ij} = \frac{\mu_{ij}}{N_j R_i} \) is the mean relative frequency after normalization. To estimate the parameters \( \alpha = (\alpha_0, \alpha_1) \) in the dispersion model, we maximize the adjusted profile likelihood (APL):

$$l_p(\alpha) = l(\alpha, \hat{\beta}_o) - \frac{1}{2} \log \det \{ j_{\hat{\beta}_o}; \alpha \},$$

(8)

where \( l(\alpha, \beta) \) is the full model likelihood, \( \hat{\beta}_o \) maximizes the constrained likelihood \( l(\alpha, \beta) \) for fixed \( \alpha \) and \( j_{\hat{\beta}_o} \) the observed information matrix for estimating \( \hat{\beta}_o \). The expression of the likelihood function and other details are provided in Appendix 6.3. Adjusted profile likelihood was introduced by Cox and Reid (1987). It can be viewed as an approximation to the conditional likelihood of \( \alpha \) given the MLE of \( \beta \). In general, maximizing adjusted profile likelihood will give less biased estimates than maximizing unadjusted profile likelihood [i.e., \( l(\alpha, \hat{\beta}_o) \)]. Robinson and Smyth (2008) discussed its use in estimating the dispersion parameter in a constant dispersion model. For the bacteria data set, \( (\alpha_0, \alpha_1) \) are estimated to be \((-1.857, 0.037)\).

The estimated normalization factors \( R_j \) and dispersion parameters \( \phi_{ij} \) are treated as known in the regression model 2, and the regression parameters are then estimated separately for each gene. We applied the LR and HOA tests to all genes and used false discovery rate (FDR, Storey and Tibshirani, 2003) to control for multiple testing. With a FDR cutoff of 0.05, the HOA test identified 153 genes where the effect of the media has significant interaction with the genotype. For the 10 genes displaying the greatest interaction effect, Table 12 shows the estimated log fold changes in their expression levels in the two media types (KB rich versus minimal), separately for the two genotypes (wild type and hrpL mutant). The data provide strong evidence that for these genes the effect of media treatment differs for the two genotypes. For this data set, the LR and HOA tests give similar rankings of the genes, but the LR test \( p \)-values tended to be smaller than corresponding HOA \( p \)-values. LR test identified 161 genes as showing interaction at the specified FDR of 5%, including all 153 identified by the HOA test. This is consistent with the simulation results, which showed that type I error rates for the LR test tended to be slightly larger than the nominal values (so the LR test would produce more than 5% false discoveries when FDR is set at 5%).

<table>
<thead>
<tr>
<th></th>
<th>Wild type</th>
<th>hrpL mutant</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSPTO_1411</td>
<td>−4.38</td>
<td>3.37</td>
</tr>
<tr>
<td>PSPTO_155</td>
<td>−6.04</td>
<td>1.33</td>
</tr>
<tr>
<td>PSPTO_2670</td>
<td>−3.18</td>
<td>1.77</td>
</tr>
<tr>
<td>PSPTO_0513</td>
<td>−3.82</td>
<td>1.21</td>
</tr>
<tr>
<td>PSPTO_2667</td>
<td>−4.32</td>
<td>0.64</td>
</tr>
<tr>
<td>PSPTO_2665</td>
<td>−5.27</td>
<td>0.49</td>
</tr>
<tr>
<td>PSPTO_4462</td>
<td>−5.06</td>
<td>0.22</td>
</tr>
<tr>
<td>PSPTO_4128</td>
<td>−5.55</td>
<td>−0.82</td>
</tr>
<tr>
<td>PSPTO_2664</td>
<td>−4.38</td>
<td>1.00</td>
</tr>
<tr>
<td>PSPTO_1412</td>
<td>−4.85</td>
<td>0.07</td>
</tr>
</tbody>
</table>
5 Discussion and conclusion

We envision NB testing for differential expression as an exploratory tool in an initial phase of research and also as a more formal inferential tool in a follow-up RNA-Seq study to focus more seriously on those genes identified in the exploratory phase. Since the goal of the exploratory phase is simply to identify a manageable set of genes for further study, one might question whether a type I error that departs from the nominal value by only about 10% (as the unadjusted likelihood ratio test does for small sample sizes) is in need of improvement for that purpose. We believe that it is because of the sheer magnitude of tests being performed. If, hypothetically, each of 2000 labs conducts five RNA-Seq studies per year, each testing for differential expression in 30,000 genes, that amounts to 300,000,000 statistical significance tests performed per year. If all tests are controlled to expect 5% false positives but the actual false positive rate is 5.5%, then 1.5 million unexpected false positives would be realized per year. While it may not matter much if an individual study produces 105 rather than 100 candidate genes for further investigation, the elimination of the huge number of unexpected false positives can have an impact on the long-term efficiency in overall learning from RNA-Seq analysis. The benefit of accurate testing in the follow-up studies is justified by more traditional arguments for accurate and optimal statistical inference (which are similarly best conveyed in long-term scientific learning rather than on the effect on an individual study).

On the other hand, the desirable properties of the HOA-adjusted LR test depend on the NB probability model being correct, on the dispersion parameter being functionally dependent on the mean, and on the treatment of estimated dispersion parameters as free of error. We will discuss each of these conditions individually.

First, we believe there are good reasons to believe the NB model is adequate. Although the RNA-Seq technical variability from repeated measurement of a gene from a single biological sample is Poisson (Marioni et al., 2008), the variability among biological samples has been unambiguously observed to be greater than Poisson. The Poisson means from the different biological samples within the same treatment or observational group must vary around the overall group mean, and the marginal distribution is necessarily a mixture of Poissons. Of the choices for modeling the mixing distribution, the gamma is advantageous because it leads to the convenient NB marginal distribution and because it is rich enough to encompass a wide range of possibilities for the distribution of Poisson means. Even if the gamma is not exactly the right mixing distribution for biological variability, it should, at least, be a good approximation and the NB assumption should be pretty safe.

A more controversial assumption, we believe, is that the NB dispersion parameters are functionally dependent on the means. We believe the empirical evidence for this model (Anders and Huber, 2010; Di et al., 2011) is strong enough to proceed with this type of approach, especially because the power benefits (from estimating nuisance parameters from all genes combined) are potentially substantial. To further resolve this issue, though, we are currently preparing diagnostic tools and a goodness of fit test for judging the adequacy of the NB assumption and of the model for dispersion. We will also be conducting further simulations to better articulate the power benefits.

Finally, we comment on the treatment of estimated $\phi$’s as being free of error. We believe this is an unnecessary simplification because likelihood inferences can be made with the more realistic and weaker assumption that the nuisance parameters in the model for the dispersion parameter are known, as discussed in Section 2. The implementation of current approaches that assume a relationship between the dispersion and the mean, though, involves fitting some kind of regression model for the mean of estimated dispersion parameters as a function of estimated NB means, from all genes combined. There is nothing wrong with using estimated means as predictor variables, but the predicted $\phi$’s will necessarily contain some resulting prediction error, even if the regression model is estimated perfectly. From a few preliminary simulation studies we found there to be little difference in the differential expression test properties depending on whether true or estimated $\phi$’s were used, but we believe this issue is in need of closer attention as NB regression methods for RNA-Seq data continue to evolve.

The programs for performing HOA test in NB regression model have been released in the latest version of the R package NBPSeq (version 0.1.6) and available through CRAN R Development Core Team (2012). The inferential techniques we develop will also be integrated into a comprehensive computational pipeline GENE-counter (Cumbie et al., 2011).
6 Appendix

6.1 Implementation details of the HOA test

Here we give the expression of the adjustment term $z$ in Barndorff-Nielsen's $r^*$ statistic with Skovgaard's approximations.

Let $\beta=(\psi, \nu)$ where $\psi=(\beta_1, \ldots, \beta_q)$ is the parameter of interest and $\nu=(\beta_{q+1}, \ldots, \beta_p)$ is a nuisance parameter and we wish to test the null hypothesis $\psi=\psi_0$. We let $\hat{\beta}=(\hat{\psi}, \hat{\nu})$ denote the maximum likelihood estimate of the full parameter vector $\beta$ and $\tilde{\beta}=(\psi_0, \tilde{\nu})$ denote the maximum likelihood estimate of $\nu$ under the null hypothesis. Let $l(\beta)=l(\beta; y)$ denote the log-likelihood, $D_i(\beta; y)$ denote the score vector

$$D_i(\beta; y) = \frac{\partial}{\partial \beta} l(\beta; y),$$

and $j(\beta)$ and $i(\beta)$ denote the observed and the Fisher information matrices, respectively:

$$j(\beta) = j(\beta; y) = -\frac{\partial^2}{\partial \beta^2} l(\beta; y).$$

$$i(\beta) = \text{Var}_{\nu} D_i(\beta; y) = -E_{\nu}(j(\beta; y)).$$

With Skovgaard’s approximations plugged in, the general expression for the adjustment term $z$ in Barndorff-Nielsen's $r^*$ statistic $r^*=r - \frac{1}{r} \log (z)$ is

$$z = [j(\hat{\beta})]_{\nu}^{-1/2} [i(\hat{\beta})]_{\psi}^{-1/2} \frac{r}{[\hat{S}^{-1}\hat{q}]}_{\psi},$$

where $j(\hat{\beta})_{\nu}$ refers to the submatrix corresponding to $\nu$ and the $[\hat{S}^{-1}\hat{q}]_{\psi}$ refers to the component corresponding to $\psi$. The two unfamiliar quantities in $(9)$,

$$\hat{S} = \text{Cov}_{\hat{\beta}}(D_i(\hat{\beta}; y), D_i(\hat{\beta}; y))$$

and

$$\hat{q} = \text{Cov}_{\hat{\beta}}(D_i(\hat{\beta}; y), l(\hat{\beta}; y) - l(\hat{\beta}; y)),$$

are approximations to the so-called sample space derivatives. Note that the quantities involved in computing $z$ are similar to those involved in computing the observed and Fisher information matrices.

Under the NB log-linear regression model $(2)$ introduced in Section 2,

$$Y_i \sim \text{NB}(\mu_i, \phi_i),$$

$$\log(\mu_i) = \log(N_i R_i) + X_i^T \beta,$$

where $X_i=(X_{i1}, \ldots, X_{ix})^T$, $\beta=(\beta_1, \ldots, \beta_p)^T$, and $\phi_i$’s are taken to be known. The likelihood from a single observation $y_i$, up to a constant that does not depend on $\beta$, is

$$l(\beta; y) = y_i \log(\mu(y)) - (y_i + \kappa) \log(\mu(y) + \kappa)$$

where $\kappa=1/\phi_i$ and $\mu(y) = N_i R_i \exp(x_i^T \beta)$. For a set of independent RNA-Seq counts $y=(y_1, \ldots, y_n)$,

$$l(\beta; y) = \sum_{i=1}^{n} l(\beta; y_i).$$
The score vector is
\[ D_i(\beta; y) = \frac{\partial l}{\partial \beta} = \sum_j \frac{\partial l}{\partial \mu_j} \frac{\partial \mu_j}{\partial \beta} = \sum_j \frac{y_j - \mu_j}{\sigma_j^2} \mu_j x_i, \]

the observed information is
\[ j(\beta) = -\frac{\partial^2 l}{\partial \beta^2} = \sum_{j=1}^n \frac{\partial^2 l}{\partial \mu_j^2} \frac{\partial \mu_j}{\partial \beta} + \frac{\partial l}{\partial \beta} \frac{\partial^2 \mu_j}{\partial \beta^2} \]
\[ = \sum_{j=1}^n \left[ \frac{y_j}{\mu_j^2} - \frac{y_j + \kappa_j}{(\mu_j + \kappa_j)^2} \right] \frac{\sigma_j^2}{\mu_j^2} \frac{(y_j - \mu_j) \mu_j}{\sigma_j^2} x_i^T, \]

and the Fisher information
\[ i(\beta) = \sum_{j=1}^n \frac{\mu_j^2}{\sigma_j^2} x_i^T, \]

where \( \sigma_j^2 = \mu_j + \phi \mu_j^2 \). The covariance of the score vectors evaluated at \( \hat{\beta} \) and at \( \tilde{\beta} \) is
\[ \hat{S} = \text{Cov}_\beta(D_i(\hat{\beta}; Y), D_i(\tilde{\beta}; Y)) = \sum_j \hat{\mu}_j \tilde{\mu}_j \hat{\sigma}_j^2 x_i^T x_j = \sum_j (1 - \hat{\mu}_j)(1 - \tilde{\mu}_j) \hat{\sigma}_j^2 x_i^T x_j. \]

and
\[ \tilde{q} = \text{Cov}_\beta(D_i(\tilde{\beta}), l(\hat{\beta}) - l(\tilde{\beta})) = \sum_j \hat{\mu}_j \log(\hat{\mu}_j / \tilde{\mu}_j) x_j, \]

where \( p_j = p_j(\beta) = \log(\mu_j / (\mu_j + \kappa_j)) \) and \( \tilde{\mu}_j = p_j(\tilde{\beta}) \) and \( \hat{\mu}_j = p_j(\hat{\beta}) \).

For testing a hypothesis involving several parameters, Skovgaard (2001) gave two generalizations:
\[ \lambda^* = \lambda - 2 \log \gamma \]

and
\[ \lambda^{**} = \lambda (1 - \frac{1}{\lambda} \log \gamma)^2 \]

which are both approximately distributed as \( \chi^2(q) \), where \( \gamma \) can be approximated by
\[ \left( \frac{\hat{i}^{1/2}}{\hat{i}^{1/2} \hat{S}^{-1} \hat{i}^{1/2}} \right)_{\text{ij}} \left( \frac{\tilde{i}^{1/2}}{\tilde{i}^{1/2} \tilde{S}^{-1} \tilde{i}^{1/2}} \right)_{\text{ij}} \frac{1-\text{tr}(\tilde{D}^{-1} \hat{S}^{-1})}{1-\text{tr}(\tilde{D}^{-1} \hat{S}^{-1} \tilde{i}^{1/2})}. \]

The second statistic \( \lambda^{**} \) reduces to the square of \( r^* \) when \( q = 1 \).

### 6.2 NB regression models and full-rank exponential families

For comparing mean relative frequencies between two groups of NB counts, \( y_1, \ldots, y_n \) and \( y_{n+1}, \ldots, y_{n+m} \), if all effective library sizes \( N_jR_j \) are the same and all dispersion parameters \( \kappa_j \) are the same (say, equal to \( \kappa \)), the log likelihood of the two group means \( \mu_1 \) and \( \mu_2 \) is [cf. Eqs. (10) and (11)]
which belongs to a two-dimensional full-rank exponential family. [In this special case, a simpler formula from Pierce and Peters (1992) can be used to compute the adjustment term $z$, yielding identical results as using Eq. (9) in Appendix 6.1.]

For more general NB regression models, each library will have a different mean frequency $\mu_j$ and a different dispersion parameter $\kappa_j$, so the joint distribution of $Y_j$'s does not belong to a full-rank exponential family but rather to a curved exponential family.

### 6.3 Implementation details of the adjusted profile likelihood

In the adjusted profile likelihood (8), the expression for $j_{\beta \beta}$ is given in (13). The probability mass function of a single NB random variable $Y$ with mean $\mu$ and shape parameter $\kappa$ (the reciprocal of the dispersion) is

$$\Pr(Y=y; \mu, \kappa) = \frac{\Gamma(\kappa+y)}{\Gamma(\kappa)\Gamma(1+y)} \left( \frac{\mu}{\mu+\kappa} \right)^y \left( \frac{1}{\mu+\kappa} \right)^\kappa.$$

The likelihood from a single observation under the $(\mu, \kappa)$ parameterization is

$$l(\mu, \kappa; y) = \log(\Gamma(\kappa+y)) - \log(\Gamma(\kappa)) + y \log(\mu) + \kappa \log(\kappa) - (y+\kappa) \log(\mu+\kappa).$$

The full model likelihood of $(\alpha, \beta)$ is given by summing this over all observations after expressing $\mu$ and $\kappa$ in terms of $\alpha$ and $\beta$ according to the dispersion model (7) and the NB regression model (2). In the dispersion model (7), preliminary estimates of $\mu_{ij}$ are needed. One can estimate these quantities from the regression model (2) by assuming a constant dispersion (e.g., $\phi=0.1$). Precise mean estimates are unnecessary for the dispersion model since under that model, the dispersion changes gradually with the mean.
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