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1.) Analytical Methods
1.1) Sample measurement

Air was extracted from ice core samples using a wet extraction technique, and the methane concentration was measured with a gas chromatograph (GC) using techniques that have been described in detail elsewhere (1-3). Briefly, a ~10 cm tall slab of ice was divided into two samples each with a cross sectional area of ~2.5 cm x 2.5 cm. The outer 1-2 mm of the sample was trimmed with a bandsaw yielding an average sample mass of 60.5 g. Samples were then placed in a pre-chilled glass flask with a glass to metal transition and Conflat flange and sealed to the extraction line with a copper gasket. While on the extraction line the flasks were submerged in a chilled ethanol bath maintained at -70°C. Ambient air was pumped from the flasks for one hour using a turbo molecular pump, and the samples were melted by submersion of the flasks in a hot water bath, releasing the air from the ice into the flask headspace. The flasks were then re-submerged in the ethanol bath to freeze the sample and lower the water vapor pressure in the headspace. The air from each flask was expanded into the sample loop of a GC equipped with a flame ionization detector four times and the concentrations were averaged. The mean values for each pair of samples were averaged to produce a mean concentration for each depth (Fig. S1).

The methane concentrations were then calculated using a linear regression line fitted to the peak area over pressure from a working air standard (500.2 ppb methane on the NOAA04 methane scale (4)). The concentration of the working air standard was periodically calibrated to primary laboratory standard tanks with concentrations ranging from 380 to 1853 ppb, which were in turn calibrated by the NOAA GMD Carbon Cycle Group on the NOAA04 methane scale.

In the summer of 2009 the extraction line was rebuilt to increase the throughput from 8 samples per day to 12 samples per day. In the fall of 2010 foam insulation was added around the bath and extraction line which reduced the thermal gradient inside the flasks and decreased the blank corrections of the rebuilt extraction line by ~2 ppb, otherwise the apparatus has remained unchanged.

Methane concentrations were measured from 1,616 individual ice core samples from 709 discrete depths. Of these, 291 sample depths (644 individual samples) were from the Greenland Ice Sheet Project 2 (GISP2, 72.6° N, 38.5° W) ice core covering 811 B.C.E to 1824 C.E. yielding a mean sampling resolution of 11 years. There is a gap from 708 C.E. to 785 C.E. as no ice was available between 345-359 m. 400 sample depths (902 individual samples) were from the WAIS Divide deep ice core (WDC06A, 79.4676°S, 112.0865°W) covering 2,604 B.C.E. to 1783 C.E. The WDC06A record was combined with data from 18 sample depths (38 individual samples, 14 of which were previously published (1) and 24 were new) from the WDC05A shallow ice core from 1784-1909 C.E. to yield a complete WAIS Divide record covering 2,604 B.C.E. to 1909 C.E with a combined mean sampling resolution of 11 years. 44 sample pairs (11 pairs from WDC06A and 33 pairs from GISP2, 5% of the total number of samples) were rejected because of problems with the extraction line, leaks, extreme disagreement between replicates (>4 standard deviations), and samples with cracks in the ice. 11 GISP2 sample depths (32 individual samples) were excluded due to suspected in-situ methane production, discussed in detail below. The pooled standard deviation of the pairs of samples measured on the same day is 2.0 ppb (excluding the rejected measurements). All of these data are plotted in Fig. S1.
To establish the analytical precision, duplicate pairs of samples from 98 sample depths (47 from GISP2 and 51 from WAIS Divide) were measured. The pooled standard deviation between duplicate pairs of samples is 2.4 ppb. This is slightly higher than the pooled standard deviation between pairs of samples because it incorporates the additional uncertainty from slight changes in day-to-day procedures, solubility, and blank ice corrections. This was taken as the best estimate of the 1σ uncertainty of the complete data set.

1.2) **Blank correction**

To constrain the influence of leaks or other contamination, air-free ice (AFI, see Mitchell et al. (2011) for a description of how AFI was produced) was routinely measured. Sample preparation and analysis with AFI was identical to that of typical samples except that after ambient air was pumped out of the flasks the working standard was added over the AFI to a pressure of ~50 torr. Average AFI corrections were linearly interpolated between days when AFI was analyzed to create a time-dependent correction. Occasionally, AFI was measured along with real ice core samples and in those cases the mean AFI concentrations from that day was used to correct the samples instead of interpolated values. The mean and standard deviation AFI correction to the data is 2.5 ± 1.6 ppb.

1.3) **Gravitational fractionation correction**

Within the firn, gasses undergo a mass dependent fractionation due to gravity (5-7). The magnitude of this fractionation is controlled by the thickness of the diffusive column of the firn. Since the isotopic composition of atmospheric N₂ (δ¹⁵N) has remained constant over timescales relevant to ice cores (8) the measured δ¹⁵N was used to correct for this gravitational fractionation. Methane (M = 16.04 g mol⁻¹) is fractionated relative to dry air (M = 28.96 g mol⁻¹) and the gravitational fractionation is therefore ∆M × δ¹⁵N. Linear interpolation between δ¹⁵N measurements from both the WAIS Divide ice core (Severinghaus, J., personal communication, 2012) and the GISP2 ice core (9) were used to obtain δ¹⁵N values at the depths of the methane samples. The mean correction factor for WAIS Divide samples is 1.00397 ± 0.00007 and for GISP2D is 1.00396 ± 0.00008.

1.4) **Solubility correction**

When air is exposed to liquid water, a portion of it dissolves into the water in a ratio that is described by Henry’s Law. While methane has about the same solubility as oxygen, it is ~2.5x as soluble as nitrogen and therefore the headspace methane concentration decreases during the procedure when the air was exposed to the melting sample water. Mitchell et al. (2011) empirically determined a methane solubility correction factor of 1.0170 ± 0.0031 for the extraction line used here.

2.) **In-situ methane production in the GISP2 ice core.**

A number of the GISP2 samples had methane concentrations elevated relative to both nearby samples and to values expected based on the WAIS Divide record (with a constant IPD added). For five depths enough ice was available to make a second measurement on a different day. In all cases good agreement was obtained between both days, confirming that the measurements represent the real concentration of methane in the ice. To investigate the possibility that these signals represent extremely abrupt atmospheric events, additional samples close to the elevated samples were measured (usually within about ± 1 m, corresponding to ± 5
years). No similarly elevated values were found in these nearby samples. Because the firm air
diffusion and bubble trapping processes act as a smoothing filter of the atmospheric signal on the
order of 20-40 years, it would be impossible for these single-point elevated values to represent
real atmospheric events. It was therefore tentatively concluded that the elevated methane levels
must have been the result of in-situ methane production, probably by microbial metabolism (10).
To objectively identify which samples contain elevated concentrations we followed the approach
of Schilt et al. (2010) who used a spline fit to the data to identify samples containing in-situ
production of N₂O. This was better suited than a lowpass filter because it could be created using
the raw time series data while a lowpass filter would require evenly spaced (interpolated) data.
The Matlab function “csaps” with a smoothing parameter (p) of 0.011, roughly equivalent to a
lowpass filter with a cutoff frequency of 3 years (12), was used to smooth the data. The sample
with the highest elevation above the spline fit was identified and excluded, then the spine was
refit, and this process was repeated until there were no samples which were elevated more than 2
σ (4.8 ppb) above the spline fit. This procedure identified 11 points which are shown in Fig. S2
along with the final spline fit.
Correlations between the elevated methane concentrations and trace element chemical
records from GISP2 (13) were examined to search for a possible source of in-situ methane
production by microbial metabolism. Some, but not all, of the samples with elevated methane
concentrations also had elevated concentrations of ammonium (NH₄⁺). There is no notable
correlation between methane artifacts and any other chemical species. This analysis was
severely limited, however, by the fact that the GISP2 chemistry data generally had a ~44 cm
sample resolution, whereas the samples presented here were 10 cm long and abrupt changes in
chemistry can occur on centimeter scales at this depth range (13). In a few selected areas high-
resolution (2 cm) chemical analysis was performed (13). One of these high-resolution chemical
transects overlapped the methane sample at 583.6-583.7 m that has the largest methane spike
(elevated ~70 ppb over nearby samples and the spline fit) and revealed a very large spike in
NH₄⁺ in the middle of the methane sample. The low-resolution NH₄⁺ record shows a
concentration of 43.9 ppb in a 40 cm long sample whereas the high-resolution NH₄⁺ record
shows peak concentrations of 154 ppb and 78 ppb in two 3 cm long samples located in the
middle of the depth interval encompassing the methane sample and lower concentrations (~5
ppb) surrounding. After making the initial measurement the remaining ice from this depth in the
ice archive at the National Ice Core Laboratory was examined and was found to contain a ~2 cm
thick cloudy band at the same depth of the high-resolution NH₄⁺ peak (Fig. S3). The origin of
this cloudy band is uncertain. Although these observations offer compelling evidence for
organic based in-situ production, it was not possible to unambiguously determine the cause.
Recently Rhodes et al. (2013) used continuous flow analysis of methane and trace
elements on the NEEM S1 ice core from NW Greenland to examine these relationships in greater
detail. They observed reproducible, abrupt, high amplitude methane spikes that could not have
been atmospheric in origin. This study also observed that these spikes were closely associated
with black carbon, NH₄⁺, and NO₃⁻, but they did not have a consistent relationship with inorganic
chemical species derived from mineral dust. Since the NEEM S1 core is located ~650 km
northwest of GISP2 it is possible that these methane spikes were the result of a widespread event
which deposited the organisms and trace elements which were necessary for in-situ methane
production over a large portion of the Greenland ice sheet. This hypothesis should be examined
as other ice cores from Greenland are analyzed in greater detail in the future.
These observations raised the possibility that methane could be produced in-situ throughout the core, not only in the isolated areas discussed previously. This would have elevated the baseline methane concentration and also the methane IPD. This was highly unlikely for two reasons. First, microbial CH4 production would require the simultaneous presence of both methanogenic microbes as well as nutrients, the deposition of which has a very high temporal variability associated with northern hemispheric weather events and seasonal patterns (Fig. S2) (13). Since the magnitude of suspected in-situ methane production is 7-70 ppb, if it was present it would be expected that the contamination would have obscured the multidecadal variability of methane which has a magnitude of 10-40 ppb. However the multidecadal scale variability is similar in both the GISP2 and WAIS Divide records as could be seen in the very high correlation coefficient between the bandpass (pass band = 20-100 years) filtered methane records ($r^2 = 0.85$). Second, if the small amplitude, high frequency trace chemical variations were causing smaller in-situ contamination (< 7 ppb) the high frequency variability of the GISP2 methane record would be larger relative to the WAIS Divide record. However, the standard deviation of the high pass (high pass cutoff = 5 years) filtered records is similar between the ice cores (GISP2 = 1.4 ppb, WAIS = 1.7 ppb).

Given these observations, the only possible type of in-situ production that could have been affecting the GISP2 record would be a small, constant amount of methane production throughout the core. Since microbial metabolism is the only hypothesized source of in-situ methane production and since this source would depend on the highly variable trace chemical deposition on the surface of the ice sheet, a small, constant amount of methane production throughout the core would be highly improbable. The ultimate confirmation that Greenlandic ice core records do not contain methane concentrations elevated by a small amount awaits a new Greenlandic ice core with a high enough accumulation rate to overlap the northern hemispheric record of direct atmospheric methane measurements, which began in 1983.

3.) Chronologies

To construct the IPD, the chronologies of both ice cores needed to be synchronized. The multidecadal events observed in both ice core records must have occurred simultaneously since the durations of the events were much larger than the atmospheric mixing time (~1 year). One ice core record was therefore taken as a “reference” and then a wiggle matching technique was used to obtain an optimal match based on the multidecadal variability – this works provided that the offset between the initial independent chronologies of both cores was smaller than the duration of multidecadal methane variations used in the synchronization.

A coupled heat diffusion-firn densification model was used to determine the ice age-gas age difference ($\Delta$age) in the WAIS Divide and GISP2 ice cores. Accumulation rates were reconstructed for each core using measured annual layer thickness records with a simple 2-D ice flow model to correct for strain due to ice flow (15, 16). GISP2 temperatures were obtained from Kobashi et al., (2011); WAIS temperatures were based on a combination of the borehole temperature record and stable water isotopes (18, 19). Modern day CO2 $\Delta$age values of 205 and 190 years for WAIS and GISP2, respectively, were determined using firn air sampling data from WAIS and Summit stations (20-22). Because methane diffuses more quickly through the firn column than CO2 does, two years were added to the modern day (CO2 based) $\Delta$age estimates (23). The firn densification model was a dynamical version of the Herron and Langway model (24) using ice thermal properties (25). $\delta^{15}$N data was used to verify that the firn column thickness predicted by the densification model was correct.
These chronologies were used as starting points for an iterative Monte Carlo analysis which maximized the correlations between the bandpass filtered GISP2 and WAIS Divide records. The WAIS Divide layer counted chronology was probably more accurate as it was based on a combination of multi-parameter high-resolution chemistry records and electrical conductivity measurements. Therefore the WAIS Divide chronology was chosen to be the “reference” chronology and the GISP2 record was tied to the WAIS Divide record.

The iterative Monte Carlo procedure was conducted as follows. Step 1: Tie points between the methane records were chosen with an equal spacing of 200 years. Step 2: The following procedure was performed 1000 times: the depth of the tie points (standard deviation of 4 m, equivalent to ~20 years) were randomly perturbed to produce a new depth-age scale, a bandpass filter was applied to the records (passband of 20-100 years), and the correlation coefficient was calculated for the whole record. Each tie point therefore had 1000 results consisting of the depth and the correlation of the whole record. Step 3: The mean tie point depth of the 20% of records with the highest correlation coefficients was chosen. Step 4: Steps two and three were iterated through 50 times, which allowed the Monte Carlo procedure to converge on stable depth-age values for GISP2. However, individual iterations still contained small differences, so for Step 5 the mean depth of the final 25 iterations was taken. Step 6: The tie points were shifted by 20 years and steps one to five were performed again. Step six was repeated until 10 independent chronologies consisting of tie points that were spaced 200 years apart were created. Step 7: The 10 independent chronologies were combined into one final chronology. This final chronology is shown in Fig. S4 along with colored symbols that correspond to the 10 individual chronologies.

Two sensitivity tests demonstrate the robustness of the final combined chronology. First, using the GISP2 chronology as the “reference” chronology gives equivalent results. Second, timescales constructed with tie points spaced every 50 and 100 years tested the choice of 200 year tie point spacing. The closer spacing allowed the procedure to over fit the data and create very large oscillations in Δage which are unrealistic. These sensitivity tests demonstrate that 1) the method of establishing the chronology yielded closely spaced tie points which provide detailed information about Δage variability and 2) the 200 year tie point spacing of the individual component timescales prevented the procedure from over fitting the data.

The methane synchronized chronology provides an independent check for the accuracy of the original chronologies (Fig. S4). The methane synchronized GISP2 chronology is 0 ± 11 years different from the gas chronology found from by employing the dynamic firn model and the Meese/Sowers layer counted ice chronology (26). This offset is well within the estimated uncertainty of the layer counting (± 25 years) and firn densification modeling (± 20 years).

4.) Comparison with other ice core records

The new high-resolution records presented here compare well with previous high-resolution methane records from WAIS Divide (WDC05A) (1) and Law Dome (27, 28) (Fig. S1). The WDC05A shallow ice core was drilled at WAIS Divide ~1.3 km away from the main borehole (WDC06A) in the 2005/2006 drilling season. This core was drilled to a depth of 298 m (gas age ~1000 CE) without drilling fluid. For this comparison the WDC05A samples were plotted using the chronology for WDC06A since the two ice cores show nearly identical methane concentrations on a depth scale, indicating that there is little difference in age scales (1). The WDC05A record has a similar temporal resolution as the WDC06A record and excellently
reproduces the variability. Over the time period with data for both ice cores (1002-1780 CE) the correlation coefficient after linear interpolation between the mean of each sample is $r^2 = 0.92$.

The Law Dome ice core was drilled on the coast of Antarctica (66.733°S, 112.833°E) and since there are essentially no methane emissions in the high latitude Southern Hemisphere (SH) the atmospheric history derived from both cores should be the same (29). In reality there may be slight differences owing to different smoothing from diffusion in the firn and bubble trapping processes, but the differences between Law Dome and WAIS Divide shouldn’t be large since both sites have a moderate to high accumulation rate. Overall there is excellent agreement between the WAIS Divide and Law Dome records after ~900 C.E. (Fig. S1, all records are on the NOAA04 calibration scale (4)). Mitchell et al., (2011) noted that the largest discrepancy between the WDC05A and Law Dome record over the past 1000 years is the multidecadal event from 1410-1470 C.E. which has a 10-15 ppb larger magnitude in the Law Dome record than the WDC05A record. The WDC06A and GISP2 records both confirm the magnitude of the event seen in the WDC05A record and suggest that the data for the three samples comprising this event in the Law Dome record may have been elevated. Between 0-900 C.E. the Law Dome record diverges from the WDC06A record; however it appears that this is due to a shift in the chronology. There is a large oscillation in the Law Dome record at ~300-500 C.E. that would match the WAIS Divide record if it was shifted ~80 years (Fig. S1).

5.) Monte Carlo Error Analysis of the IPD
To determine error bands around the IPD record a Monte Carlo analysis which incorporates the 1σ analytical measurement uncertainty of ± 2.4 ppb and a temporal uncertainty of ± 5 years for each of the tie points that were used. The measurements and the tie points were randomly perturbed 1000 times and then a lowpass filter with a cutoff frequency of 20 years was used to smooth each of the 1000 perturbed records. The standard deviation of the 1000 perturbed records was taken to obtain the uncertainty through time. The average 1σ uncertainty for the IPD was ± 3.3 ppb, as indicated with the grey shaded area in the figures plotting the IPD.

6.) Comparison with previous IPD estimates
Previous estimates of the IPD during the LPIH are shown in Fig. S5 (27, 30, 31). The four reconstructions are consistent with each other within their reported error bounds. The additional variability seen in the Etheridge et al., (1998) IPD data was probably caused by their Greenland sampling aliasing the multidecadal scale variability.

7.) Model description
To model the methane budget, an Eight Box Atmospheric Methane Model (EBAMM) was used. This model consists of six tropospheric boxes covering 30° latitude each and one stratospheric box in each hemisphere with the tropopause located at ~200 hPa (Fig. S6). This model was chosen because it can resolve the latitudinal distribution of methane emissions yet is simple enough to model methane concentrations over thousands of years using a personal computer. The original structure of EBAMM was developed in Simulink and was called BOSCAGE-8 (8-Box SF6 CALibrated Global Euler transport model) (32). This original model was reprogrammed and optimized for use in Matlab but it retained the original box structure, transport terms, and sink characteristics from BOSCAGE-8.

Each EBAMM box contains a constant mass of air and the molar ratios of methane isotopologues were changed by the sources, sinks, and transport between the boxes. Since the
present work focused on long term variations of methane, seasonal variability in the sources was not used. Atmospheric transport between the boxes was calibrated against modern SF$_6$ observations using singular value decomposition (SVD) and the interhemispheric transport was set to 1.67 years (32). A sensitivity test was performed to determine if the modeled IPD was sensitive to this interhemispheric transport parameterization. The test used the “N2+A1” emissions scenario (described below) but with a reduced interhemispheric transport time of 1 year, which would represent a very large change in interhemispheric transport. This reduced the IPD by 2.5 ppb demonstrating that the modeled IPD is not overly sensitive to the interhemispheric transport parameterization. The sink distribution and isotopic fractionation factors from OH and soil uptake were taken from BOSCAGE-8 and were originally taken from the 3D model (TM2) (33). In addition a self-feedback was incorporated into the sink term of 10% after Hopcroft et al., (2011). This caused a 100% change in source strength to yield a 110% change in concentration. The late Holocene changes in temperature, humidity, and volatile organic compounds (VOCs) were not large and it was assumed that their impact on OH could be neglected over this time period. The lifetime of methane was set to 10 years at 1500 C.E. A discussion of the implications of using a lifetime of methane of 8 or 12 years based on recent research (35) is in section 9 below.

The detailed source scenarios and changes through time are described below. Unless otherwise noted, the natural sources have latitudinal distributions that remained constant throughout the model runs and are listed in Table S1. The parameterization of anthropogenic emissions will be described in section 8.3.3. The modeled distribution of sources compares well with more complex models of the pre-industrial latitudinal distribution of sources from Harder et al., (2007) Fig. 2b, and also with zonal concentrations modeled in Kaplan et al., (2006) Fig. 8. Furthermore, the conclusions of this work are not sensitive to slight changes in the baseline latitudinal distribution of sources within reasonable limits.

Since EBAMM simulates atmospheric methane concentrations, the concentrations from Boxes 1 and 6 were passed through firn air smoothing filters to represent the smoothing of the atmospheric signal through the upper layer of the ice sheet known as the firn (e.g. (38, 39)). The firn air filters were determined with a firn air transport model and are shown in Fig. S7. The firn air model was calibrated using firn air measurements of reference tracers with known atmospheric history at WAIS and Summit, Greenland. Summit was chosen to represent GISP2 since there were many more firn air measurements from Summit and since Summit is only ~28 km away from GISP2 and should therefore have similar characteristics. Since this work is focused on changes in methane concentrations which occur on a much longer timescale than the width of the firn smoothing filters, the details of the filters have a negligible effect on the conclusions presented here.

8.) Model Scenarios

Model scenarios were used to explore different hypotheses for the late preindustrial Holocene (LPIH) increase in methane concentrations. First the latitudinal constraints the IPD imposed on methane sources were examined by calculating the source strength of a limited number of individual boxes. Next, this result was compared to a similar result obtained from a 3-box model. Then scenarios in which the strength of natural sources (N1 and N2), anthropogenic sources (A1 and A2), and both natural and anthropogenic sources (N2+A1 and N2+A2 with a 50% reduction in per-capita emissions) were varied are described. These scenarios were based on specific hypotheses for changes in the LPIH methane emissions.
Finally scenarios with a range of changes in per-capita emissions through time are considered. The model was allowed to spin up for 100 years prior to the start of each scenario to allow the sources and sinks to reach steady state.

8.1) Constraining the latitudinal changes in LPIH sources.

The global methane budget can be used to solve for two unknown parameters since the ice core records provide two constraints (concentrations in Greenland and Antarctica). The modern distribution of sources can also be used to provide additional constraints. In addition to the sink distribution and interhemispheric transport constraints discussed earlier, work on the modern distribution of sources has shown that emissions south of 30°S are ~11-15 Tg CH₄/yr and emissions north of 60°N are ~15 Tg CH₄/yr (33, 40, 41). These modern distributions include some anthropogenic sources and provide an upper boundary for LPIH sources from these latitudes.

Fig. S8 shows the methane emissions from three different Latitudinal Scenarios (L1-3) which solved the global methane budget with the ice core methane concentrations. In L1 the global methane budget was solved using the tropical NH and SH boxes (box 3 [0-30°S] vs. box 4 [0-30°N]) while all other parameters (sources, sinks, transport) were left constant. It would be surprising if the entire budget was controlled by changes in only tropical sources, so this scenario is considered an end member. In L2 the global methane budget was solved using the combined source strength from the tropical boxes (3-4 [30°S-30°N]) vs. the subtropical NH box 5 [30-60°N]. To do this a fixed ratio between the tropical boxes was used with box 3 [0-30°S] accounting for 52% of the tropical emissions and box 4 [0-30°N] accounting for 48% of the tropical emissions. Lastly, in L3 the global methane budget was solved using the combined source strength from the tropical boxes (3-4 [30°S-30°N]) vs. the combined source strength of the NH extratropical boxes (5-6 [30-90°N]). The ratio between the tropical boxes was the same as in L2 and the ratio between the NH extratropical boxes was 75% in box 5 [30-60°N] and 25% in box 6 [60-90°N]. These latitudinal scenarios encompass all the solvable realistic combinations of source emissions that could explain the observations of globally increasing methane concentrations while maintaining a roughly constant IPD. They demonstrate that the net source changes in the late Holocene involved predominantly increasing sources from the tropics and moderate increases in the extratropical NH with some centennial scale variability. To obtain the zonal change in emissions reported in Table 1 of the main paper the linear regression of the emissions from 800 B.C.E. to 1400 C.E. from L1-3 was calculated from each latitude band. The linear regression was used because the lowpass filtered results contained multidecadal scale variability and this work is focused on the multicentennial scale change. The magnitude of the change in emissions is sensitive to the assumed atmospheric lifetime of methane. This sensitivity will be discussed in greater detail in section 9.

The latitudinal scenarios did not examine scenarios where extratropical SH sources changed because they are a small proportion of the total budget (~5%) and could thus not have had a large impact on changes in LPIH source distributions. Qualitatively, however, if source changes did occur in the extratropical SH they would have to be equal in magnitude but of the opposite sign in the extratropical NH in order to obtain the same IPD and the tropical sources would also respond with the opposite sign in order to maintain the global concentration.
8.2) **Comparison with a 3-box model.**

It is useful to compare the model results discussed above with a previously published model. Fig. S9 shows the calculated emissions using a 3-box model (30). This model assumed a constant source strength in the SH extratropical regions (30°S-90°S) and then solved for tropical and NH extratropical sources using the global methane budget and the observed polar concentrations. The lifetimes in the boxes were changed to 13.3, 7.4, and 24.3 years for the NH, tropical, and SH boxes respectively (yielding a global average lifetime of 10.2 years) to yield parameters consistent with EBAMM. The SH source strength was set to 7.5 Tg/yr which is equivalent to the scenario L3 discussed above when the EBAMM boxes are combined to yield the same zonal regions as the 3 box model. The calculated tropical and NH extratropical emissions are essentially identical between EBAMM and the 3 box model which again shows that the LPIH increase in emissions must have come primarily from tropical regions.

8.3) **Scenarios for LPIH source histories based on estimates from the literature.**

There were six scenarios discussed in the main text, two having variable natural emissions and no anthropogenic emissions (N1 & N2) (42, 43), two having constant natural emissions and variable anthropogenic emissions (A1 & A2) (44, 45), and two with combined variations in natural and anthropogenic emissions (N2+A1 and N2+A2 with a 50% reduction in per-capita emissions). Since the original studies which these scenarios were based on did not all include the same set of base natural sources and in some cases recent research has indicated that previous assumptions about particular sources have been inaccurate, a consistent set of base natural sources were used here for all of the scenarios. The base natural sources included wild animals (15 Tg/yr), termites (20 Tg/yr), ocean (1 Tg/yr), geologic (30 Tg/yr), and biomass burning (17 Tg/yr). The estimate for wild animals and termite emissions came from Houweling et al., (2000). The estimate for ocean emissions came from Rhee et al., (2009). Recent estimates of geologic and biomass burning emissions vary widely so emissions that were roughly in the middle of previous estimates and which also balance the $\delta^{13}$CH$_4$ budget in EBAMM were used (47-51) (Fig. S11). The latitudinal distribution of the natural sources as well as the $\delta^{13}$C values used in the model are shown in Table S1.

For each of these scenarios, first the model’s tropical vs. boreal wetland source strength was adjusted so that the total source distribution produces the correct concentration and IPD values at ~1400 C.E. Then for scenarios N1-2 the anomaly of the wetland emissions from the literature estimate was used to drive the change in emissions through time. In scenarios A1-2 the change in anthropogenic emissions was driven by changes in population (described in section 8.3.3). The concentration and IPD from these model runs are shown in Fig. 2 and Table 1 of the main text and the emissions for each model run are plotted in Fig. S10. The resulting carbon isotopic composition ($\delta^{13}$CH$_4$) is shown for each of the scenarios in Fig. S11.

8.3.1) **Scenario N1: TRENCH wetland emissions from Konijnendijk et al., (2011).**

TRENCH (TRansient Emissions of Natural CH$_4$) is a coarse grid transient model forced by global ice volume, greenhouse gases, and insolation and was used to estimate orbital timescale variations in global wetland emissions over the past 650 ka (42). TRENCH used the climate output from the CLIMAte and BiosphERE model (CLIMBER-2, (52)) which contained atmosphere, ocean, and vegetation components. These models have a resolution of 10° latitude by 51.43° longitude and the emissions from this grid spacing were combined into 30° zonal bands to match the resolution of EBAMM.
8.3.2) Scenario N2: Natural emissions from Singarayer et al., (2011).

Singarayer et al., (2011) produced model snapshots at 1 ka intervals over the past 130 ka using the coupled ocean-atmosphere Hadley Centre climate model (HadCM3) and then used the resulting climatologies as input to the Sheffield Dynamic Global Vegetation Model (SDGVM) coupled to a wetland methane emission model that predicts the location of vegetation, wetlands, methane emissions, and Volatile Organic Compound (VOC) emissions. In addition to wetlands the SDGVM has a fire module which contributes to methane emissions from biomass burning. Their models are forced by varying orbital configurations, greenhouse gases (CO₂, CH₄, and N₂O), ice sheet extent and sea level. The change in methane emissions over the LPIH predicted by this model were applied to the “wetlands” source in EBAMM. The emissions from the original model grid were combined into 30° zonal bands to match the resolution of EBAMM.


Houweling et al., (2000) provided a holistic estimate of the pre-industrial methane budget in order to constrain the magnitude of wetland methane emissions. Their study focused on the average concentration between 1500-1800 C.E. and many of the individual source estimates were for the year 1500 C.E. To match the concentration and IPD data at 1400 C.E. the wetland emissions in scenario A1 were set to 96 Tg/yr. This is much lower than their estimate of 163 Tg/yr (±2σ range of 130-194 Tg/yr), however this work assumed a methane lifetime of 10 years whereas Houweling et al., (2000) used a methane lifetime of 7.2 years. In a sensitivity test where a methane lifetime of 8 years was used (discussed in section 9 below) wetland emissions were set to 135 Tg/yr, which agrees with their estimate within their uncertainty range. The latitudinal distribution of anthropogenic sources was coupled to the time dependent latitudinal distribution of population by binning global population from the HYDE 3.1 database (53) into the 30° zonal distribution of EBAMM, then interpolating those values for each time step and, finally, normalizing this to the global total population at that time step. The strength of the anthropogenic source was then multiplied by these normalized values to obtain the latitudinal distribution of each source at each time step. Since there is no evidence of pre-industrial rice emissions outside of Asia, this source was treated separately from the other anthropogenic emissions. The population from 60-140°E and 10°S-50°N (54) was binned into EBAMM boxes 3, 4 and 5 and this distribution for rice emissions was used in the same manner as for other global anthropogenic emissions. The global population and the population in the rice producing part of Asia are shown in Fig. S12. This scenario sets the following emissions in the year 1500 C.E.: rice agriculture = 10 Tg/yr, domestic ruminants = 5 Tg/yr, and landfills = 5 Tg/yr and assumes the per-capita emissions of rice were constant throughout the LPIH.

The impact of using a per-capita scaling for anthropogenic biomass burning emissions was also examined (Fig. S13). Scaling anthropogenic biomass burning to population causes the 13CH₄ to increase through time which is inconsistent with ice core δ¹³CH₄ data from Greenland (NEEM (47)) and Antarctica (WDC05A (51); Law Dome (50)). As noted previously (47), the long term late Holocene change in δ¹³CH₄ is consistent with a predominantly biogenic increase in sources. By leaving all (natural and anthropogenic) biomass burning emissions constant, the millennial scale δ¹³CH₄ trend, which in the model is caused by increasing biogenic emissions from wetlands and rice agriculture, is able to match the observations (Fig. S11). It is possible to force the model to fit short term variations in the δ¹³CH₄ record by adjusting biomass burning emissions (as has been done previously (47, 50)), however the centennial scale variations in this source obscure the long term changes in emissions that are the focus of this work. Linearly
scaling biomass burning emissions to charcoal records presents challenges because of an incomplete understanding of how charcoal accumulation rates relates to burned area, fire intensity, and severity across a range of environments and vegetation types (55) and is beyond the scope of the present work.

8.3.4) **Scenario A2: Natural and anthropogenic emissions after Ruddiman (2007).**

The early anthropogenic hypothesis provided an upper level estimate of anthropogenic emissions in the LPIH. This scenario was based on estimates of emissions from Table 5 in Ruddiman (2007) and the rice agriculture upper limit of 32 Tg/yr in 1500 C.E was used. This scenario also assumes that per-capita emissions of rice were constant throughout the LPIH. The other anthropogenic emissions were domestic ruminants = 7 Tg/yr, and landfills = 4 Tg/yr. As in previous scenarios, tropical and boreal wetland emissions were used to adjust the concentration and IPD to match the data at 1400 C.E.

The full early anthropogenic hypothesis includes decreasing natural sources and uses increasing anthropogenic sources to balance the budget. However, this decrease in natural emissions was not predicted by either of the models incorporating only natural emissions. Also, if natural emissions were decreasing, there would need to be an even larger increase in anthropogenic emissions over the LPIH which would cause the IPD to increase over time and is not supported by the data. Theoretically if the decrease in natural emissions came primarily from boreal latitudes it could contribute to balancing the IPD, but this would represent a dramatic decrease in boreal emissions which was not suggested in either of the models of natural emissions. This scenario kept natural sources constant to isolate the effect that increasing anthropogenic emissions would have on methane concentrations and the IPD.

Note that since scenarios A1 & A2 have constant natural emissions their model results would be approximately equivalent to what would be expected from N1+A1 and N1+A2 since scenario N1 contains only small changes in natural emissions.

8.3.5) **Combined scenario N2+A1.**

This scenario contains the anthropogenic emission changes from A1 combined with the natural emission changes from N2. It assumes that per-capita changes in emissions stay constant through the LPIH (Fig. S14).

8.3.6) **Combined scenario N2+A2 with a 50% reduction in per-capita emissions from rice agriculture.**

This scenario contains the anthropogenic emission changes from A2 combined with the natural emission changes from N2 with the addition that per-capita emissions of methane from rice agriculture decrease by 50% between 1000 B.C.E. and 1500 C.E. (Fig. S14). Other anthropogenic emissions (landfills and domestic ruminants) were assumed to have a constant per-capita relationship through time.

8.3.7) **Alternative changes in per-capita emissions from rice agriculture.**

The early anthropogenic hypothesis states that LPIH methane emissions from rice must have been disproportionately large because early farming methods were not as efficient as they are today and therefore per-capita emissions of methane from rice agriculture would have been larger in the LPIH than during modern times (56-58). This is consistent with theoretical work indicating that land use intensifies as population increases ((59), and a review in (58)). While
there is a paucity of data on per-capita changes in land use (e.g. (60)), simple assumptions have been proposed and can be tested within the modeling framework used here.

Two recent studies have estimated per-capita land use changes over the Holocene (58, 61) and while they disagree on the absolute magnitude of land use per-capita over the LPIH, both of them predict a 75% to 80% decrease in the relative per-capita land use between approximately 1000 B.C.E. and 1500 C.E. Since a quantitative relationship between land use and methane emissions from rice agriculture does not exist, the per-capita emissions used here were based on population and the literature estimate of anthropogenic rice agriculture emissions in the year 1500 C.E., and then the change in per-capita emissions was scaled to the change in land use in a relative sense. Three levels of changing per-capita emissions were tested, first, per-capita emissions remained constant through time, second, per-capita emissions decreased by 50% between 1000 B.C.E. and 1500 C.E., and third, per-capita emissions decreased by 75% between 1000 B.C.E. and 1500 C.E (Fig. S14). These three levels of per-capita emission changes were used with the combined N2+A1 and N2+A2 scenarios as a sensitivity test to see which level of per-capita scaling provided the best fit to the concentration data (Fig. S15). The primary impact of changing per-capita emissions through time was to increase the early anthropogenic emissions (i.e. emissions at 800 B.C.E.) which had the effect of reducing the change in emissions between 800 B.C.E. and 1400 C.E. For the scenarios that used the anthropogenic emissions from A1, the best fit to the data was achieved with constant per-capita emissions from rice agriculture. For the scenarios that used anthropogenic emissions from A2, the best fit to the data was achieved with a 50% reduction in per-capita emissions from rice agriculture. Both scenarios which used a 75% reduction in per-capita emissions provided a poor fit to the concentration data (Fig. S15).

9) Sensitivity to changes in the assumed lifetime of methane.

Very recently the preindustrial lifetime of methane was assessed as part of the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) (35). This work examined the change in the lifetime of methane between preindustrial and modern times using 17 state of the art global atmospheric chemistry models and found that the multi-model mean and standard deviation of the preindustrial lifetime of methane was 10.1 ± 1.7 years.

In its simplest form, the global methane budget can be expressed as $\frac{dB}{dt} = S - \frac{B}{\tau}$ where $B$ is the total atmospheric burden of methane (Tg), $S$ is the total source strength (Tg yr$^{-1}$), and $\tau$ is the lifetime of methane (yr). The atmospheric burden is a function of the concentration and the total mass of the atmosphere. At steady state ($\frac{dB}{dt} = 0$), the equation can be rearranged as $S = \frac{B}{\tau}$, implying that within a box modeling framework the strength of the sources has an inverse relationship with the lifetime of methane.

To examine how different lifetimes affected the results presented here the scenarios were re-run with lifetimes of 8 and 12 years (Fig. S16, S17, and Table S2). The primary impact on the results of changing the lifetime from 10 years to 8 years (12 years) is that it increased (decreased) the magnitude of emissions needed to support a given atmospheric concentration as well as the magnitude of the change in emissions over the LPIH (Table S2). So, with a lifetime of 8 years (12 years), the change in emissions between 800 B.C.E. and 1400 C.E. calculated from scenarios L1-3 is ~29 Tg/yr (~20 Tg/yr). Regardless of this range, however, the trend in the emission changes was identical regardless of which lifetime was chosen. The model scenarios were each tuned using the tropical vs. boreal wetland source strength so that the distribution and strength of emissions produced the correct concentration and IPD values at ~1400 C.E. The magnitude of biomass burning was also adjusted since the consumption of methane by OH
causes an isotopic fractionation. For a lifetime of 8 years (12 years) biomass burning was set to 25 Tg/yr (12 Tg/yr). Doing this produced essentially identical $\delta^{13}$CH$_4$ model output as in Fig. S11. Then the same magnitude of change in emissions over the LPIH as was used in the main paper (i.e. the changes in emissions from Table 1) was used to drive these scenarios through time (Fig. S17). While the different assumed lifetimes have an impact on the change in concentrations, the IPD was relatively insensitive to the choice of a lifetime. Depending on the assumed lifetime, the combined scenarios would need to be changed in order for them to match the concentrations. With a lifetime of 10 years, the emissions in the “N2+A2 with -50% per-capita” scenario change by 24 Tg/yr (Table 1). Therefore, if the lifetime of methane were set to 8 years (12 years), the change in emissions would need to be increased by 5 Tg/yr to 29 Tg/yr (decreased by 4 Tg/yr to 20 Tg/yr) as indicated by scenarios L1-3 run with different assumed lifetimes (Table S2). This change in emissions would need to occur in the tropical wetlands source since this source has a negligible impact on the IPG. Changing the scenario in this way to account for different assumed lifetimes would not affect the primary conclusion that changes in emissions from both natural and anthropogenic sources were needed to fit the concentration data from both poles.
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Fig. S1. Methane measurements from GISP2 (green), WAIS Divide (the main borehole WDC06A [purple] and the shallow borehole WDC05A [blue] \((1)\)), Law Dome (black) \((27, 28)\), and South Pole (red) \((62)\). Circles represent individual samples and the line is linearly interpolated through the mean concentration from each depth/age. The WAIS Divide records are on a gas-age chronology derived from the WDC06A-7 layer counted ice-age chronology \((63)\) and a dynamic firn densification model. The GISP2 timescale has been optimized to match the WAIS Divide timescale using an iterative Monte Carlo correlation technique. Also shown are rejected samples (WAIS: upwards pointing triangles, GISP: downwards pointing triangles) and GISP2 samples which were suspect of containing in-situ contamination (stars). All methane measurements are plotted on the NOAA04 calibration scale \((4)\). Shaded box indicates the time period for this study.
Fig. S2. GISP2 CH$_4$ and NH$_4^+$ records in the late pre-industrial Holocene (A.), and detailed views of samples at ~510 and ~585m (B.). The line between the data points in (B.) is a spline fit to the data as discussed in the text.
Fig. S3. Cloudy band in the GISP2 methane sample which had methane concentrations ~70 ppb higher than nearby samples. The sample depths are 583.6-583.7 m and the cloudy band associated with the NH$_4^+$ spike is visible from 583.63-583.65 m. Photo credit L. E. Mitchell.
Fig. S4. The difference between the GISP2 (firn model) and GISP2 (CH$_4$ synchronized) chronologies (top) and Gas age-ice age difference (Δage) for the GISP2 and WAIS Divide ice cores (bottom). Gas age chronologies for “GISP2 (firn model)” (orange) and “WDC06A (firn model)” (purple) are determined with a dynamic firn air model. The “GISP2 (CH$_4$ synchronized)” (green with symbols) chronology has 10 different symbol colors corresponding to the tie points of the 10 different iterative Monte Carlo chronologies which each have a spacing of 200 years. The combined chronology thus has tie points which are spaced 20 years apart.
Fig. S5. Comparison with previously published estimates of the IPD (27, 30, 31) over the past 4 ka (upper) and 1 ka (lower). The IPD record presented here has been smoothed with a 20-year lowpass filter and the shaded 2σ error is determined with a Monte Carlo procedure.
Fig. S6. Schematic diagram of the EBAMM model space. There are 6 tropospheric boxes and two stratospheric boxes separated by the tropopause at 200 hPa. Box 1 and Box 6 represent the concentrations of WAIS Divide and GISP2, respectively.
Fig. S7. Age distribution of air in the open porosity for Summit Greenland and WAIS Divide. Summit, Greenland is used instead of GISP2 because of the availability of many trace gases being measured in the Summit firn air. The Summit ice core is ~28 km away from GISP2 and should therefore have very similar smoothing characteristics.
Fig. S8. EBAMM latitudinal scenarios 1-3 (L1-3). Each of the 3 scenarios obtains the same concentration and IPD results. The colors correspond to EBAMM boxes while the pattern of the line indicates scenarios L1-3. These scenarios all assume a methane lifetime of 10 years.
Fig. S9. 3 box model results. The 3 box model is described in (30). The light solid lines are the model results solved for the annually interpolated data, the dark solid lines are the model results solved for the 20-year lowpass filtered concentration data, and the dotted lines are the results of the EBAMM scenario L3 where the boxes have been combined to yield the same zonal regions as the 3 box model. There is a slight divergence in the tropical emissions over time as a result of a difference in the sink parameterization in EBAMM described in section 7.
Fig. S10. Emissions for scenarios from Fig. 2 of the main text. Latitudinal distributions of natural sources are specified in Table S1 and are described for anthropogenic emissions under the description for Scenario A1. In scenarios N1-2 and the combined scenarios, all of the wetland emissions are combined into one “wetlands” source with the latitudinal distribution coming from the cited literature estimates and the tuning procedure described in section 8.3. Scenarios A1-2 have a “Tropical wetland” and “Boreal wetland” source with latitudinal distributions shown in Table S1.
Fig. S11. Modeled $\delta^{13}$CH$_4$ for each of the scenarios. $\delta^{13}$CH$_4$ data comes from WDC05A, Antarctica (51), Law Dome, Antarctica (50), and NEEM, Greenland (47).
Fig S12. Population estimates used in this work derived from the HYDE 3.1 database (53). The global population was used to scale the domestic ruminant and landfill methane sources. The population in the rice producing part of Asia (between 60-140°E and 10°S-50°N) was used to scale the rice agriculture methane source. Shown here is the total population used to scale these methane sources, however the model subdivides these totals into the population in each of the latitudinal bands.
Fig. S13. Model results from Scenario A1 if per-capita scaling of anthropogenic biomass burning emissions is included. In this modified scenario natural biomass burning emissions were set to 15 Tg/yr (instead of 25 Tg/yr in the base scenario) and anthropogenic biomass burning emissions to 10 Tg/yr in the year 1500 C.E. (44) and allow the per-capita scaling technique to change emissions through time. δ¹³CH₄ data comes from WDC05A, Antarctica (51), Law Dome, Antarctica (50), and NEEM, Greenland (47).
Fig. S14. Per-capita emissions of methane from rice production through time used in the model scenarios. Per-capita emissions are defined in the model at the year 1500 C.E. based on the literature estimate of rice production and the population in the rice-producing region of Asia (60-140°E and 10°S-50°N), which at 1500 C.E. was approximately 254 million people. The -50% and -75% change refers to the change in per-capita emissions between 1000 B.C.E. and 1500 C.E.
Fig. S15. Anthropogenic scenarios with a range of changes in per-capita emissions through time. Note that scenario A1 & A2 have constant natural emissions, approximately equivalent to what would be expected from N1+A1 and N1+A2 since scenario N1 contains only small changes in emissions.
Fig. S16. Calculated emissions for scenarios L1-3 assuming a methane lifetime of 8 years (left) and 12 years (right). The change in zonal emissions is reported in Table S2.
Fig. S17. Modeled methane concentrations assuming a methane lifetime of 8 years (left panels) and 12 years (right panels).
Table S1. Latitudinal distribution and carbon isotopic values of methane sources in EBAMM. The latitudinal distribution is expressed as a percentage of the total.

<table>
<thead>
<tr>
<th>Source</th>
<th>90°S to 60°S</th>
<th>60°S to 30°S</th>
<th>30°S to 0°</th>
<th>0° to 30°N</th>
<th>30°N to 60°N</th>
<th>60°N to 90°N</th>
<th>Source Strength (Tg/yr)</th>
<th>δ^{13}C (%) f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boreal Wetlands a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>59</td>
<td>41</td>
<td>Fig. S10</td>
<td>-62</td>
</tr>
<tr>
<td>Tropical Wetlands b</td>
<td>0</td>
<td>2.9</td>
<td>50.2</td>
<td>38.4</td>
<td>8.2</td>
<td>0</td>
<td>Fig. S10</td>
<td>-58.9</td>
</tr>
<tr>
<td>Wild Animals b</td>
<td>0</td>
<td>5</td>
<td>18.7</td>
<td>41.1</td>
<td>35.2</td>
<td>0</td>
<td>15</td>
<td>-60.5</td>
</tr>
<tr>
<td>Termites c</td>
<td>0</td>
<td>2.3</td>
<td>40.5</td>
<td>37.1</td>
<td>2</td>
<td>0</td>
<td>20</td>
<td>-61.5</td>
</tr>
<tr>
<td>Biomass Burning b</td>
<td>0</td>
<td>0.2</td>
<td>56</td>
<td>43.9</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>-25.6</td>
</tr>
<tr>
<td>Ocean d</td>
<td>0</td>
<td>21</td>
<td>47</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-58</td>
</tr>
<tr>
<td>Geologic e</td>
<td>0</td>
<td>0</td>
<td>4.9</td>
<td>7.4</td>
<td>62.2</td>
<td>25.1</td>
<td>30</td>
<td>-41.8</td>
</tr>
<tr>
<td>Rice agriculture</td>
<td>Based on population</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Fig. S10</td>
<td>-63</td>
</tr>
<tr>
<td>Domestic Ruminants</td>
<td>Based on population</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Fig. S10</td>
<td>-60.5</td>
</tr>
<tr>
<td>Landfills</td>
<td>Based on population</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Fig. S10</td>
<td>-55</td>
</tr>
</tbody>
</table>

a – (64)
b – BOSCAGE-8 (32)
c – (40)
d – (65)
e – Global Onshore Gas-Oil Seeps Dataset (GLOGOS) (version APR11) Etioppe, G., (Personal Communication, 2012)
f – (66)

Table S2. Modeled change in zonal methane emissions between 800 B.C.E. and 1400 C.E. (Tg/yr) using methane lifetimes of 8, 10, and 12 years.

<table>
<thead>
<tr>
<th>Methane Lifetime (latitude band)</th>
<th>8 Years</th>
<th>10 Years</th>
<th>12 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBAMM Box</td>
<td>L1</td>
<td>L2</td>
<td>L3</td>
</tr>
<tr>
<td>6 (60-90°N)</td>
<td>0</td>
<td>0</td>
<td>1 ± 1</td>
</tr>
<tr>
<td>5 (30-60°N)</td>
<td>0</td>
<td>6 ± 6</td>
<td>3 ± 3</td>
</tr>
<tr>
<td>4 (0-30°N)</td>
<td>22 ± 9</td>
<td>11 ± 3</td>
<td>12 ± 2</td>
</tr>
<tr>
<td>3 (0-30°S)</td>
<td>8 ± 7</td>
<td>12 ± 3</td>
<td>13 ± 2</td>
</tr>
<tr>
<td>2 (30-60°S)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 (60-90°S)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total change</td>
<td>30 ± 5</td>
<td>29 ± 5</td>
<td>29 ± 5</td>
</tr>
<tr>
<td>CH₄ increase (ppb)</td>
<td>93</td>
<td>92</td>
<td>92</td>
</tr>
</tbody>
</table>