This thesis presents an interactive software tool for tracking a moving object in a video. In particular, we focus on the problem of tracking a player in American football videos. Object tracking is one of the fundamental problems in computer vision. It is one of the most important components in numerous applications of computer vision. For our domain of American football videos, there are no existing trackers which are sufficiently robust to accurately track a player, due to many challenges (e.g. occlusion, camera motion). Our interactive software tool for tracking is aimed at improving the performance of a tracker through human corrections of tracking errors. The literature presents a number of similar interactive tools for tracking. However they are not suitable for our focus domain, because they lack in one aspect or another. Some are not real time, some require sanitized settings, some make restrictive assumptions, while some cannot handle long videos. We use the state-of-the-art method called Online Multiple Instance Learning (OMIL) tracker as our base tracker. While tracking a player, our interactive tool allows
the user to tell the tracker the exact location and size of the player. Given this user feedback, the system updates the player’s trajectory and places a bounding box surrounding the player in each frame. To ensure smoothness in trajectory, we use the spline interpolation to interpolate the player’s trajectory between the user-specified position and the last position estimated as correct. In addition, we estimate the player’s acceleration and use it for placing the bounding box along the interpolated trajectory. All this is done at nearly real time. Our large scale experiments on 355 American football videos demonstrate the effectiveness of our tracking tool. We annotated 355 videos with ground truth trajectories for a set of players of interest. We categorized tracking tasks according to player types so as to provide the user with an estimate of the number of interactions required for getting the expected degree of accuracy. A comparison of tracking results with and without our interactive tool demonstrates the increase in accuracy from 62% to 88% on average in the former case on 355 videos. We also demonstrate that the tool is not tracker dependent by testing it with another tracker called Particle Filtering.
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Chapter 1: Introduction

1.1 Problem Statement

Object tracking is a fundamental problem in computer vision. This problem arises in a wide range of applications including video surveillance and analysis of sports video. In this work, we focus on the domain of football videos where object tracking is used for highlighting players during a play. Player-highlighting is important for estimating a wide range of characteristics of all players. For example, this highlighting is frequently used by coaches and recruiters. From player tracking, they extract statistical data and general information about players’ behavior and capabilities. Players often need to track themselves for showcasing their abilities.

In this work, we focus on the football domain. American football is highly structured domain and it presents a rich set of challenges. For this reason, research in this field is of general interest in the computer vision community. In addition, the football domain is of significant practical and commercial interest. Professional football teams and college teams typically employ crews of video scouts whose job is to organize, annotate, and analyze huge collections of football video. Information from these videos is then used for various coaching purposes. There is an opportunity for computer vision to help annotate video analysis in the football domain.
1.2 Challenges

Videos of American football present a number of challenges for existing approaches to object tracking. These challenges arise from camera motion, occlusion, varying player movements, interaction between multiple players, visual similarities between different players, etc, as explained in greater detail below.

**Camera Motion:** In order to capture the game, the camera pans left and right, or zooms in and out. The cameraman will try to keep the ball and the main players such as quarter back, etc. in view at all times. To do so, there will be significant camera motion which is not typical of other types of video. This camera motion introduces significant motion blur and modifies object trajectories under perspective projection. The state of the art in tracking usually takes into account little to no camera motion. Existing trackers make the assumption that the object being tracked is usually in the center of the frame. This assumption does not hold in football videos. Also, the trackers typically make the assumption about the direction of motion which we cannot make as players can move in various direction on the field depending on their roles eg, offense-defense. Existing approaches typically assume smooth motion trajectories. This assumption does not hold because, often times the camera moves in the opposite direction of the players’ motion introducing non smooth motion trajectories.

**Occlusion:** The sheer number of players and referees on the field at any given time as well as the nature of the football game, where the players clump in large groups make it very likely that a player will be occluded by another player during the course of the play. Some occlusions will be transient but there will be long term occlusions.
Existing approaches typically make the assumption that occlusion is temporary and short term. This assumption does not hold in the case of football videos. Since the tracker is typically unaware of the duration of the occlusion, it finds it difficult to determine if the object in consideration is occluded or has changed appearance.

**Varying player movements:** In American football, there are various types of players such as quarterbacks, running backs, wide receiver, tackle, guard, line back, corner back, safety, etc. Every player-type has a specific role. The way they move is governed by the role assigned to each player. There are different strategies used by different teams and the movements of the players will be different taking into account those strategies. As a result of this variety, it is very difficult to predict how a player will move in any given situation. Existing approaches typically make the assumption about the behavior of a moving object. For example, they assume constant acceleration, movement in the same direction (e.g. car on the street). How ever this assumption does not hold in American football videos.

**Interaction of multiple players at a time:** During the play, especially at the start, there is a lot of interaction among the players. Usually, the guards and tackle try to out muscle each other while the quarter back tries to find a player to who he can pass. If there is a running back, he will most probably try to get past the line of tacklers and guards to get as far up the field as he can. This creates interaction among multiple players as players fall, tackle, get tackled, etc. As a result of this, a player that is being tracked may significantly change in appearance and shape. Existing tracking systems typically make the assumption of smooth appearance and shape changes and thus use smooth updates on the object model for tracking. However this assumption does not hold in
our case, and we need to relax the assumption. We require a dynamic object tracking system which will constantly update the model so that any change in the appearance is well noted.

**Visual similarity among the players of the same team:** Players of the same team have the same uniform. This can confuse the tracker to believe that a nearby player from the same team is the tracked player. Existing approaches typically assume that the tracked object is salient and different from the background.

Due to the aforementioned challenges, developing tracking systems for American football has not had success. A reason for this may be because most of the existing state of the art tracking approaches consider sanitized settings for their specific problems [44, 46, 36, 26, 6, 50, 13, 21, 49, 27]. Such settings include but are not limited to background distinction for the target, no occlusion, etc. Therefore, existing methods cannot robustly overcome these challenges. Therein lies our motivation to create an interactive tool which would be able to provide accurate tracks for the highlighted players with minimal user assistance.

### 1.3 Overview of the Thesis

Although there are a number of off-the-shelf tracking algorithms, they cannot be readily used for tracking players in American football videos. Therefore, we have developed a user interface for facilitating correction of errors in tracking of players in American football videos. Thus we aim to develop an interactive tool for tracking which improves the performance of the basic tracker via introducing human correction of tracking errors.
As the basic tracker we used, the Online Multiple Instance Learning (OMIL) tracking algorithm [6]. In our tool, the tracker is initially run on raw videos. The tool helps the user make corrections by restarting the tracker. The main reasons for using this tracker include the following:

1. The algorithm meets out stringent requirement for real time tracking. It is efficient and gives results in nearly real time.

2. Its an online algorithm and is capable of learning the changes in appearance of the tracked player.

3. Babenko et al in [6] have compared the algorithm with several other algorithms in their work. Their experimental results demonstrate that this algorithm is more robust than competing approaches.

4. The algorithm provides a stable path of the tracked object. This is important for us as we have tried to improve the path outputted by the tracker by using the interpolation strategy. This would be difficult by using other trackers, e.g. Particle Filter [25, 35, 48] in which often the path of the tracked object is not smooth.

The major components of our system include: adapting a state of the art tracker and our interactive tool to enhance its performance.

**Adapt state of the art tracker:** We have adapted one of the state of the art trackers, Online Multiple instance learning tracker, to suit our purpose of tracking players. we made certain software implementations of the algorithm We have modified the algorithm to work well under normal circumstances and track players as long as they are not occluded or out of view.
Interactive tool: The tool enables error correction. Whenever there is an error in the tracking system, the user can pause the tracking and reselect the player from a new position. We have created an interactive system where in the user can decide that the tracker has lost track of the player of interest. At this point the user will pause the video and reselect the player. This feedback from the user will be incorporated into the tracking algorithm so that the user defined feedback is always in the path of the track. The incorporation of feedback into the track will ensure that the track of the player will remain accurate.

Since such feedback will have abrupt jumps in the tracking of the player, we have developed an interpolation technique in the system. This interpolation will correct the error in the track of the player so that a smooth transition of the track is seen from one frame to another. The interpolation technique will dynamically determine the frame where the tracker lost track of the player using the confidence of the tracks in the preceding frames. Then, the system will interpolate between the newly selected user feedback frame and the dynamically determined frame so that such jumps are not observed in the video and a clean and smooth track of the player is output by the system.

We do this interpolation in three parts.

1. Interpolation of trajectory: Here we interpolate how the player must have moved. We take into account the new position from the user feedback and the trajectory of the player where the tracker estimation is confident. This interval is called as the ‘Interpolation Window’. We use spline interpolation to determine the trajectory that the player must have followed during this Interpolation Window.
2. Interpolation of acceleration After interpolating the trajectory of the player we interpolate the acceleration of the player in the Interpolation Window. We estimate the acceleration the player must have had taking into account the acceleration before and after this window. Using this information we interpolate the acceleration of the player. We estimate the position for the player for each frame during this Interpolation Window on the interpolated trajectory.

3. Interpolation of the size of the bounding box On determining the position of the player, we interpolate the size of the player in the Interpolation Window. We determine the size of the player in each frame in this window by considering the last confident bounding box and new user defined bounding box and assume a linear change in the size of the bounding box.

We have manually annotated 355 American football videos with ground truth trajectories of a set of players of interest. We use these annotations to determine the boost in performance of the tracker.

1.4 System Block Diagram

Fig. 1.1 shows the key components of our tracking. As shown in Fig. 1.1, the user will first start the system by choosing a video. Next the user will initiate the tracking process by choosing a player, by drawing a bounding box in any frame the user wishes. The tracker will then track the player. At any time during the video, if the user feels that the tracker has lost track of the player, the user can reselect a bounding box around the player. The tracker will use this feedback to adjust the players track. The user can see
the interpolation at any time by rewinding the video. At the end of the tracking, the system will output the video having a bounding box around the player at all times.

Figure 1.1: Block Diagram of the Player Tracker

The features mentioned above enable it to overcome the challenges faced by the tracker in order to get a good track of any player in a football play. Since the user will be able to give feedback during run time, there is no latency in the processing of the video. The user will be able to get the desired video clip of the tracked player in almost real time. We will actually slow down the video being displayed so that the user will have ample time to provide feedback.

This is one of the first approaches to track football players in real time using user feedback.
Chapter 2: Literature Review

A wide range of computer vision applications require object tracking. Given a target object in the first frame, in particular its position and size, the goal of tracking is to estimate the position and size of the object in the subsequent frames. Object tracking has been studied for several years and much progress has been made in recent years. Yet it remains a very challenging problem. As mentioned in chapter 1.2, there are many challenges involved in object tracking and rarely an approach can claim to successfully handle all of them.

Most approaches for object tracking contain three basic modules: appearance model, motion model and search strategy. We have organized our literature review into groups of tracking approaches that differ in modeling of appearance, trajectories and whether human is encoded in the loop.

2.1 Trackers organized by appearance modeling

In this section we review approaches that use particle filtering, tracking by detection and static or online strategies for modeling appearance.
2.1.1 Particle filtering

Particle filtering is a widely used framework for visual object tracking that is highly extensible and offers the flexibility to handle non-linearity and non-normality in the object models. In recent years, many new particle filter-based approaches have been proposed to solve difficult object tracking problems [25, 35, 48]. However, most of this work has relied on some combination of manual tuning and simple generative learning to set the parameters of the proposed models. These approaches, though, are often ineffective and/or extremely labor intensive.

Since particle filter-based visual object tracking was first proposed, much progress has been made on tracking single objects using particle filters. Particle filter methods can be viewed as driving the learning process by iteratively using the current filter to perform inference on a set of training sequences and then updating parameters based on some measure of the disparity between the filter's output and the desired output. For example, Limketkai et al.'s approach [28] computes a maximum a posteriori (MAP) state sequence for each training example using the current filter and then attempts to adjust filter parameters so that the ground truth sequences become more probable than the current MAP sequences. However because filters sometimes fail badly, often early in training, the filter parameter updates these approaches make can be dominated by the portion of the sequence that occurs after the failure rather than focused on correcting the original point of failure. Our experience suggests that such parameter updates can be counterproductive.

To address this issue, a perceptron algorithm has been extended to focus training
directly on points of filter failure. For example, recent work has proposed performing
updates based only on the part of the predicted sequence up to and including the first
failure [14]. Later work has extended this idea by updating at successive points of failure
[47, 16].

However, even with these updates in the general ideas in Particle Filtering, there
remains a basic necessity to perform manual tuning and learning to set the parameters
of the proposed models for the filter. This leads us to making a complex tracking system
which tries to overcome the challenges faced by trackers by creating a complex model
of the object. It tries to tackle occlusion and camera motion by learning or tuning the
parameters of the filter and trying to figure out when the errors are caused, which is a
hard problem.

Though it works well in cases where a smaller number of challenges are present, our
experimental analysis shows that the tracker output is not stable where there are multiple
challenging cases mentioned in chapter 1.2 at once. This makes it hard to visualize a
decent smooth trajectory for players, as in our case of American football. Also, as there
are similar looking players on the field at a time in American football, the filter is more
prone to failure. Therefore, we cannot use a Particle filter based approach for our needs
of tracking American football players.

2.1.2 Tracking by detection

In tracking by detection there is a large set of candidate detections. In the set of can-
didates we find the target object by linking the most likely appearances in each frame
using network flow [11, 3, 10, 19, 22]. The concept in approaches of this method is to detect the object in every frame. This will give the notion that the object is tracked over the length of the video.

2.1.3 Static Appearance Model

Certain tracking methods of this type [23, 35, 20, 9, 33, 1] employ a strategy in which they train the appearance model of the tracker using only the first frame of the video. To track the object they try to detect that object in the all the frames of the video. This method handles camera motion very well as there is no significance spatial information of the object. Wherever the object is within the frame, it will get detected. But these methods suffer from a drawback. They are unable to cope with any appearance change in the target object. If the appearance of the object changes, then the tracker will look for something which is not present in the frame and will either select something else that looks like the original object or will fail completely. This renders these methods not useful for our purpose as the appearance of the players changes in every frame. They sit, run, change direction at will and a static appearance model cannot be used to track them.

2.1.4 Adaptive Appearance Model

To overcome the change in appearance of the target object, tracking methods which employ adaptive appearance models [31, 24, 37] have been developed. Training such
adaptive methods becomes very difficult as it creates more problems than solutions. For
eexample, the tracker must now know when to update its appearance model and how
to deal with partial or full occlusion. For these types of algorithms to work and give
accurate results, their parameters must be correctly tuned to the specific problem at
hand. Such parameter tuning may give out accurate results in some cases but it may fail
miserably in other cases. For example, if we choose to update the model every 5 frames,
the tracker will give correct results for tracking any player if the every occlusion in the
video lasts for less than 5 frames. It would fail if the occlusion lasted for more frames.
On the other hand, if we increase the number of frames when the appearance model is
updated to a higher number the object may change multiple times before its appearance
model is updated and go wrong. So, deciding such parameters is hard. Also, there may
not be a parameter setting which would work for all the videos.

An important choice in the design of appearance models is whether to model only
the object [37, 7], or both the object and the background [4, 5, 45, 15, 30, 18, 29]. Many
of the latter approaches have shown that training a model to separate the object from
the background via a discriminative classifier can often achieve superior results. These
methods are closely related to object detection an area that has seen great progress in
the last decade. In fact, some of these methods are referred to as ‘tracking-by-detection’
or ‘tracking by repeated recognition’ [32]. In particular, the recent advances in face
detection [41] have inspired some successful real time tracking algorithms [18, 30].

Object detection faces issues similar to those described above, in that it is difficult for
a human labeler to be consistent with respect to how the positive examples are cropped.
In fact, Viola et al. [41] argue that object detection has inherent ambiguities that cause
difficulty for traditional supervised learning methods. For this reason they suggest the use of a Multiple Instance Learning (MIL) approach for object detection. Viola et al. [41] present convincing results showing that a face detector trained with weaker labeling (just the center of the face) and a MIL algorithm outperforms a state of the art supervised algorithm trained with explicit bounding boxes.

Since it was most appealing, we tried to use this method to track players in American football videos, but we found out that it suffers in the challenges we mentioned in chapter 1.2. Though it performs well when there is occlusion, it cannot handle the presence of similar objects in the vicinity. It often learns the wrong object quickly and decides to track that instead of the object in question. Since this scenario is often encountered in American football, we cannot use this method alone to track players in American football videos. Therefore, we have tried to extend this approach so that we could generate seamless and smooth tracks for players in American football videos.

2.2 Modeling trajectories

Formulation of tracking as a global path optimization problem has been recent development in this field [2, 12, 39]. Rotoscoping [2] is a contour based tracking designed for graphics applications. The contour tracking is cast as a space time optimization problem that solves for time-varying curve shapes based on input video and user inputs. It is difficult to be applied to other tracking tasks. In [39], 3D curved object trajectory segments are extracted from the video using spectral clustering. Then, the occlusion and final object path are inferred based on these trajectory segments. The trajectory segment
extraction and analysis are too slow (e.g., 1 fps) for interactivity. The interactive feature tracking system in [12] tracks a $20 \times 20$ image patch. A k-d tree is used to quickly detect the feature and produce multiple hypotheses in every frame. The detection can run at 100 to 200 fps for a $320 \times 240$ video. The patch based representation has limited effectiveness on generic objects that can change pose, viewpoint, scale and aspect ratio. The k-d tree will be very expensive to support the patches with varying size and shape. Before the user interaction, the k-d tree cannot be precomputed since the size and shape of the object is unknown. As earlier developed such methods are either too slow or too expensive, we cannot use them effectively to track players in American football. We have however, used this idea of user feedback and applied it to real time tracking systems to get highly accurate and real time tracking of the players.

2.3 User Assisted Tracking Mechanisms

The simplest type of user assisted tracking systems do not actually use a tracking algorithm. These systems ask the user to annotate the object in different parts of the video. A variety of systems [40, 43, 38] have been developed to annotate video data for research purposes use this approach. Then, they use an interpolation technique to simply “join the dots” and provide a track for the object. Such systems cannot handle many of the challenging aspects of tracking, especially camera motion as they perform simple interpolation and do not actually track the object. The also cannot handle the varied and erratic motions of the players as they cannot be determined only through annotation. Also, since the user annotates different frames of the video, the user is doing most part
of the work in such user assisted tracking methods. These methods perform better when the user provides more annotated frames, i.e. it requires manual labor to get accurate results. Therefore, these methods too cannot be used for our purpose.

In case of the algorithms mentioned in the chapters 2.1.1 and 2.1.2 and their varieties, accurate tracking is hard to achieve. Such fully automated methods have no way to retrieve a lost object. When application requires high tracking accuracy, an interactive system that involves user inputs is often necessary. A small amount of user assistance can help a tracker to recover from failure. For example, the user can specify the object state (e.g., location and size) in a few frames which can be used effectively to generate a good track.
Chapter 3: Online Multiple Instance Learning Tracker

We have implemented the state-of-the-art Online Multiple Instance Learning (OMIL) object tracking algorithm which can robustly track image patches across a video sequence. It is an online approach that learns the appearance of the object changes from frame to frame. The input to the tracker is a video and an initial bounding box of the target object, defining the first location and dimensions of the image patch to be tracked. On each subsequent frame, the tracker places the bounding box at the location of the target object.

3.1 System Overview

**Algorithm 1 OMIL Algorithm**

**Input:** Video frame

1. Crop set of image patches on the object $X_{d} = \{ x : ||l(x) - l_{t-1}|| < d \}$ and compute feature vectors for these patches.
2. Use the appearance model to denote the presence of the object, i.e. estimate $p(y = 1|x)$ for each $x \in X_{d}$.
3. Update tracker location to the image patch having maximum response from the classifier $l_t = l(\arg \max_{x \in X_{d}} p(y|x))$.
4. Crop two sets of image patches on the new object location $X_{pos} = \{ x : ||l(x) - l_t|| < r \}$ and $X_{neg} = \{ x : r < ||l(x) - l_t|| < \beta \}$.
5. Update appearance model with one positive bag $X_{pos}$ and negative bags $X_{neg}$.

The key steps of OMIL tracker are given in algorithm 1. The tracker considers a player to be identified by a tight rectangular bounding box around him. The player
representation for tracking consists of a set of Haar-like features [41, 17]. The tracker consider 4 rectangles around each image patch represented by the player, having real valued weights. The feature value is then a weighted sum of the pixels in all of the rectangles. We use a discriminative classifier \( p(y|x) \) as the appearance model, where \( x \) represents the image patch and \( y \) is a binary variable that denotes the presence of the object in that image patch. At every time step \( t \), our tracker maintains the object location \( l_t \). To get the location of the tracker in the next frame, the tracker crops a set of image patches \( X^d = \{ x : ||l(x) - l_{t-1}|| < d \} \) that are within some search radius \( d \) of the current tracker location, and compute \( p(y|x) \) for all \( x \in X^d \). We then update the tracker location to the one that has the maximum response:

\[
l_t = l\left(\arg\max_{x \in X^d} p(y|x)\right)
\]  

(3.1)

This means at time \( t \), the target is equally likely to be within a radius of \( d \) of the tracker location at time \( t - 1 \):

\[
p(l_t|l_{t-1}) = \begin{cases} 
1, & \text{if } ||l_t - l_{t-1}|| < d \\
0, & \text{otherwise.}
\end{cases}
\]  

(3.2)

For updating the appearance model, the tracker creates two bags. One positive bag containing a set of patches \( X^{pos} = \{ x : ||l(x) - l_t|| < r \} \), where \( r < d \). This bag will contain the positive samples for learning from the patches taken from the player. Every patch in this bag will represent some part of the player. The other bag will be a negative bag containing patches \( X^{neg} = \{ x : r < ||l(x) - l_t|| < \beta \} \) where \( r < d \) and
\( \beta \) is another scalar. As one can see, there will be more negative samples than positives. To keep the training balanced, we subsample the negative bag randomly. This negative bag will represent the surroundings of the player.

When searching for the location of the object in a new frame, the tracker crops out image patches from the image. Once it finds the location with the maximum response, it updates the current state accordingly.

### 3.2 Multiple Instance Learning

Most learning algorithms require that their data is in the form \( \{(x_1, y_1), \ldots, (x_n, y_n)\} \) where \( x_i \) is the instance of the data while \( y_i \) is a binary label for that instance. In our case the instance of the data is in the form of bags. So, the training data is of the form \( \{(X_1, y_1), \ldots, (X_n, y_n)\} \) where \( X_i = \{x_{i1}, \ldots, x_{im}\} \) is the bag, and bag label is defined by:

\[
y_i = \max_j y_{ij}
\]

(3.3)

where \( y_{ij} \) are the instance labels. So, if a bag contains even one positive instance, it is considered to be a positive bag. OMIL uses the MILBoost algorithm proposed by Viola et al. in [42]. This algorithm maximizes the log-likelihood of bags by using the gradient boosting framework:

\[
L = \sum_i \log p(y_i | X_i)
\]

(3.4)
As we can see, we aim to train an instance classifier which will estimate $p(y|x)$. The labels of the instances are not known at the time of training. Thus, the likelihood is calculated for bags instead of the instances. The tracker uses the Noisy-OR (NOR) model to relate the probability of a bag being positive to its instances as follows:

$$p(y_i|X_i) = 1 - \prod_{j} 1 - p(y_i|x_{ij})$$

(3.5)

Due to equation 3.5, if the probability of one of the instances in a bag is high the probability of the whole bag is high.

### 3.3 Online Boosting

The OMIL algorithm uses the MILBoost framework which combines a set of weak classifiers ($h(x)$) into a strong classifier ($H(x)$) as follows:

$$H(x) = \sum_{k=1}^{K} \alpha_k h_k(x)$$

(3.6)

where $\alpha_k$ are scalar weights assigned to each of the weak classifiers. These weights are adjusted after every iteration by assigning more weight to the misclassified instances. If the classifier is a decision stump, the feature having the most discriminating power is chosen for the entire training set. Thus the boosting performs feature selection by choosing a set of $K$ features which is smaller than the feature pool, that have more discriminating power. Such feature selection proves advantageous for video tracking because the features are selected at runtime, creating the classifier that is optimal for the
current object in the video.

Typically boosting algorithms learn this type of model in batch mode. They train the weak classifiers sequentially and then after each weak classifier is trained, they update the weights based on misclassification. The OMIL algorithm learns the model in online mode. As we know that the instance weights and the classifier weights depend on the errors of the weak classifier, this algorithm keeps track of the individual weak classifier errors by keeping a running average of error for each $h_k$. Due to this error, the algorithm can update the weights of the classifier in an online fashion.

The entire data is not available at any given time for the model update. Since the algorithm is an online algorithm instead of the batch processing one, we cannot use decision stumps for selecting the most discriminating features. We have to preselect the features. To do so, we maintain a pool of $M > K$ weak classifiers. At the time of updating weights, all the $M$ classifier weights are updated, but the algorithm chooses $K$ sequential classifiers from this pool by keeping running averages of errors and updates the weights for $h$ accordingly.

### 3.4 Online Multiple Instance Boosting

In boosting algorithms, the goal is to optimize a specific objective function $J$. So, weak classifiers are chosen to optimize the following criteria:

$$
(h_k, \alpha_k) = \arg \max_{h \in \kappa, \alpha} J(H_{k-1} + \alpha h) \tag{3.7}
$$

where $\kappa$ is the set of weak classifiers and $H$ is the strong classifier made up of $k - 1$
weak classifiers in sequence. The classifier is updated to maximize the log-likelihood according to equation 3.4. The instance probability is given by computing the sigmoid of the strong classifier for that instance: \( p(y|x) = \sigma(H(x)) \), where \( \sigma \) is the sigmoid function. The bag probability is modeled by the NOR model given by equation 3.5. For simplicity the weak classifiers return real values than binary ones by absorbing the \( a_k \).

The algorithm keeps track of \( M > K \) weak classifiers at all times. When the tracker updates the weights, it updates the weights of all of the weak classifiers in parallel. As seen before all the weak classifiers are instance classifiers and the tracker passes the label of the bag as the label of the instance to the weak classifier for training purposes. It chooses \( K \) weak classifiers from the classifier pool which maximizes the log-likelihood of the bags:

\[
    h_k = \arg \max_{h \in h_1, \ldots, h_M} L(H_{k-1} + h) \tag{3.8}
\]

### 3.5 Discussion

Using Multiple Instance Learning to train the appearance classifier results in more robust tracking as shown by the experimental results on many challenging videos in [6]. These results show that OMIL tracker is robust with respect to partial occlusions and various appearance changes. Thus this tracker is efficient in addressing the challenges of camera motion and partial occlusion that we have stated in chapter 1.2. Since the tracker crops a set of image patches around the target object in the next frame, and searches for the target player in the image patches near the last location not taking into account any prior
motion it also addresses varying player movement.

Even then, this method cannot completely cope with challenges where object is completely occluded for a long period of time, or if the object leaves the frame completely. Like most adaptive appearance model based trackers, this tracker too will start learning from incorrect examples and lose track of the object. Note that the likelihood being optimized in Equation 3.4 is computed only on the current examples. Thus, it has the potential of over fitting to current examples, and not retaining information about previously seen data. To overcome these shortcomings of the tracker we have developed an interactive user interface.
Chapter 4: User Interface

The OMIL tracker worked well when the player is clearly visible throughout the video or if there is little or partial occlusion. We chose this tracker because it address the challenge of camera motion and partial occlusion. Since it uses an adaptive approach to tracking, it can also track players for a long time even if they change in appearance. It however does not address all of the challenges that have seen in section 1.2. In order to improve the output of the tracker we created a user interface (UI) by which the user will be able to correct errors that the trackers makes in real time. While the player is being tracked, the user can pause, fast-forward, rewind the video at any time and reselect the player position in any frame of the video. The system will accommodate this user defined position in the path of the tracker. To ensure smooth trajectories, we developed an interpolation strategy to always keep the path of the player smooth. The UI therefore, aids the tracker in finding the correct path for the player. The UI addresses the issues of complete occlusion and visual similarity between players which the tracker cannot handle, as it causes the tracker to become confused and track the wrong object.

In section 4.1, we explain the list of operations that a user can perform using the created UI and their effects. We then discuss about the interpolation strategy that will happen transparently as a result of the user interactions in section 4.2.
4.1 UI Overview

We developed the User Interface in such a way that the user will be able to correct the position of the player in any frame. Using the UI, the user can perform the following list of operations:

1. Open a video for tracking
2. Draw a bounding box around a player
3. Track multiple players on the same video
4. Rewind or Fast forward the video using track bar
5. Save the trajectory of all tracked players

These operations allow the user to give the necessary feedback to our system. The system uses this feedback to improve the accuracy of the tracker. It incorporates the feedback into the trajectory of the target player. To ensure smoothness of trajectory, the system alters the trajectory from the tracker by interpolating between the user-specified position and the last position estimated as correct. This last correct position is estimated by taking into account the confidence of the tracking for the frames in the previous two seconds of the video. The interpolation is threefold: trajectory, position and size. For each frame, the position and size of the bounding box is adjusted according to these three factors of interpolation. We discuss interpolation in detail in section 4.2.

As we can see in Fig 4.1, the UI is simple and easy to understand. It has a menu bar and additional buttons to help the user in providing the necessary feedback. These features of the UI help the user in the following manner:
Figure 4.1: Interface: As seen in the figure, the target player has been marked by the bounding box. At the start of tracking, the user must press the ‘Begin’ button and specify the first bounding box for the target player. During tracking, the user can press the ‘Pause/Play’ button and the video will pause or play. The user can tell the correct position of the player by pressing the ‘Reselect bounding box’ button and draw a new bounding box on the target player. The user can choose to track a new player over the same video by pressing the ‘Track new player’ button. The user can also specify correct tracking positions by pressing the ‘Last correct position’ button. The user can save the trajectories of the players over the video by using the ‘Save’ command in the menu. The user can also undo the last feedback through the ‘Edit/Undo’ menu.

**Menu/Open:** The user can choose any video on disk and open it for tracking using this command.
Menu/Save: At any point during the tracking the user can opt to save the whole video with a bounding box around the players that were tracked up to that point. The system will ask the user for a location and name for the saved video.

Edit/Undo: If the user makes an error in the selection of the bounding box, we give him an alternative to undo the selection.

Begin: When the user opens a video from the menu, it will start playing. The user can initiate the tracking by pressing the ‘Begin’ button. This will open another window with the current frame and the user must select the player that he wants to track. This is done by simply holding down the mouse button and drawing a rectangular bounding box from top-left to bottom-right around the player. After this initialization, the tracker will start tracking the player.

Play/Pause: At any point during the video, the user can Play/Pause the video. After pausing the video, the user can also move the track bar to rewind the video. This enables the user to see the trajectory of the tracked player.

Last correct position: The user can click this button to notify to the system that the current frame is the last correct frame before the tracker has made a mistake. This is an optional feature in the system. The user can use this button to help the tracker to define the ‘interpolation window’. We will talk about the interpolation window in detail in the next section.

Reselect Bounding box: On pressing this button the current frame will pop up in a new window. The user can then select the player by drawing a bounding box around the him. The tracker then uses this new position of the player as the current player position and starts tracking the player from the current position. The system will also interpolate
a few frames before the current position to keep the trajectory smooth. We will discuss about this interpolation in detail in chapter 4.2.

**Track new Player:** When the user has finished tracking one player, he can use this button to track another player in the same video. The trajectory of the first player will be saved and the user can track the second player in the same way the first one was tracked. In this way, the user can track as many players as needed one after another and save one video having the trajectories of different players at the same time.

**Slowed Video:** When the user will select a video, the video will start playing. The video is slowed down by a fraction of $\frac{1}{6}$ so that the user will have sufficient time to understand what is happening and make decisions accordingly.

**Discussion**

The UI is implemented in the above manner in order to help the user to provide feedback with minimal interaction. We made the UI easy to learn so that only a set of guidelines is sufficient for a user to successfully use our tool. No training is required. In the UI the target player is denoted by a bounding box. This is done because the tracker requires a bounding box around the target object. Also, the bounding box helps the user to accurately specify the area of the field in which the player is located. This would not have been possible if we had used a dot or a line to denote the user. In both these cases, the dimensions of the player would have to be guessed which would have had a negative effect on the tracking. If the user was denoted by a circular patch at the feet of the player, the tracker would definitely look nicer, but drawing a circular region would
be more complex for the user than drawing a rectangular bounding box for the user. Also, fast forward and rewind operations are easy to perform by just moving the track bar making the UI user-friendly.

4.2 Interpolation

The user can reselect the position of the player at any time during the video. There can be occlusions for a long time of the tracked player during the play in American football videos. Since the tracker uses an adaptive appearance model, it may learn the wrong object and track that object instead of the correct player. To address this issue, we have provided the user an opportunity to correct the tracker. The user can reselect the position and the tracker can get back on tracking the correct player. Whenever the user selects a new position for the player, we smoothen the trajectory of that player using our interpolation strategy.

The user is asked to reselect the player position if the tracker has gone wrong during the tracking of the player. So, we can make the assumption that the tracker has made an error in the frames leading up to the reselected frame. In order to correct the error, we first have to find the moment where the error occurred, say frame \( f_p \). We call the time interval from \( f_p \) to \( f_{p+I} \) as the Interpolation Window \( I \), where \( I \) is the number of frames in the window. To have knowledge about the trajectory after the user feedback, we allow the tracker to track the target object for 10 frames before interpolating.

As we can see in fig 4.2, we have two user defined frames \( f_1, f_{p+I} \); and an interpolation window of length \( I \) frames from \( f_p \) to \( f_{p+I} \). We interpolate the position of the
Figure 4.2: The Interpolation Window is shown in this figure. It represents the number of frames where the trajectory of the target player is corrected by the interpolation strategy.

We get a confidence estimate as log-likelihood of the target player being in that position, as estimated by the tracker. We denote the confidence of the tracker as $C = \{c_i | i = 1, \ldots, p + I\}$, where $C_i$ is the confidence of the tracker in frame $f_i$. We refer to the positions of the target player in each frame by the top left corner of the bounding box along with its height and width. We denote the position of the player as $\Omega = \{(x_i, y_i, w_i, h_i | i = 1, \ldots, p + I + 10)\}$, where $(x_i, y_i)$ is the position, $w_i$ is the width and $h_i$ is the height of the bounding box in frame $f_i$. Algorithm 2 lays down the steps of the interpolation strategy.

**Estimation of Interpolation Window:** As we have seen, the interpolation window is the time interval during which the tracker is least confident about the target object, just before the user input. To calculate the interpolation window, we take into account the confidence estimate of the tracker. As we can see from chapter 3.4, we have real values returned by the tracker’s weak classifier. We can use this value as a confidence estimate, as this value is the log-likelihood of the player being in the bounding box output by the
Algorithm 2 Interpolation Strategy

Input: $f_1, f_{p+I}, C, \Omega$
Output: $\hat{\Omega} = \{(x_i, y_i, w_i, h_i) | i = 1, ..., p + I\}$

1: Using algorithm 3, estimate Interpolation Window $I$.
2: $\Psi = \{(x_i, y_i) | i = 1, ..., p, p + I\}$
3: $\hat{\Psi} = \text{spline interpolation}(\Psi)$
4: $\Omega_{before} = \{(x_i, y_i) | i = 1, ..., p\}$
5: $\Omega_{after} = \{(x_i, y_i) | i = p + 1, ..., p + I + 10\}$
6: $A_{before} = \text{acceleration}(\Omega_{before})$
7: $A_{after} = \text{acceleration}(\Omega_{after})$
8: Interpolate the acceleration $A_{IW} = \{(a_i) | i = p + 1, ... p + I\}$
9: $\text{step}_w = w_p - w_{p+I}/I$
10: $\text{step}_h = h_p - h_{p+I}/I$
11: $\text{cur} = x_p, \text{size}_w = w_p, \text{size}_h = h_p$
12: for $i = f_p$ to $f_{p+I}$ do
13: $\text{cur} = x_i + a_i$
14: $\text{size}_w = \text{size}_w + \text{step}_w, \text{size}_h = \text{size}_h + \text{step}_h$
15: $\hat{\Omega}_i = \{\hat{\Psi}_k, \text{size}_w, \text{size}_h\}, \text{where} x_k = \text{cur}$
16: end for
17: return $\hat{\Omega}$

By clustering, the tracker estimates the moment when the tracker is likely to make an error. The higher the log-likelihood for a particular position, the higher the confidence that the player is in that position.

The first moment when the tracker is likely to make an error, the confidence of the tracker will be low. We have used this fact to estimate the moment when the tracker was least confident of the target player. We formulate this as a maximization problem where we try to cluster the set of confidence values of sequential frames into two groups with maximum variance between the two groups. This approach is explained in the algorithm 3.

We cluster the frames into two clusters. One cluster starts from $f_1$ while the other starts from $f_{p+I}$. The two clusters meet at a point that varies from 10 to 60 frames from


**Algorithm 3** Estimation of Interpolation Window

**Input:** $f_1, f_{p+I}, C, \Omega = \{(x_i, y_i)|(x_1, y_1), \ldots, (x_{p+I}, y_{p+I}), \ldots, (x_{p+I+10}, y_{p+I+10})\}$.

**Output:** $I$

1. $\varepsilon = 0$
2. $I = 0$
3. **for** $i = 10$ to 60 **step** 5 **do**
   4. $Cluster_1 = \sum_{k=f_1}^{f_{p+I}-i} C_k$
   5. $Cluster_2 = \sum_{k=f_{p+I}-(i+1)}^{f_{p+I}} C_k$
   6. $\sigma = \text{Median}(Cluster_1) - \text{Median}(Cluster_2)$
   7. **if** $\varepsilon < \sigma$ **then**
      8. $\varepsilon = \sigma$
      9. $I = i$
   **end if**
11. **end for**
12. **return** $I$

The maximum variance between these two clusters denotes a drop in confidence values near $f_{p+I}$. This drop in confidence value states that there was significant change in the target object, which may be the cause for the error in tracking. Hence, we get the interpolation window for that instance of tracking.

Apart from this approach, the user can enter the last correct tracked position using the interface if the user feels that the estimate for the Interpolation Window has gone horribly wrong and the user defined position will override the Interpolation Window calculated using confidence. In this case, the system will use the Interpolation Window that the user has explicitly provided.

**Trajectory Interpolation:** Using the interpolation window, we can predict the trajectory that the player might have followed. We use the positions of the bounding
box in each frame excluding the frames that are in the Interpolation Window, i.e $\Psi = \{(x_i, y_i) | (x_1, y_1), \ldots, (x_p, y_p), (x_{p+I}, y_{p+I})\}$. We use spline interpolation technique to get $\hat{\Psi}$, that denotes the trajectory that the player follows during the interpolation window. $\hat{\Psi}$ has a value for $y$ for every $x$ from the least $x \in \Omega$ to the max $x \in \Omega$.

**Positional Interpolation:** $\Psi$ gives us every location of the player along the trajectory of motion. To estimate the correct position for the player at a given frame $i$, we take into account the acceleration of the target player before and after the interpolation window, i.e. $A_{\text{before}}$ and $A_{\text{after}}$ respectively. We calculate this acceleration by only using the $x$ co-ordinate of the location of the target player. Using these accelerations, we then interpolate the acceleration during the time of the interpolation window. This gives us acceleration for every frame during the interpolation window along x-axis and we can estimate the x-axis location of the player. Using this x-axis location and $\hat{\Psi}$, we get the location of the player along both axis. This location of the player is estimated in terms of location as well as time frame.

**Size Interpolation:** There may be the effect of camera motion during the interpolation window. To address this issue, we need to interpolate the size of the bounding box during the interpolation so that it tightly fits the target player. There are several reasons why the size of the player may change during a play. For example, there is zooming during the play or the target player runs across the field. In all such cases, we can assume that the change in size of the player will be linear. So, for interpolation of the size of the bounding box for the player we have used a simple linear approach. We use the size of the bounding box for the last confident frame $f_1$ and the size of the bounding box for the latest user defined frame $f_{p+I}$. Assuming linear change in shape, we calculate
the step size for change in width as \( \text{step}_w = \text{width}(f_1) - \text{width}(f_{p+1})/I \) and step size for change in height \( \text{step}_h = \text{height}(f_1) - \text{height}(f_{p+1})/I \). For each frame in the interpolation window, we increment the width and height of the bounding box by the step sizes to get the linear interpolation of the size of the bounding box.
Chapter 5: Experiments

5.1 Dataset

In our experiments we tracked a player in 129204 frames of video, in the 355 videos that we have used. These were selected by a web-service company that specializes in storing and providing American football videos to high schools. They selected 355 videos and suggested players to be tracked as typical cases from their database in an attempt to cover the wide diversity of video. We annotated the ground truth trajectories for each player selected in each video to allow for more refined evaluations.

We have different metrics for testing the different parts of the system that we have developed. We evaluate the system for accuracy, quantity of user interaction and analyze the effect of interpolation technique on the trajectory of the target player. We have tested the system on 355 American football videos. We have considered a variety of plays such as running plays, passing plays, kicking plays, etc. In each of the plays, we have tracked those players who have played an important role in that play. For example, we have tracked the guard if he makes a good tackle or we have tracked the wide receiver if he makes a good catch and scores a touchdown. We have categorized our results according to the different player types. This categorization is helpful in the analysis of the tool for a user, as the generated statistics are different for different player types. We have considered three different player types:
1. **Type 1: Quarter Back / Running Back**

   All of the players that would run with the ball are categorized in this type.

2. **Type 2: Wide Receivers / Corner Back**

   This type includes the players that are present on the sides of the play closer to the sidelines.

3. **Type 3: Guards / Tackle / Linebacker**

   The defenders who make tackles or the guards who try to guard the player with the ball come under this category.

### 5.2 Metrics for Evaluation

We have tested the accuracy of our system and have found that the performance of the tracker increased with the addition of the user interface that we have developed. In order to test the accuracy of our system, we require ground truth for the tracked player for every video. We have manually created the ground truth for all of the videos that we have tested on. We denote the ground truth as a bounding box (location and size) in each frame of the video. We say that a frame $f_i$ is ‘accurate’ if more than $65\%$ tracker’s bounding box overlaps with the ground truth bounding box. We calculate the accuracy as

$$\text{Accuracy} = \frac{\#\text{accurate frames}}{\#\text{total frames}} \times 100$$  \hspace{1cm} (5.1)

As you can see from Table 5.1, we have provided a boost in accuracy in the by including the user interface over the basic OMIL tracker. The increase in accuracy is more pro-
nounced in the case of videos of type 1 and type 3 as these videos have more challenging environment. The players in these videos are often occluded or near other players having similar appearance which confuses the tracker. The user feedback helps the tracker in such cases and the tracker has become more accurate.

<table>
<thead>
<tr>
<th>Player Category</th>
<th>Number of videos</th>
<th>Accuracy without UI</th>
<th>Accuracy with UI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>120</td>
<td>48.30</td>
<td>89.70</td>
</tr>
<tr>
<td>Type 2</td>
<td>130</td>
<td>81.46</td>
<td>93.46</td>
</tr>
<tr>
<td>Type 3</td>
<td>105</td>
<td>56.16</td>
<td>81.32</td>
</tr>
</tbody>
</table>

Table 5.1: Accuracy of tracking with and without UI

In videos of type 1, the players typically get occluded at the start of the play. If the tracker looses track at such an early stage in the video, the tracker is accurate for a very small number of frames during the video giving rise to very low accuracy. If at this time, we correct the location of the player, it tracks the player for a longer time giving rise to higher accuracy.

In videos of type 2, the accuracy gain is not so much as typically the player is not occluded in this type of videos. So, the tracker performs well on its own and the additional UI causes increase in accuracy by a smaller margin.

In videos of type 3, the players are occluded several times in the video as they are usually present amongst other players. As a result the tracker performance is not that accurate. But with the inclusion of the UI, the tracker performs much better.
5.3 Analysis of User Interaction

The boost in accuracy due to the introduction of the UI comes at the price of user involvement in the tracking process. We have analyzed the number of user interactions required per play for each category. Table 5.2 shows the average number of times the user has to be involved in the tracking process per play category.

<table>
<thead>
<tr>
<th>Player Category</th>
<th>Number of videos</th>
<th>Average Number of User Interactions per video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>120</td>
<td>1.35</td>
</tr>
<tr>
<td>Type 2</td>
<td>130</td>
<td>0.68</td>
</tr>
<tr>
<td>Type 3</td>
<td>105</td>
<td>2.25</td>
</tr>
</tbody>
</table>

Table 5.2: Number of User Interactions required

As you can see from table 5.2, the user needs to tell the correct position of the player more than once for the plays of Type 1 on average. The main reason for this is that in such plays the player is usually occluded at the very beginning and the tracker needs to be told of the position of the player for the tracker to get good accuracy. After this initial reset the player is not often occluded and more restarts are not required.

For plays of type 2, the least user involvement is required. The reason for this is that the players are often apart from the crowd and are not often occluded.

The plays of type 3 require the most user involvement. This is because the players in this type are often in the crowd and get occluded the most. On average such plays require user interaction more than two times in a play.

These results are the effect of training the user to maximize the accuracy with minimum number of user interactions. The user is given a set of guidelines which if adhered
to give maximum effectiveness of our system. These guidelines include that the user must reselect the position of the player after the player is completely visible. The user should ensure that the player is completely visible when the selection is done so that the tracker can learn the accurate appearance of the user. If this is done, the tracker will track the player successfully for the next frames and the interpolation method will try to keep the bounding box on the player as far as possible.

5.4 Analysis of Interpolation

The results in section 5.2 and 5.3 are calculated by considering an average user who would try to keep the bounding box on the target player for as long as possible by doing as little as possible. However, the accuracy of the system can be increased by providing more data to the system in the following manner.

For example, if the tracker is found to be going off the player in some part of the video, the user can go to an intermediate position and provide the system with an additional bounding box. This would call our interpolation method and correct the region where the tracker seemed to have gone wrong. A user in this way provide additional user feedback on each and every frame and achieve 100% accuracy for tracking. However it will require the user to manually select the position of the player in all of the frames, which is typically around 600 for an American football video. To provide the user with an estimate of the degree of accuracy to the number of restarts we have performed the following experiments.

In the videos that we have tested, we have calculated the accuracy statistics by lim-
iting the user interaction. We have noted accuracy of the tracking starting from no user interaction, till the time we get 100% accuracy. The graph presents the results of these experiments in figure 5.1.

![Figure 5.1: Comparison of the number of user interaction required for the three different player types. Note that here number of interaction is 0 means the use of original tracker.](image1)

![Figure 5.2: Comparison of the number of user interaction required for the three different player types using Particle Filter tracker. Note that here the number of user interactions is 0 means the use of original tracker.](image2)

The interpolation strategy that we have developed gives 100% accuracy for all three
categories when the user annotates sufficient amount of frames for the video. Since there is least occlusion in videos of Type 2, it requires lesser number of interactions to reach 100% accuracy. For Type 2, since the occlusion is usually at the beginning of the video, the accuracy is lower than that for Type 3 for no interactions. But after the first occlusion is corrected, the accuracy increases quickly. For Type 3 videos, the accuracy gradually increases as there are many occlusions during the entire course of the play. These videos also require many interactions to get to 100% accuracy.

Figure 5.2 shows the results of the implementation our interactive approach on a off-the-shelf implementation of the state-of-the-art particle filtering tracker [34]. This method performs poorer than OMIL tracker (when \( m = 0 \), where \( m = \) number of user interactions) agreeing with our review in chapter 2. But we can improve the accuracy of this tracker with the addition of our system. It takes longer to reach 100% accuracy using this tracker as the tracker is not suited for our focus domain. This goes to show that the system that we have developed is not tracker dependent and can be coupled with any tracker to increase accuracy of the tracking, though for our focus domain, it works best with OMIL tracker.
Chapter 6: Conclusion

In this work, we developed an interactive software tool for tracking players in American football videos. Our review of the state-of-the-art in tracking suggested that existing trackers are not sufficiently accurate and robust. We focused our work on developing an interactive software tool that could enhance the accuracy of existing trackers. We used OMIL tracker as we found it to be best suited to our work. We developed a user friendly tool that enabled the user to provide feedback to the tracker. Using this feedback, the tool corrects the trajectory estimate of the target player. We developed an interpolation strategy that interpolates the trajectory, acceleration and size of the target player to ensure smoothness. Our experimental results demonstrate the boost in performance that the OMIL tracker receives when our interactive system is added. The accuracy of the tracker increased from 62% to 88% on average with the addition of our interactive tool to the tracker. We evaluated the user-friendliness of the tool by counting the average number of user interactions required per video in each category of videos. While this count depends on the video content, we observed a relatively small number of interactions necessary to achieve high accuracy over the variety of videos that we tested our system on. We also demonstrated that the tool is tracker independent by combining it with Particle Filtering, though it works best when used with OMIL tracker for our focus domain.

We believe our tool’s main failing lies in the short-sightedness of our tracker. The
tracker uses boosting approach which is prone to over fitting to current samples. It does not take into account the historical data, which would allow it to overcome more lengthier occlusions. Another failing in our approach is the calculation of the Interpolation Window in chapter 4.2. This is done by considering the log-likelihood returned by the tracker as a confidence estimate. We believe that in cases where the tracker learns the wrong player, the confidence returned drops only for a very short period of time and is difficult to find accurately. In order to work around this case, we provide the user with the option of providing the tracker with the last correct frame. When the user gives the tool this information, it can compute the interpolation window without the need of a confidence estimate. A better notion of confidence would help the interpolation method in such cases and it would bring the number of user interactions required to a lower number.

American football videos present a rich variety of problems for tracking methods. We provide a tracking tool to facilitate solving various problems in tracking for future studies and research.
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