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ANALYSIS OF METEOROLOGICAL AND OCEANOGRAPHIC DATA FROM OCEAN STATION VESSEL N (30N 140W)

1. INTRODUCTION

It has been generally accepted that air-sea interactions have extensive effects on the earth's atmosphere and ocean. The most cited example of the importance of air-sea interaction and the large scale effects of the ocean on the atmosphere and the applied problem of weather forecasting. Papers such as Bryan (1969), Manabe (1969) and Namias (1963, 1969) point out some of the influences of the ocean on the atmosphere on large scales.

Many details of the air-sea relationships remain incomplete. It is the purpose of this thesis to examine some of the characteristics of the atmosphere and the upper ocean at Ocean Station Vessel N in the subtropical northeastern Pacific (30N 140W). In this way, the thesis will contribute further information about air-sea relationships that are not as yet defined. But first, a few details will be discussed to put this study in perspective.

1.1 Time Scales

Ideas on air-sea relationships can best be regarded in light of approximate time scales. There are several such scales. The first, the microscale, is from about one second to a few minutes.
Significant variations occur during this time scale in fluxes of heat, moisture, and momentum. It is also the time scale of wave motions in the sea. This scale is typical of turbulence.

The mesoscale extends from a few minutes to a few hours. Within this scale, significant variations occur in the smaller features of weather such as cumulus development, thundershowers, and radiative fluxes.

Events that occur from a few hours to a week are on the synoptic scale. On the synoptic scale, there are significant variations in the curl of the wind stress. This scale includes typical weather features such as storms, fronts and high pressure areas.

The final scale, the seasonal scale, is greater than a week in length. This scale is reflected in most atmospheric and oceanic variables.

1.2 Radiative Fluxes

On all scales, the principal exchange mechanisms near the sea surface are radiative and turbulent. The largest radiative flux into the sea is via shorter wave lengths from the sun ranging between .35 and 3 microns. As well as being selectively filtered by the atmosphere, a large portion of the solar radiation arrives at the surface by indirect paths which include scattering by the air and reflection off clouds. Variations of solar radiation are primarily due to season,
latitude, air mass, cloud cover, and suspended matter in the air. Solar radiation itself is not usually measured, so it must be calculated by empirical formulas, some of which are reviewed by Kraus (1972). Most of these empirical formulas use the solar radiation outside the atmosphere per horizontal area per day, which is reduced by the air mass of the atmosphere through which it travels, and corrected by the amount of cloud cover. Minimum time averages of the order of a month are necessary to obtain a statistically stable estimate of the solar radiation at the earth's surface by empirical formulas. Still, the results of the various empirical formulas can be quite different.

Although some solar radiation is reflected from the surface of the sea, and less is scattered upward out of the sea, most passes downward. This light is absorbed roughly in an exponential manner according to Beer's Law: \( e^{-\gamma z} \) where \( \gamma \) is the total extinction coefficient and \( z \) is depth. This relationship is rather good if there is a deep, well mixed layer at the surface.

The other major form of radiation across the air-sea interface is back radiation. Actually, it is the infrared radiation associated with wavelengths from about 3 to 40 microns. Nearly all infrared radiation from the sea comes from the top millimeter and is within a few percent of \( \sigma T_s^4 \), where \( \sigma \) is the Stephen-Boltzmann constant and \( T_s \) is the temperature of the thin surface layer. The lower atmosphere radiates and absorbs long wave energy less effectively.
than the sea. However, the lowest 20 meters of the moist maritime air will absorb and radiate most of the long wave radiation within a few percent of $\sigma T_a^4$ ($T_a$ is some average temperature of the lowest 20 meters of air) except for the 8 to 13 microns region which the atmosphere is transparent. The sea surface and the lower atmosphere radiate to each other and the net loss of the system is that which escapes beyond the lowest air layer. However, clouds radiate infrared radiation downward proportional to $\sigma T_c^4$ (if the cloud is opaque) and so reduce the net loss of the air-sea interface system. There is also a small amount of downward infrared radiation from the atmosphere above 20 meters. The net loss of infrared radiation from the sea surface/lower atmosphere is the back radiation and is usually calculated from various empirical formulas. Some of these formulas are reviewed in Kraus (1972). Empirical back radiation formulas usually depend upon $\sigma T_a^4$ and are reduced by the total cloud cover. The forms of different back radiation formulas are remarkably different and some are of questionable theoretical basis.

1.3 Turbulent Fluxes

In addition to the radiative fluxes, there are significant turbulent fluxes near the air-sea interface. These include momentum, latent heat, and sensible heat. Turbulent fluxes can be measured in four ways: eddy-correlation, profile, dissipation, and bulk aerodynamic
methods. These methods are discussed by Deacon and Webb (1962) and Deacon (1959).

The eddy-correlation method relates the flux of a quantity to the covariance of the same quantity and the vertical velocity. The eddy-correlation flux is given by

\[ F_s = (\rho' w') s' - \rho w' s' \]

where \( s' \) is a fluctuating quantity, \( w' \) is the vertical velocity, \( \rho \) is the density of air, and \( F_s \) is the flux of the quantity in units of \( s \) per unit area per unit time. The prime represents the instantaneous fluctuation of a quantity. Time scales of fluxes range from minutes to fractions of a second. Practical measurements by the eddy-correlation technique require sensitive and delicate instruments under supervision of specialists. Due to the difficulty in making eddy-correlation measurements, this type of measurement is usually limited to one site for a few hours or days.

Another technique of determining the flux is the profile method. This method is based upon the vertical gradient. The flux is given by

\[ F_s = \rho k \frac{\partial s}{\partial z} \]

\( \partial s / \partial z \), is an average vertical gradient, and \( k_s \) is an eddy transfer coefficient that must be determined by some empirical means.
Measurements by the profile technique require at least two measurements in the vertical and in practice usually several are taken. Relatively sensitive measurements over the sea are required since vertical gradients there are weak. The empirical eddy-transfer coefficient can be based upon complicated stability formulas requiring accurate measurements of at least the vertical temperature gradient, wind speed, and humidity. The profile method also requires careful measurement by sensitive and complicated instruments operated by specialists. Like the eddy-correlation measurements, the vertical profile type measurements are usually limited to one site for a few hours or days.

A newer method of measuring the surface momentum flux is the dissipation technique suggested by Deacon (1959). This technique is based in one of its forms upon the balance between the mechanical production of turbulent energy and dissipation in the atmospheric boundary layer. That is,

$$-u'w' \frac{\partial \bar{u}}{\partial z} = \epsilon$$

where $\epsilon$ is the viscous dissipation and all other energy sources and sinks are considered negligible.

The concept of local isotropy as suggested by Kolmogroff is used. Local isotropy is postulated to occur in a region of the wind
velocity and scalar spectra at higher frequencies where there are no energy sources or sinks, only energy transfer from lower to higher wave numbers. Using these concepts, the downwind spectra are given by:

$$\Phi_{uu}(K) = A\epsilon^{2/3}K^{-5/3}$$

where $K = \frac{2\pi f}{u}$, $f$ is frequency and $A$ is a constant. If we assume a log wind profile, then

$$\epsilon = \frac{u_*^3}{kz}$$

where $u_* = (\overline{u'w'})^{1/2}$ is the friction velocity and $k$ is von Karman's constant. As a result, the surface stress $\tau = (-\rho u'w')$ is given by

$$\tau = \rho A(2\pi K)^{2/3}\left(\frac{2}{u}\right)^{2/3}\Phi_{uu}(f)f^{5/3}$$

The dissipation technique requires accurate measurement of the wind spectrum for periods from minutes to fractions of a second. As with the eddy-correlation technique and the profile method, practical measurements of the flux by the dissipation technique are performed by elaborate instrumentation and are usually limited to one site for a few hours or days.

There is one final method of measuring the surface fluxes.
This is the bulk aerodynamic method which is really a specialized case of the vertical gradient method. The bulk aerodynamic flux formula is

\[ F = \rho c_s (s - s_a)u_a \]

where \( u_a \) is the wind speed, subscript \( s \) refers to the value of the quantity at the sea surface, the subscript \( a \) refers to the value at a convenient height (usually 10 meters). In this case, \( c_s \) is an empirical dimensionless constant. The drag coefficient is actually a significant function of the air stability and possibly a slight function of wind speed. The usual method in calculating the flux is to assume neutral stability and then the fluxes are calculated from routine meteorological observations. Stability corrections may be applied according to a method devised by Deardorff (1968). The flux equations are

\[ \text{Momentum} \quad \tau = \rho C_m u_a^2 \]

\[ \text{Sensible heat} \quad H = R c_p C_h (\theta - \theta_a) u_a \]

\[ \text{Moisture} \quad W = \rho C_e (q_s - q_a) u_a \]

\[ \text{Latent heat} \quad E = L W \]

where \( q \) is the specific humidity, \( c_p \) is the heat capacity of air, \( L \) is the heat of evaporation, \( \theta \) is the potential temperature, and
$C_m, C_h, C_e$ are the drag coefficients.

This bulk aerodynamic method has wide practical applicability as it only requires the standard meteorological observations that are routinely made by the government weather agencies and ships at sea. This means that no special meteorological equipment is necessary and long time series (sometimes covering years or decades) are possible.

Four methods of determining the surface turbulent fluxes have been briefly reviewed. The eddy-correlation, vertical gradient, and dissipation techniques are usually limited to microscale events in a single place due to the difficulty of making measurements. In order to determine mesoscale and synoptic scale fluxes, investigators are usually forced to use bulk aerodynamic methods.

1.4 The Oceanic Mixed Layer

The oceanic mixed layer deserves attention as a special medium which separates the atmosphere and the deeper ocean. The oceanic mixed layer is defined as the near surface water in which properties are approximately uniform. All fluxes of momentum and heat, except for a part of the solar radiation, must first be absorbed by the mixed layer before being transferred vertically. The main way in which water properties are transferred within the mixed layer is through advection and entrainment as pointed out by Turner and Kraus (1967). One exception is the solar radiation which penetrates
passively into and sometimes below the mixed layer.

The role of the mixed layer is important because the surface fluxes are modified by the mixed layer properties. Since the mixed layer is nearly uniform on some horizontal scales of the order of tens of km and vertical scales of the order of meters, it has a large heat capacity and tends to act as a buffer on variations of air-sea fluxes of heat. However, complicated feedback mechanisms can occur which modify the surface fluxes and the ultimate exchange between the deep ocean and the atmosphere. An example is upwelling of deep water to the surface caused by the passage of an intense cyclonic storm. It is for these reasons that the dynamics and thermodynamics of the mixed layer need to be understood in order to grasp the complete scope of air-sea interactions in a local area. As an aid, models of the mixed layer are studied to develop a theoretical understanding of the mixed layer.

1.5 Mixed Layer Models

The first model of wind driven currents in the surface layer was developed by Ekman (1903) who assumed homogeneous water and constant eddy viscosity. Later, Munk and Anderson (1948) postulated a wind driven current similar to Ekman's in the upper layer. However they assumed the eddy viscosity and conductivity a function of the gradients of stability and shear. The Munk and Anderson model was
restricted to the case of a net heat flux gain through the surface.

Applied to actual oceanic data, this model's predictions for mixed layer depth were too shallow.

Sometimes the ocean can be considered as two layered with the uppermost layer the relatively thin mixed layer. In a model like this, Freeman (1954) pointed out that the time changes of the mixed layer depth are proportional to the curl of the wind stress. This assumes that accelerations, heat fluxes, and currents near and below the bottom of the mixed layer are sufficiently small.

Modeling of the mixed layer processes was further advanced by Kitaigorodsky (1961). In a dimensional argument, he developed an equation for the mixed layer depth which recognized the role of wind, generated turbulence, which increases the mixed layer depth, and net heat flux gains through the surface, which tends to decrease the mixed layer depth. However, this formula applies only for the case of heat flux gain of the mixed layer.

Ball (1960) looked at the effect of thermally created turbulence in an atmospheric convection layer working against buoyancy forces and raising an inversion height. This model was analogous to that of Kraus and Rooth (1961) who developed a steady state model based solely on the balance of heat in the oceanic mixed layer. Kraus and Rooth showed that there was a balance in the vertical between the tendency of the layer thickness to increase and the entrainment of
the cold water below.

The understanding of oceanic mixed layer dynamics was greatly advanced in two companion papers of Turner and Kraus (1967) and Kraus and Turner (1967). The first paper included a laboratory tank experiment in which a two layered fluid was stirred at the top simultaneous to the addition of lighter fluid at the top. The basic concept in these papers is that the kinetic energy due to wind stirring or density overturning (due to heat loss at the surface) is converted to turbulent energy and then to potential energy. There is a balance between penetrative convection and stability forces. In addition, Kraus and Turner found that properties below the mixed layer are unaffected until the mixed layer descends and entrains the lower layers.

Another laboratory experiment on turbulent mixing was performed by Kato and Phillips (1965). They applied a surface stress to an initially quiet fluid with a uniform density gradient. They found that the entrainment velocity is proportional to the cube of the friction velocity and inversely proportional to the depth of the mixed layer and the density gradient. They confirmed that the rate of increase of potential energy of a stratified fluid is proportional to the rate of kinetic energy dissipation per unit area in a turbulent layer.

A detailed model of air-sea interaction has been developed by Pandolfo (1969). His model is based upon eddy-exchange coefficients
that connect the lower layers of the atmosphere to the upper layers of the ocean. Eight equations were developed involving two components of velocity, temperature, humidity and salinity. Variations of this model have been applied to some ocean data resulting in general agreement between the model and the data. These variations are examined in Pandolfo (1971) and Pandolfo and Jacobs (1971).

On a shorter time scale, Foster (1971) looked at the diurnal mixed layer. He solved the hydrodynamic and thermodynamic equations for the upper layers of the ocean by expanding the variables in a Fourier series and by making use of the mean field approximation. Foster used eddy-coefficients and assumed a large Prandtl Number. He also supposed that the solar heating exactly balanced the surface cooling over a complete diurnal cycle. As might be expected, Foster found that the mixed depth increased during the day and decreased at night. Further, Foster learned that increasing the eddy-coefficient increased the size of the predicted vertical convection cells.

Denman (1972) developed a time-dependent mixed layer model based on a balance between kinetic energy and potential energy. This model was developed for all cases of heat flux and momentum flux as well as for the sub-mixed layer temperature gradients. This model was applied to data taken at Ocean Station P. Agreements between the model and data were very good with mixed layer changes occurring in
time period of about a day.

Instead of an energy balance as in Denman's model, Pollard, Rines and Thompson (1973) constructed a model of the mixed layer based upon momentum. A stability criterion is used for closure. One distinctive feature of this model is that the mixed layer moves as a slab under wind stress. Secondly, the model requires that the initial current distribution must be known. A major result of this model is that inertial deepening stops at a maximum one-half a pendulum day after a step increase in the wind stress.

The most complete model of the mixed layer depth has been suggested by Niiler (1973). It is complete in that it covers time scale from much less than the inertial period to longer time periods. This model is based upon conservation of heat, momentum and energy. Consequently, this model is predominantly dominated by inertial deepening of the mixed layer for time periods less than one-half a pendulum day. On time scales greater than a pendulum day, the deepening is dominated by a balance between wind energy and buoyancy flux. This model is qualitatively a combination of the Pollard, Rhines, and Thompson inertial model and Denman's energy model.

We have reviewed here some of the theories behind mixed layer models. These ideas, along with the others presented earlier, are the basis for air-sea interaction studies. We shall use them to
examine a particular case of air-sea interaction at Ocean Station N.

1.6 Purpose of This Thesis

The purpose of this thesis is to examine the principle air-sea properties at the subtropical Ocean Station N. The second section will be descriptive and include climatological details about atmospheric and oceanic variables. The third section examines the meteorological spectra taken at Ocean Station N over periods of 3 hours to 10 years. The fourth section is about mixed layer dynamics. Finally, the last section discusses the application of Denman's mixed layer model to data at Ocean Station N.
2. DESCRIPTIVE

2.1 Introduction

The best available data for investigating the long-term characteristics of the relation between atmospheric and oceanic structure far removed from land appear to be observations made by ocean weather ships. It is the purpose of this chapter to describe the results of analyses of 20 years of oceanographic and meteorological observations from Ocean Station N (hereafter referred to as N) located at 30N 140W in the eastern subtropical Pacific. The time series are related to climatic events. Seasonal and diurnal variations are analyzed, the heat budget is computed, and the evolution of the structure of the oceanic mixed layer is described.

2.2 Observations

The climate and weather at N can best be described as moderate. Although there are seasonal variations, the temperature range is only a few degrees C and the maximum wind speed for a month infrequently exceeds 30 knots. The lower atmosphere is typically capped by an inversion with base between 900 and 850 mb. Stratoform clouds below the inversion, which are most of the total cloud cover, can yield light rain or drizzle. There is a high degree of cloudiness all year. Thunderstorms are very infrequent and the total yearly precipitation
is about 23 cm.

The North Pacific subtropical high maintains the inversion at Ocean Station N except possibly during frontal passages. Frontal passages occur most frequently during the winter. Storm centers associated with the fronts usually pass to the north but occasionally pass close to N, particularly in winter. Tropical storms are rare. Disturbances are infrequent during the summer.

N lies in the center of the East North-Pacific Central Water type (Sverdrup, 1942). The depth of the mixed layer is about 10 m during the summer, decreasing to 150 m in later winter (Bathen, 1972). Temperature decreases with depth. Salinity is a maximum at the surface and decreases with depth to 500 m, then slowly increases with depth. There may also be a small local minimum of salinity at 200 m except during the summer (Husby, 1969).

N lies on the perimeters of current gyres. According to the Climatological and Oceanographic Atlas for Mariners (1961), there is a seasonal variation in surface currents. During winter N is at the eastern extremity of a large anticyclonic current gyre with a current at N to the south or southwest of 0.1 to 0.3 knots. During winter, N is at the southwest edge of a smaller anticyclonic gyre centered at about 40°N 140°W, with currents at N to the southwest at 0.1 to 0.3 knots. The current pattern during transition between summer and winter is not certain. Drogue measurements in September reported
by Husby (1969) indicated a westward current of 0.3 knots. Large wire angles have been occasionally noted during hydrographic casts at N, suggesting occasional strong currents.

The meteorological data analyzed in this study were observed at N from 1951 to 1970. The average position of N in 1951 was 33N 135W. In 1952 and 1953 N was at 32.5N 135W. For the first 10 weeks of 1954 the average position of N was 31N 140W. During the remainder of the period 1954 to 1970, the average position was at 30 N 140W.

Meteorological observations were taken every 3 hours beginning at 00 GMT each day. They included wind speed, wind direction, pressure, water temperature, dew point, air temperature, lower cloud cover, total cloud cover, and present weather. Water temperature was not observed during 1952 and the first half of 1953. Dew point was observed 4 to 6 times a day from 1953 to mid 1963. Less than 2% of all remaining observations (all variables) were missed.

A description of the meteorological and oceanographic instrumentation, location of instruments, and methods of observation is given in various U.S. government manuals, some of which are available from the Superintendent of Documents, U.S. Government Printing Office (personal communication, Marine Sciences Branch, U.S. Coast Guard, Pacific Area, San Francisco). Wind speed and direction were measured by a propeller anemometer-wind vane combination located at a height of about 25 m above mean sea level. Water temperature
was measured by use of a bucket and Hg thermometer. Air temperature and dew point were measured with a sling psychrometer on the bridge at a height of about 10 m above mean sea level.

The oceanic data (apart from the water temperature observations) considered here are from the 7-year period, 1964 to 1970. All of the observations at N during this period of time are used, both bathythermograph (BT) and hydrocast observations (salinity samples and temperature from reversing thermometers). In addition, BT and hydrocast data from other ships were used if taken within 4 degrees of 30°N 140°W and between 1964 and 1970. These additional observations are only a few percent of the total. The frequency of BT and hydrocast observations was highly variable, especially the hydrocasts which were sporadic during 1964-1966, but which were at least as often as one every 3 days during 1970. The number of BT's per year ranged from 675 in 1970 to a high of 1800 in 1964.

2.3 Seasonal Variability

The seasonal variation of meteorological variables and bucket water temperature is shown in Figures 2.1 and 2.2. Each point is obtained by averaging observations over each day of the year and each particular day over the 20-year period. The resulting time series is smoothed by a 7-day running mean.
Figure 2.1. Seasonal variations of bucket water temperature, air temperature and dew point temperature. Each point is a daily average of observations from 1951-1970 smoothed by a 7-day running average.
Figure 2. Seasonal variation of mixed layer depth, surface density, surface water temperature (BT), surface salinity, rain, wind speed, total cloud cover and pressure. Each point is a daily average of observations from 1951-1970 smoothed by a 7-day running average.
Bucket water temperature, air temperature and dew point are highly correlated showing a minimum in March and a maximum in September (Figure 2.1). The sea-air temperature difference is positive throughout the year, but larger in winter than in summer.

The rainfall estimate in Figure 2.2 is constructed from the present weather part of the synoptic observations by use of a method suggested by Tucker (1961). The rainfall is a maximum in winter and has a broad minimum in summer. An unexpected result is that the yearly total is only 225 mm, less than half that suggested for the vicinity of N by Jacobs (1951) and Budyko (1956). Elliott and Reed (1973) have expanded the use of Tucker's technique for rainfall estimates to other stations in the Pacific, showing estimates which are also much lower than previous estimates.

The seasonal variation of wind speed is similar to that for rainfall with a maximum in winter and a minimum in summer. Some of the small-scale fluctuations of wind speed and rainfall are also positively correlated, indicating, as one might expect, that anomalously high winds are associated with high rainfall. The average wind speed at any time of the year varies between 9 and 17 knots.

Cloud cover shows little seasonal variation except for a decrease of about 1/8 in August, then a gradual increase to a nearly constant value from January through July of about 6/8. On the average, about 1/8 of the total cloud cover is middle and high cloud.
Pressure exhibits a double minimum, one in late January and another in October. The pressure has a broad maximum from March to July. The minimum in January-February coincides with maximum wind speeds while the decrease in August coincides with the decrease in cloud cover. The broad maximum is associated with summer intensification and northward displacement of the North Pacific High. The mechanisms causing the secondary maximum of pressure in November and December are obscure.

The seasonal variation of the oceanic surface variables is shown in the lower 4 curves of Figure 2.2 for the period 1964 to 1970. The depth of the mixed layer, denoted by "mixed depth", is defined as the depth at which a BT temperature is 0.2 degrees C less than the surface temperature from the same BT. The surface water temperature variation is similar to the bucket water temperature as ought to be the case. The dissimilarities are likely due to the different number of years averaged. Surface density ($\sigma$) is a near mirror image of surface temperature, indicating that salinity is of minor importance in determining density. Salinity shows very little seasonal variation. However, individual years do show minima in February or March and maxima in late summer.

A time-depth cross section showing mean seasonal temperature structure is given in Figure 2.3. The temperatures are from BT's averaged over the period 1964-1970 and smoothed by a 2-week running
Figure 2.3. Seasonal cross section of temperature (deg C) from hydrocasts at depths given in meters for 1964-1970.
mean. The outstanding feature is the development of a warm, shallow, nearly isothermal layer in the early summer which increases in temperature during the summer and then cools and deepens in the fall and winter, reaching a depth of about 125 m in late winter. The small scale structure is statistically insignificant. The seasonal temperature structure at N is similar to that in the central North Pacific (Tully and Giovando, 1963) but the amplitude of the seasonal temperature variation is less, 5 degrees C compared to 11 degrees C in the North Pacific, and the maximal and minimal surface temperature at N are about a month later than in the central North Pacific. The evolution of the mixed layer is similar except for a delay of about a month at N for the beginning of the deepening of the mixed layer. The average maximal depth of the mixed layer which occurs in late winter is about 120 m for both locations.

A time-depth section of salinity is shown in Figure 2.4. There is little evidence of any seasonal variation, even at the surface where one might expect variations due to variations in evaporation. The seasonal density structure (not shown) is very similar to temperature. Salinity plays an insignificant role in determining seasonal fluctuations of density at N.
Figure 2.4. Seasonal cross section of salinity (‰) from hydrocasts at depths given in meters for 1964-1970.
2.4 Surface Heat Balance

Empirical formulas are used to estimate the heat fluxes at the sea surface. The incoming solar short wave radiation is estimated by (Berlyand, 1960)

\[ Q_{\text{short}} = r_s (1-aC-aC^2) \]

where \( r \) is the reflection coefficient, \( s \) the clear sky radiation at the surface, \( C \) the fraction of total cloud cover, and \( a \), an empirical constant which is the function of latitude. The above formula was also used by Wyrtki (1965) in his study of the heat balance of the North Pacific. However, in our case, the lower cloud amount was used in place of total cloud amount \( C \) to force the resulting heat balance more nearly to zero. The higher clouds represented on the average only about 1/8 of the total cloud cover. Including them in \( C \) has an unreasonably large effect on the estimated incoming solar radiation since they are on the average less impervious to solar radiation than lower clouds. There may also be a tendency for observers to over-estimate the contribution of high clouds to the total cloud amount when the high clouds are mostly obscured by lower cloud. For back radiation, the following formula was used (Wyrtki, 1965):

\[ Q_{\text{back}} = \sigma T_w^4 (a-be_a^{1/2})(1-cC_L^2) + d T_w (T_w-T_a) \]
where $\sigma$ is the Stefan-Boltzmann constant, $T_w$ the surface water temperature, $e_a$ the vapor pressure of the air, and $a$, $b$, $c$ and $d$ are empirical constants, values of which are given by Wyrtki. The sensible and latent heat fluxes were calculated from the standard bulk transfer formulas (e.g. Malkus, 1962):

$$Q_{\text{sen}} = \frac{\rho c_p C_d (T_w - T_a) u_a}{a}$$

$$Q_{\text{lat}} = \frac{\rho C_d L (q_s - q_a) u_a}{a}$$

where $\rho$ is the air density, $c_p$ the heat capacity at constant pressure, $C_d$ the drag coefficient, $u_a$ the wind speed, $L$ the latent heat of evaporation, $q_s$ the saturation specific humidity at the surface temperature, and $q_a$ the specific humidity of the air. $C_d$ is taken equal $1.3 \times 10^{-3}$ which is a value that was selected as it resulted in general flux agreements with other investigations. The heat balance at the surface is given by

$$Q_{\text{bal}} = Q_{\text{short}} - Q_{\text{lat}} - Q_{\text{back}} - Q_{\text{sen}}$$

The above empirical formulas were applied to the monthly mean values of the observed variables at $N$ for the period 1951 to 1970. The average seasonal variation of the fluxes and balance is shown in Figure 2.5 for the two decades, 1951 to 1960 and 1961 to 1970. The heat balance is dominated by the gain due to solar radiation and the
Figure 2.5. Heat balance for the two decades, 1951-1960, 1961-1970.
loss due to the flux of latent heat. The sensible heat flux is small, about 1/10 of the latent heat flux, and is a maximum during winter in the first decade but shows very little variation in the second decade. The variation of latent heat flux is also larger in the first decade, reaching a maximum in the winter. Computations based upon the three hourly meteorological values have the same basic details.

The average heat balance for the two decades is distinctly different. The first decade has a mean deficit of 40 ly/day while the second decade has a deficit near zero. The 1951-1960 decade may be partly affected by N being located 3 degrees north of its regular station from 1951-1953. However, the rest of the decade shows the same approximate annual deficit as 1951-1953.

Computations of the surface heat fluxes based upon the three hourly meteorological observations (not shown) have the same general seasonal trends as the monthly averaged meteorological values. However all of the heat losses to latent, back and sensible flux are slightly larger for the former. The heat budget based upon the three hourly meteorological observations results in a deficit average of 90 ly/day for the 1951-1960 decade and a deficit of 40 ly/day for the 1961-1970 decade.

A possible reason for the difference in heat balance for the two decades may be a change in climatic regime as suggested by Namias (1969). Namias noted a change in the thermal structure of the upper
layers of the North Central Pacific in 1961 characterized by the replacement of anomalously cool water by warmer water. This is consistent with the observed deficit in years preceding 1961 when a cool surface temperature would be associated with decreased fluxes of sensible and latent heat, as well as back radiation. It also agrees with Namias' observation that there was a cooling to great depths of surface waters in years prior to 1961.

2.5 Anomalies

Twenty-year time series of deviations from the mean, called anomalies, were constructed for various observed meteorological parameters as shown in Figure 2.6. These time series (excepting rainfall) represent deviations, following smoothing of weekly averages, from 20-year weekly means. The curves (excepting rainfall) have been smooth by a 13-week running mean. The 13-week running mean was selected as it filters out the sub-seasonal fluctuations, most of which appear to be spurious.

The plot of precipitation is estimated using Tucker's (1949) method. The deviation from the quarterly average (rather than weekly) is plotted. Due to the uncertain nature of the rainfall estimate, a quarterly average was selected in order to have each point based upon a significant amount of data.
Figure 2.6. Time series of weekly means expressed as departures from the mean and smoothed by a 13-week running mean. N refers to "El Niño" and R refers to "equatorial rain".
In discussing the anomalies, the period before 1954 will be ignored as N was 3 degrees north of its regular station. In Table 2.1 and at the bottom of the anomaly graphs, certain climatic events in the equatorial Pacific for the period 1951 to 1970 are listed. These events include the El Niño and abnormal rainfall in the equatorial Pacific dry zone (Quinn and Burt, 1972). El Niño is the term for anomalously warm water invasions associated with cessation of upwelling off the coast of Peru.

Table 2.1. Major climatic events in the Pacific.

<table>
<thead>
<tr>
<th>Year</th>
<th>Equatorial Rain</th>
<th>El Niño</th>
</tr>
</thead>
<tbody>
<tr>
<td>1951</td>
<td>NE</td>
<td>?</td>
</tr>
<tr>
<td>1952</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1953</td>
<td>NE</td>
<td>Yes</td>
</tr>
<tr>
<td>1954</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1955</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1956</td>
<td>E</td>
<td>No</td>
</tr>
<tr>
<td>1957</td>
<td>E, NE (strong)</td>
<td>Yes</td>
</tr>
<tr>
<td>1958</td>
<td>NE (strong)</td>
<td>Yes</td>
</tr>
<tr>
<td>1959</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1961</td>
<td>NE</td>
<td></td>
</tr>
<tr>
<td>1962</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1963</td>
<td>NE</td>
<td>No</td>
</tr>
<tr>
<td>1964</td>
<td>NE</td>
<td>No</td>
</tr>
<tr>
<td>1965</td>
<td>E (weak)</td>
<td>Yes</td>
</tr>
<tr>
<td>1966</td>
<td>E (weak)</td>
<td>Yes</td>
</tr>
<tr>
<td>1967</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1968</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>1969</td>
<td>NE</td>
<td>No</td>
</tr>
<tr>
<td>1970</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

Equatorial Rain: E = extensive, NE = not extensive, no entry = none
El Niño: Yes or No.
The anomalies of sea temperature, air temperature and dew point are highly correlated and in phase. The only period in which the sea surface temperature anomaly significantly exceeds that of the air and dew point is during the 1957-1958 winter which coincided with a large scale warming of the North Pacific (Namias, 1959; Bjerknes, 1969), and the most disastrous El Niño of the 1951-1970 period (Quinn and Burt, 1972).

The most extreme variations can be seen in the pressure plots. Pressure may possibly be loosely correlated with equatorial developments. The largest and longest negative pressure anomaly is associated with the 1957-1958 equatorial rainfall and the most extreme El Niño of the 1951-1970 period. A large negative anomaly (more than -2.5 mb) is also associated with the weak El Niño of 1965-1966 and the equatorial rainfall of the same period. However, further relationships appear to be meaningless. The unusual 1957-1958 rainfall coincides with the extreme El Niño of the 1951-1970 period.

In addition to the meteorological anomalies, surface heat flux anomalies were constructed. Because of the difference in the heat balances, the heat flux anomalies were divided into the two decades 1951-1960 and 1961-1970 for reasons discussed in the previous section. In Figure 2.7, each point is the monthly heat flux computed from monthly averaged values, further smoothed by a 5-month running mean. Computations of the heat flux for each of the decades were
Figure 2.7. Time series of monthly means of the heat balance expressed as departures from the mean (1951-1960 and 1961-1970 respectively) and smoothed by a 5-month running mean. N refers to "El Niño" and R refers to "equatorial rain".
performed using three-hourly observations applying the flux formulas and then averaging (not shown). The time series of the heat flux based upon the three-hourly meteorological observations reveal the same essential structure for the heat fluxes based upon monthly averaged meteorological observations shown in Figure 2.7.

The heat balance is largely a reflection of the solar energy gain balanced by the loss to evaporation. The sensible heat and back radiation fluxes are minor components of the heat balance, and are in phase with the latent heat flux. The latent heat and short wave heat fluxes are generally in phase from 1953 to 1958, and 1966 to 1970 while they are out of phase from 1959-1965.

2.6 Diurnal Variation

The diurnal variation typical of a subtropical station is investigated by averaging together all of the 20 years of observations for a parameter for each of the eight 3-hourly observations in a day. Observations for a day were included only if all eight observations for that day were available so as to eliminate any bias for a particular hour. The average deviation from the daily mean of the meteorological variables is shown in Figure 2.8. The diurnal range, average and standard deviation of the variables for the seasons are given in Table 2.2. In the upper left hand corner of the figures is a bar which is the largest standard deviation on that curve divided by the square
Figure 2.8. Diurnal variations expressed as departures from the daily mean. Time is local.
Table 2.2. Statistics for the diurnal deviation from the daily mean. Pressure means minus 1020 mb.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Season</th>
<th>Daily Mean</th>
<th>Daily Range</th>
<th>Daily Average Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind (m/sec)</td>
<td>W</td>
<td>7.3</td>
<td>.15</td>
<td>3.59</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>6.7</td>
<td>.36</td>
<td>3.28</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>5.7</td>
<td>.46</td>
<td>2.69</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>5.4</td>
<td>.35</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>6.2</td>
<td>.31</td>
<td>3.22</td>
</tr>
<tr>
<td>Pressure (mb)</td>
<td>W</td>
<td>1.6</td>
<td>1.9</td>
<td>6.48</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>3.5</td>
<td>1.5</td>
<td>5.67</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>3.6</td>
<td>1.4</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.9</td>
<td>1.6</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>2.4</td>
<td>1.4</td>
<td>5.01</td>
</tr>
<tr>
<td>Total cloud cover (eights)</td>
<td>W</td>
<td>5.74</td>
<td>.70</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>5.93</td>
<td>.72</td>
<td>2.27</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>6.02</td>
<td>.87</td>
<td>2.21</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>5.19</td>
<td>.71</td>
<td>2.44</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>5.72</td>
<td>.64</td>
<td>2.33</td>
</tr>
<tr>
<td>T SEA (°C)</td>
<td>W</td>
<td>19.71</td>
<td>.08</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>18.52</td>
<td>.15</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>20.92</td>
<td>.17</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>22.43</td>
<td>.15</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>20.41</td>
<td>.13</td>
<td>1.91</td>
</tr>
<tr>
<td>T Air (°C)</td>
<td>W</td>
<td>18.17</td>
<td>.90</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>16.86</td>
<td>1.12</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>19.76</td>
<td>1.19</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>21.29</td>
<td>1.14</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>19.01</td>
<td>1.08</td>
<td>2.28</td>
</tr>
<tr>
<td>T Dew (°C)</td>
<td>W</td>
<td>13.76</td>
<td>.55</td>
<td>3.08</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>12.22</td>
<td>.68</td>
<td>2.68</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>15.87</td>
<td>.56</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>17.02</td>
<td>.61</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>14.76</td>
<td>.60</td>
<td>3.18</td>
</tr>
<tr>
<td>Rain estimate (mm/3hr)</td>
<td>W</td>
<td>.11</td>
<td>.02</td>
<td>.487</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>.08</td>
<td>.03</td>
<td>.367</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>.06</td>
<td>.05</td>
<td>.269</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>.06</td>
<td>.04</td>
<td>.324</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>.08</td>
<td>.03</td>
<td>374</td>
</tr>
</tbody>
</table>
root of the number of observations, and represents an error bar.

The diurnal variation of the sea temperature of each of the seasons has the same shape as the average for all seasons. There is a minimum of the sea temperature at 0600 L and a maximum between 1500 and 1800 L. The range of the diurnal variations for the winter is about half that of the other three seasons. The diurnal variation of the sea temperature is about that for these latitudes as cited by Roll (1965).

As with the sea temperature, the shape of the air temperature diurnal variation curve is the same for all seasons. The deviation from the daily mean of the air temperature diurnal variation has a minimum between 0300 and 0600 L, and a maximum at 1200 L. A part of the diurnal variation may be due to radiation errors (e.g. Roll, 1965).

Somewhat similar to the sea and air temperature is the deviation from the daily mean of the dew point. Also, all shapes of the seasonal curves are the same, so the average for all seasons is shown. The dew point deviation from the daily mean has a minimum at 0300 L and a maximum at 1200 L. The plateau in the dew point between 1500 and 1800 L appears in each of the seasonal curves.

The deviation from the daily mean of the diurnal variation of the surface pressure has a symmetrical semidiurnal variation. All curves of the diurnal variation of pressure have the same shape. Not
shown are the graphs of the spring and summer diurnal variations which have similar means and ranges. The minimums are between 0300 to 0600 L and 1500 to 1800 L, while the maximums are between 0900 to 1200 L and 2100 to 2400 L.

All four seasons of the deviation from the daily mean of the diurnal variation of wind speed are distinctly different, so all are shown in Figure 2.9. The diurnal variation of the wind speed has a minimum at 1200 L for all seasons and another minimum at 0600 L for all seasons except the winter. The apparent minimums in the winter diurnal variation at 0300 and 1800 L are not significant. The fall diurnal variation of wind speed has an additional minimum at 0000 L. In the spring, the diurnal variation of wind speed has a maximum at 1800 L, while in summer and fall it is at 2100 L. The spring, summer, and fall diurnal variation of wind speed have a local maximum at 1200 L, while the fall has an additional local maximum at 0300 L. It is interesting to note that the winter range of diurnal variation for the wind speed is at least half that of the other seasons. From these data, a slight semidiurnal trend can be seen in the variation of the wind speed, particularly during the spring through fall, which is to be expected (Roll, 1965). However, the range of the diurnal variation of wind speed at N is only about half that suggested by Roll (1965) as being typical of these latitudes.
Figure 2.9. Diurnal variations of the wind speed, cloud cover and rainfall. Each is expressed as departures from the daily mean for four seasons.
Another complicated diurnal variation is that of the total cloud cover, so all four seasons are shown in Figure 2.9. The winter diurnal variation of the total cloud cover has a maximum at 0900 L and a local maximum at 1800 L. Spring and fall diurnal variation of the total cloud cover are exactly the same with a minimum at 1500 and 2100 L, as well as maximums at 0900 and 1800 L. The summer diurnal variation of the total cloud cover has one maximum at 0600 and one minimum at 1500.

The last diurnal variation to be considered here is that of the rain estimate (Figure 2.9). A rain estimate is derived from the "present weather", part of the synoptic observation by the method previously described. The graphs are constructed in the same manner as the previous diurnal trends, except that the vertical axis is ±0.01 mm/3 hrs. The winter deviation from the daily mean of the diurnal trend of the rainfall has a broad maximum from 0000 to 0900 L, with a broad minimum from 1200 to 1800 L. The spring diurnal trend of rain does not have a distinct variation except for the largest maximum at 0300 L and the lowest minimum at 1500 L. However, the summer rainfall does have a diurnal variation with a maximum centered between 1500 and 1800 L. Finally, the fall diurnal trend is confused with maximums at 0000, 0300 and 2100 L.
2.7 Advection at Ocean Station Vessel N

We need to estimate the change of the mixed layer temperature (assumed uniform and equal to the surface temperature) and depth due to advection. In a following section we apply Denman's model to N data, and we can then determine the extent of the influence of advection on these variables. The basic formula used in calculating changes due to advection follows. Suppose we have some variable scaler \( \alpha \). The total change of \( \alpha \) is then

\[
\frac{d\alpha}{dt} = \frac{\partial \alpha}{\partial t} + \mathbf{u} \cdot \nabla \alpha
\]

where the last term is the advection component and \( \mathbf{u} \) is the velocity field. Further suppose that the variables may be divided into an average (denoted by an overbar) and a fluctuating component (indicated by a prime) such that

\[
\alpha = \overline{\alpha} + \alpha'
\]

\[
\mathbf{u} = \overline{\mathbf{u}} + \mathbf{u}'
\]

Then the advective term averaged is

\[
\overline{\mathbf{u} \cdot \nabla \alpha} = \overline{\mathbf{u} \cdot \nabla \alpha} + \mathbf{u}' \cdot \nabla \alpha'
\]

The \( \mathbf{u}' \nabla \alpha' \) term is virtually unmeasured in the ocean mixed layer.
on a scale greater than a few hours at isolated locations. Since there is no realistic way of estimating this term, the usual procedure is to ignore it. However, it is not unrealistic to expect that there could be eddies or organized motions on a horizontal scale in the ocean on synoptic scales, particularly since these atmospheric scales tend to drive the ocean surface layer. But, without any measured details, the turbulent transport term $u' \cdot \nabla T'$ will have to be assumed to be zero. The advective change is assumed to be

$$\frac{dT}{dt} = u \cdot \nabla A$$

**Surface Layer Horizontal Gradients**

The surface layer temperature gradient is taken from the Climatological and Oceanographic Atlas for Mariners Volume II (1961). The mixed layer depth gradient is taken from Bathen (1972).

**Velocity Field**

The surface layer current vector is assumed to be equal to the mixed layer currents which are also uniform throughout the layer. Some evidence of this is cited in Pollard et al. (1973). Five methods of estimating the surface currents will be used. The first is a climatological average from the Climatological and Oceanographic Atlas for Mariners Volume II (1961). The second estimate is also a
The third current estimate comes from geostrophic computations based upon hydrographic data. A level of no motion is assumed at 800 meters. Examination shows that the baroclinic shear is insignificant at or below this level. The surface current velocity is given by

\[ u = \frac{10}{f} \left( \frac{\Delta a - \Delta b}{\Delta X} \right) \]

where \( u \) is the current velocity in cm/sec, \( \Delta a \) and \( \Delta b \) are the sums of the dynamic depths at each station in meters, and \( f \) is the Coriolis force. Hydrographic data was supplied by the NOAA Oceanographic data center, which also computed the dynamic depths.

A fourth current estimate is also based upon the dynamic depth. In this case, the dynamic depth gradient at N is a climatological average taken from Fairbridge et al. (1966).

The fifth type of current estimation comes from the Ekman drift. The Ekman drift current is the current resulting from the direct action of the wind stress on the sea surface. These drift currents are computed by Wickett and Thompson (1971). Their computations are based upon the assumption that the surface transport is 90 degrees to the right of the geostrophic surface wind, which in turn is computed from monthly mean surface pressures. These calculations also assume instant response by the sea to the wind stress and ignore
existing sea currents.

**Temperature Advection in May, 1969**

The temperature advection estimates vary widely as shown in Table 2.3. Various methods estimate the advection at N to be in the range of -0.5 to +0.3 degrees C/17 days. The large negative estimates from the Mariner's Log are probably due to excessive current range (only one current range is given for the whole year). Also, the actual vector orientations, which are very important, are difficult to determine in the Mariner's Log.

**Temperature Advection in December, 1970**

The December temperature advection estimates are at least in better agreement than the May case. The range of temperature estimates run from -2.1 to -0.1 °C/15 days. The larger negative temperature advection may be more realistic since the North Pacific gyre is strengthened in December resulting in stronger currents.

**Mixed Layer Advection**

The mixed layer depth gradient is quite small for all seasons. Realizing that \(|\mathbf{u}||\nabla D| \geq |\mathbf{u} \cdot \nabla D|\), the former is less than 5 m/17 days, even for the largest estimate.
Table 2.3. Advection estimates.

<table>
<thead>
<tr>
<th></th>
<th>Atlas</th>
<th>Tully</th>
<th>Fairbridge</th>
<th>Bottle</th>
<th>Ekman</th>
</tr>
</thead>
<tbody>
<tr>
<td>May temperature advection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atlas</td>
<td>-0.81 °C/17 days to -2.43 °C/17 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tully</td>
<td>-0.49 °C/17 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairbridge</td>
<td>-0.21 °C/17 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottle</td>
<td>+0.32 °C/17 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ekman</td>
<td>+0.02 °C/17 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed layer depth advection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum estimate less than 5 m/17 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>December temperature advection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atlas</td>
<td>-0.72 °C/15 days to -2.15 °C/15 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tully</td>
<td>-0.44 °C/15 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairbridge</td>
<td>-0.10 °C/15 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottle</td>
<td>-0.29 °C/15 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ekman</td>
<td>+0.01 °C/15 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed layer depth advection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum estimate less than 1 m/15 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Legend:

Tully = Tully (1965).
Fairbridge = Fairbridge et al. (1966).
Bottle = Computation from hydrographic data.
Ekman = Wind drift estimate from Wickett and Thomson (1971).
2.8 Summary of Descriptive Section

Meteorological and Oceanographic variables were analyzed based upon 20 years and 7 years of data, respectively. These variables, which include sea temperature, air temperature, dew point, rain, wind speed, pressure, mixed layer depth, and surface density, all have a significant seasonal trend. Another variable, the total cloud cover, has only a weak seasonal trend with a yearly average of about five-eighths. Most of the cloud cover is due to low stratiform clouds. As the surface salinity does not have a significant seasonal trend, and the surface density does, it is concluded that the salinity does not have a significant effect on the seasonal surface density. In addition to the seasonal trend, the surface pressure has a local maximum at the end of December and early January. The yearly average rainfall is only 225 mm, less than half of previous estimates.

The cross section of temperature with depth is as expected, with the large seasonal trends in the near surface. But the salinity cross section does not have a significant seasonal trend. A cross section of density appears to be similar to the temperature, and it is concluded that the seasonal trend of the subsurface density is a function of temperature.

The seasonal variation of the surface heat balance also has a seasonal trend. However, the two decades have distinctly different
balances, with the 1961-1970 decade having a larger average than the 1951-1960 decade. This heat balance change coincides with a large scale climatic change in the North Pacific (Namias, 1963).

Of the 20-year anomalies, the extreme pressure anomalies in some cases may correlate with anomalous large scale events in the equatorial Pacific. The total cloud cover, rainfall and sea temperature-air temperature reflect the 1957/1958 large scale climatic changes in the equatorial zone which included the extreme El Nino occurrence of the 1951-1970 period.

The sea temperature, air temperature, dew point, pressure, wind speed, and total cloud cover all have distinct diurnal trends. The wind speed, rainfall, and total cloud cover also have significantly different diurnal trends during each of the four seasons.

Advective effects at N were also examined from the available data. The advection of temperature may be a significant portion of the total change in the surface temperature except during the summer. This probably results from the decreased current speeds experienced in summer. The mixed layer depth changes are always locally generated.
3. SPECTRA

3.1 Introduction

The ten-year time series (1961-1970) of surface meteorological observations at N was spectrally analyzed. The variables analyzed were wind speed, pressure, sea temperature, air temperature and dew point. The parameters were examined in two ways: (1) spectra of the 10-year record and (2) spectra of the 4 seasons averaged over 10 years. Since long term spectra of open ocean stations have been seldom available, these spectra have particular significance in identifying the dominant scales of synoptic and longer-period air-sea interaction processes. Besides their descriptive value, open-ocean surface spectra can provide forcing conditions or be used for comparison to the results of mathematical models of the atmosphere and ocean.

The data used in this paper were taken at N during the period 1961 to 1970 when its average position of N was 30 N 140W. The meteorological observations were taken every 3 hours except for dew point which was taken only from four to six times a day from 1961 to the first half of 1963. Excepting the dew point from 1961 to 1963, less than 2% of the observations were missed. The effect on the spectra of the missing observations is expected to be small which is supported by a study of upper level wind and temperature spectra by
Chiu (1960) who found that there was no significant change in the spectra if up to 10% of the observations were missing. The missing observations were filled in by linear extrapolation.

3.2 Analysis

The longest records analyzed were 10 years in length. For each variable, every seven points of the first 28,672 data points beginning in 1961 (almost 10 years) were averaged together, creating a record of 4096 points. This record of 4096 averaged points was transformed by use of the Fast Fourier transform and an autospectrum produced of 2048 spectral estimates (\( \phi \)). The autospectrum was then averaged over equal intervals of the logarithm of frequency resulting in a smoothed spectrum of 22 uncorrelated estimates.

Spectra were also computed by breaking the 10-year time series into 4 month periods for a total of 28 blocks. (This division actually fell short of the 10-year period by a few days.) Each 4-month period or block, consisting of 1024 points, had, unlike the 10-year record, notable energy at the annual distinct trends due to annual variations. Before the 4-month variables were Fast Fourier transformed, each block of 1024 points had the trend removed. The blocks were then Fast Fourier transformed and an autospectrum created. The autospectrum of each block was logarithmically band averaged in the same manner as for the 10-year spectrum. The 4-month spectra were then
combined with the 10-year spectra to give a single spectra over the range of periods from 6 hours to 10 years. In the region of overlapping frequency, the values from the 10-year spectra were used.

Seasonal spectra were also computed. From the 10 year data series, each variable was divided into blocks of 256 points (32 days). It was arranged so that each calendar year has twelve 256 blocks that nearly corresponded to calendar months by overlapping the last 256-point block of the year by a few points. Each of the 256-point blocks was detrended, Fast Fourier transformed and an autospectrum computed. This autospectrum was logarithmically band averaged as described previously. The band averages of the 256-point blocks were averaged according to the four seasons, each season containing averages over 3 blocks (months) for each of 10 years. The final result was four seasonal autospectra for each variable, each containing 14 smoothed spectral estimates.

In addition to the standard spectrum analysis, rotary spectra were calculated for wind speed. The theoretical basis for a rotary spectrum is discussed in Mooers (1970) and Gonella (1972).

The basic foundation of rotary spectrum analysis is that a two-dimensional vector varying in time can be transformed to frequency space and uniquely represented as two oppositely rotating vectors for each frequency. To sketch this process, consider a two-dimensional vector in time and space.
\[ u = u_x + iu_y \]

This vector may be complex demodulated into

\[ u = \sum_{\omega=\infty} u_a(\omega) + iu_b(\omega). \]

The original vector may also be thought of in the form of the inverse Fourier transform,

\[ u = \sum_{j=-\infty}^{+\infty} U_j e^{j\omega_j t}. \]

Consider a particular frequency \( \omega_0 \); then

\[ u_a(\omega_0) + iu_b(\omega_0) = U_+ e^{i\omega_0 t} + U_- e^{-j\omega_0 t} \]

Here \( U_+ \) and \( U_- \) are the Fourier amplitudes that represent the amplitude of positively and negatively rotating vectors, both rotating at the same frequency. If \( U_+ = U_- \), then the resulting vector \( u \) at this frequency is only oscillating along a line. If \( U_+ \) or \( U_- \) is zero, then the vector \( u \) moves in a circular motion for this frequency. Usually, \( U_+ \) and \( U_- \) are non zero and not equal. Thus, the rotational autospectrum illustrates the intensity and the sense of the rotation or turning of a two-dimensional vector.
Both 10-year and seasonal rotational spectra were created for the wind in a manner similar to that discussed in the preceding sections. The difference was that the separate north and east components of the wind velocity were formed (the 4-month and the seasonal time series were detrended) and then Fast Fourier transformed. These Fast Fourier coefficients were manipulated so as to produce rotational spectra analyzed over frequency bands and blocks. The averaging schemes, band frequencies, etc., are the same for the rotational 10-year and seasonal spectra as for the corresponding spectra discussed before.

Although it is impossible to determine exactly the extent of aliasing, it is likely small. The wind, air temperature, dew point and pressure observations are averages of the order of a minute. The sea temperature is taken as the temperature of a bucket of water taken from near the surface. Aliasing will occur due to variations with periods of less than 3 hours. For all variables, the energy density falls off rapidly up to the Nyquist frequency. It is also expected that the energy density for all variables either levels off or decreases at frequencies greater than the Nyquist frequency. Examples of energy density leveling off or decreasing at higher frequencies is referred to in Busch et al. (1973). Therefore, the aliased energy should be small except perhaps at the highest frequencies.
Two types of plots are used in this paper. The first is a plot of \( f \cdot \phi \) vs \( \log f \) for an autospectrum. Such a plot conserves variance; that is, equal areas under the curve contribute equally to the total variance. \( \log f \) is used rather than \( \ln f \) since frequencies are more identifiable from \( \log f \) than \( \ln f \). Care should be taken in the interpretation of peaks in this plot since a maximum or minimum in a \( f \cdot \phi \) vs \( \log f \) plot is not necessarily a maximum or minimum in a \( \phi \) vs \( f \) plot. The hatch mark in the upper left hand corner is an 80% confidence interval for the synoptic peak, calculated according to Blackman and Tucky (1958). A plot of \( \log \phi \) vs \( \log f \) is also presented. This type of plot most directly presents the actual spectral value of the autospectrum and is useful for identifying power laws. However, equal areas under the curve do not contribute equally to the total variance. For this plot, an 80% confidence interval is drawn on the spectral estimate at the 10-day period.

3.3 Wind

We will first consider the 10-year wind-speed autospectrum. A plot of \( f \cdot \phi \) vs \( \log f \) (Figure 3.1) shows a broad maximum around an 8 day period and a spike at the annual period. A plot of \( \log \phi \) vs \( \log f \) for the 10-year wind-speed autospectrum is shown in Figure 3.2. As might be expected, the spectrum of the wind-speed is a minimum at the shortest period and increases to a period of a year.
Figure 3.1. A $f \cdot \phi(f)$ vs log $f$ plot of the 10-year composite wind speed spectrum.
Figure 3.2. A log $\phi(f)$ vs log $f$ plot of the 10-year composite wind speed spectrum.
The annual period of the wind spectral estimate appears as a spike. At periods greater than a year, the spectral values wander. It should be noted that these longest periods have little statistical significance due to the few unaveraged spectral estimates that make up these band averages.

The seasonal wind speed spectrum is shown in Figure 3.3. Only winter and summer spectra are plotted. Fall and spring spectra generally lie between the summer and winter curves. The winter spectrum has the most energy and is more sharply peaked than the spring spectrum. The spring and fall spectra have about 1/3 less energy at the peak than the winter wind-speed spectrum (see Table 3.1). In the summer wind-speed spectrum the peak is at 15.9 days, which is a much lower period than the other seasonal wind-speed energy peaks. All seasons have an increase from about a .5 day period to the shortest period. Without band averaging, the wind-speed autospectrum has prominent peaks at the diurnal and semi-diurnal periods (see Table 3.2).

In comparing wind speed-spectra at N with other data, we find similar qualitative results. Millard (1971) constructed a wind spectrum from buoy data in the Atlantic along 70 degrees W between 30 and 40 degrees North. The spectrum was constructed ranging from a period of 2 seconds to 20 days. The spectrum \((f \cdot \phi vs \log f)\) has an energy peak at a period of a little more than 4 days, with a value of
Figure 3.3. A $f \cdot \phi$ vs log $f$ plot of the seasonal wind speed spectrum (circles are the winter spectra and the triangles are the summer spectra).
Table 3.1. Integrals of the spectra.

<table>
<thead>
<tr>
<th>Variable</th>
<th>40°N (10 year)</th>
<th>60°N (4 month)</th>
<th>Winter</th>
<th>Spring</th>
<th>Summer</th>
<th>Fall</th>
<th>Average of Seasons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea ( \left( ^{\circ} \text{C}^2 \right) )</td>
<td>3.59</td>
<td>.458</td>
<td>.339</td>
<td>.476</td>
<td>.417</td>
<td>.427</td>
<td>.415</td>
</tr>
<tr>
<td>Air ( \left( ^{\circ} \text{C}^2 \right) )</td>
<td>4.48</td>
<td>1.34</td>
<td>1.25</td>
<td>1.14</td>
<td>.733</td>
<td>.915</td>
<td>1.01</td>
</tr>
<tr>
<td>Dew ( \left( ^{\circ} \text{C}^2 \right) )</td>
<td>8.52</td>
<td>5.27</td>
<td>5.82</td>
<td>5.09</td>
<td>1.90</td>
<td>4.26</td>
<td>4.27</td>
</tr>
<tr>
<td>Press ( \text{mb}^2 )</td>
<td>24.0</td>
<td>22.3</td>
<td>36.0</td>
<td>16.7</td>
<td>5.94</td>
<td>13.9</td>
<td>18.1</td>
</tr>
<tr>
<td>Wind ( \text{m}^2/\text{sec}^2 )</td>
<td>8.59</td>
<td>10.8</td>
<td>12.0</td>
<td>8.75</td>
<td>7.53</td>
<td>9.38</td>
<td>9.41</td>
</tr>
<tr>
<td>Clockwise rotation ( \text{m}^2/\text{sec}^2 )</td>
<td>11.1</td>
<td>12.0</td>
<td>17.1</td>
<td>9.17</td>
<td>4.20</td>
<td>10.0</td>
<td>10.1</td>
</tr>
<tr>
<td>Counterclockwise rotation ( \text{m}^2/\text{sec}^2 )</td>
<td>6.68</td>
<td>6.97</td>
<td>8.27</td>
<td>5.51</td>
<td>3.43</td>
<td>5.15</td>
<td>5.59</td>
</tr>
</tbody>
</table>

Table 3.2. Diurnal and semidiurnal spectral densities of the individual Fourier frequencies (not band averaged).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Diurnal</th>
<th>Semidiurnal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea ( \left( ^{\circ} \text{C}^2 \text{sec} \right) )</td>
<td>7.54</td>
<td>5.26</td>
</tr>
<tr>
<td>Air ( \left( ^{\circ} \text{C}^2 \text{sec} \right) )</td>
<td>16.7</td>
<td>2.02</td>
</tr>
<tr>
<td>Dew ( \left( ^{\circ} \text{C}^2 \text{sec} \right) )</td>
<td>3.35</td>
<td>.511</td>
</tr>
<tr>
<td>Pressure ( \text{mb}^2 \text{sec} )</td>
<td>3.30</td>
<td>38.2</td>
</tr>
<tr>
<td>Wind ( \text{m}^2 \text{sec}^{-2} \text{sec} )</td>
<td>2.00</td>
<td>1.39</td>
</tr>
<tr>
<td>Clockwise rotation ( \text{m}^2 \text{sec}^{-2} \text{sec} )</td>
<td>2.74</td>
<td>1.95</td>
</tr>
<tr>
<td>Counterclockwise rotation ( \text{m}^2 \text{sec}^{-2} \text{sec} )</td>
<td>1.20</td>
<td>.445</td>
</tr>
</tbody>
</table>
about $6 \text{ m}^2/\text{sec}^2$. This compares with the N wind spectrum which has a peak between 4.5 days and 8 days. The N wind spectrum energy is about $2.9 \text{ m}^2/\text{sec}^2$, less than that for the Atlantic buoy data. However, the difference is due to the latter being taken further North where there is more synoptic activity.

Another composite wind spectrum for the Atlantic has been constructed by Byshev and Ivanov (1969). They divided several island and weather ship stations in the Atlantic into zones of 40-60N, 30N-30S and 40-60S. They found a maximum of wind energy ($f \cdot \phi$ vs log $f$) between 11.6 and 6.4 days, with the longest period of the maximum at the equator. The 40-60N section is most like the spectrum at N, with an energy peak of about $5 \text{ m}^2/\text{sec}^2$. The energy peak in the 30N-30S band is about $10^{-1} \text{ m}^2/\text{sec}^2$. This is comparable with the N spectrum, which had a peak of $3 \text{ m}^2/\text{sec}^2$ between periods of 4 and 8 days. N is really typical of a latitude between the 40-60N and 30N-30S zones selected by Byshev and Ivanov, so it is not surprising that the wind-speed spectral peaks at N are also between the values of the Atlantic zones of 40-60N and 30N-30S.

The wind rotary spectrum consists of the clockwise (or negative) component and the counterclockwise (or positive) component. Both are shown together in Figure 3.4. The clockwise component is greater than the counterclockwise component at short periods up to periods less than a year. The clockwise amplitude being larger than
Figure 3.4. A $f \cdot \phi$ vs log $f$ plot of the 10-year composite rotational wind spectrum.
the counterclockwise is a reflection of the clockwise motion of the earth and the eastward-moving synoptic systems, with centers to the North of N, that cause a clockwise rotation of the wind vector. Both clockwise and counterclockwise components are largest in the winter due to the increased synoptic activity during this season. The near equality of the two rotational senses during the summer is a reflection of the prevailing summer synoptic situation which is a slower translation around the general area of N by weak surface pressure highs.

Individual frequencies of the rotary spectrum were investigated in addition to the band averages for the 4-month spectrum. Both the clockwise and counterclockwise components had peaks in the spectral density at the semidiurnal and the diurnal periods. These peaks were larger for the clockwise rotation; also, the diurnal peaks are larger than the semidiurnal peaks.

The seasonal plots (Figure 3.5) reveal that the clockwise component is larger than the counterclockwise component except in summer when they are about equal. Both components are peaked in the synoptic period. Also, the period of the peak is less for the clockwise than the counterclockwise in all seasons except the summer when the periods of the peak are about equal. The peaks of the spectra are largest in the winter and smallest in the summer.

Rotational wind spectra at other locations are not common. However, Pillsbury et al. (1974) have computed rotational wind
Figure 3.5. A $f \cdot \phi$ vs $\log f$ plot of the seasonal rotational wind spectrum.
spectra taken from a meteorological buoy 15 miles off the coast of Newport, Oregon. From a data sample 19 days long, collected in August 1971, they found a semidiurnal peak of 2.9 m²/sec²/CPD which is about half the semidiurnal peak in the clockwise component of the rotary spectrum at N.

3.4 Pressure

The general form of the pressure spectrum curves is similar to the wind speed spectrum. The $f \cdot \phi$ vs log $f$ plot (Figure 3.6) of the 10 year pressure spectrum has a peak at a period of 16 days. A spike appears at 126 days in addition to a spike at the annual period. This maximum is related to the appearance of a secondary maximum and minimum in the annual cycle of pressure shown previously. The rate of decrease of energy with frequency increasing from the synoptic peak (16 day period) is much faster for pressure than wind speed. A log $\phi$ vs log $f$ plot of the pressure spectrum is shown in Figure 3.7. The spectral values increase from the shortest period up to the annual period. As with the wind speed, spectral values fluctuate at the longest periods, but these fluctuations have little statistical significance. There is a sharp peak at a period of 12 hours, reflecting the semidiurnal pressure fluctuation referred to previously.

The winter and summer seasonal spectra of pressure in the form of $f \cdot \phi$ log $f$ is shown in Figure 3.8. The winter pressure
Figure 3.6. A $f \cdot \phi$ vs $\log f$ plot of the 10-year composite pressure spectrum.
Figure 3.7. A log φ vs log f plot of the 10-year composite pressure spectrum.
Figure 3.8. A $f \cdot \phi$ vs log $f$ plot of the seasonal pressure spectrum (circles are the winter spectra and the triangles are the summer spectra).
spectrum has a peak at 15.9 days. The spring and fall have similar spectra (not shown) with a peak at 10.6 days of similar magnitude. The summer seasonal pressure spectrum has a broad peak with a maximum at 18.9 days but is only 1/10 the magnitude of the winter maximum or 1/5 that of the spring and fall seasonal pressure maximum. All seasons have a spike at the semidiurnal period.

The spectra unaveraged over frequency bands (not shown) show spikes at the semidiurnal and diurnal periods. The energy at the diurnal period is an order of magnitude larger than that of the surrounding periods while the semidiurnal energy is two orders of magnitude larger than the energy of the surrounding periods.

Pressure spectra for the Pacific are not common. However, Roden (1963) calculated pressure spectra for Wake Island and Honolulu, Hawaii. Roden found an annual peak at both stations of $3.6 \times 10^2 \text{mb}^2/\text{CPD}$, which is about 1/3 the value at N. The difference between the southerly stations and N is reasonable, since N experiences seasonal synoptic patterns and the others do not.

The Byshev and Ivanov study (1969), mentioned in the wind speed section, included pressure spectra in the Atlantic. Byshev and Ivanov found that the pressure energy peak in the $f \cdot \phi$ vs $\log f$ plot was in the synoptic range with 6.4 days period for all zones. While the energy peak of the 40-60N zone was about $8 \text{mb}^2$, the 30N-30S zone energy peak was about $0.08 \text{mb}^2$. In addition, there were energy peaks
in the 30N-30S zone of 2.1 and .5 days. N had a pressure energy peak of .9 mb$^2$ at the semidiurnal period. In addition, N also had a peak at the diurnal period. The pressure spectrum at N is most similar to that of the Northern zone of the Byshev and Ivanov study.

Another study was done on long-period variations in the seasonal sea-level pressure over the Northern Hemisphere by Wagner (1971). He found relative pressure peaks in the period range of 26 to 28 months. Much of the same thing occurred at N, where an examination of the N data shows a minor but prominent peak in the pressure energy near the period of 29 months.

3.5 Sea Surface Temperature

A plot of the sea surface temperature spectrum in the form of $\log \phi$ vs $\log f$ is shown in Figure 3.9. There is a sharp peak at the annual period, with comparatively little energy elsewhere. This is in contrast to the wind speed and pressure spectra which have comparable energy in the synoptic and annual periods. A plateau appears at periods of about one to four days which may be associated with synoptic scale weather systems.

The seasonal spectra of the sea temperature plotted as $f \cdot \phi$ vs $\log f$ in Figure 3.10 are remarkably different from each other. The summer sea temperature spectrum has a general minimum at the intermediate periods with the largest diurnal peak of any
Figure 3.9. A log $\phi$ vs log $f$ plot of the 10-year composite sea temperature spectrum.
Figure 3.10. A $f \cdot \phi$ vs $\log f$ plot of the seasonal sea temperature (circles are the winter spectra and the triangles are the summer spectra).
of the seasons, a reflection of greater solar insolation and a shallow mixed layer. The winter seasonal spectrum has a plateau from 1 to 6 days with a distinctive spike at 8.0 days and a diurnal peak very much smaller than that for summer.

The sea temperature spectra can be compared to spectra at other locations. Lee and Cox (1966) constructed sea surface spectra for a station near 30N 120W. On a short term series taken during December and January, they found no diurnal peak and only a semi-diurnal peak at the surface of 1.2°C^2/CPD. This is about one order of magnitude less than the semi-diurnal spectral density of the sea surface temperature spectra at N which also has an even larger diurnal peak. The spectral density of the annual peak at 30N 120W was about 1.6 x 10^3 °C^2/CPD, or 1/3 less than the annual peak at N.

Roden (1963) found smaller annual peaks of the sea temperature spectral density at two Pacific Island stations. The annual spectral density of the sea temperature at Honolulu was about 3.6 x 10^2 °C^2/CPD and the annual spectral density of the sea temperature at Wake was about 1.5 x 10^2 °C^2/CPD, or an order of magnitude less than at N. This is to be expected since Honolulu and Wake are more in the tropics where annual variations are less than those of higher latitudes.
3.6 Air Temperature

The air temperature spectrum is similar in shape to the sea surface temperature spectrum as Figure 3.11, a plot of $\log \phi$ vs log $f$, shows. There is a dramatic spike at the annual period. There is also a spike at the diurnal cycle. There is no evidence of a peak at synoptic periods, indicating that air temperature is largely controlled by sea surface temperature.

The seasonal power spectra of the air temperature are shown in Figure 3.12. The seasonal spectra of the air temperature have a spike at the diurnal period, which has the largest value in the summer and the smallest in the winter. The summer power spectrum is rather uniform for periods greater than a day while the other seasons (winter shown only) are distinctly peaked between 5.8 and 10.6 days.

When the air temperature spectra are considered without averaging over frequency bands, the spectra reveal that the spectral density at the diurnal period has a spike that is more than an order of magnitude larger than energy at the surrounding frequencies.

We can compare the N spectra with Roden's (1963) island data. The air temperature spectral density annual peak at Wake and Honolulu is about $3.6 \times 10^2 \, ^\circ C^2/CPD$, or about 1/10 that at N. The variation of the air temperature at the tropical Pacific island stations should be greatly modulated by the sea temperature variations which, as pointed
Figure 3.11. A log $\phi$ vs log $f$ plot of the 10-year composite air temperature spectrum.
Figure 3.12. A $f \cdot \phi$ vs log $f$ plot of the seasonal air temperature spectra (circles are the winter spectra and the triangles are the summer spectra).
out in the sea temperature section, were also about 1/10 that at N.

The Byshev and Ivanov Atlantic spectral analysis (1969) also included air temperature. Byshev and Ivanov found a seasonal peak in the energy of the air temperature of \(0.7 \; ^\circ \text{C}^2\) in the North Atlantic zone between 40N-60N. However, they found no seasonal peak of the energy of the air temperature in the 30N-30S zone. The maximal energy peak of the air temperature at N is seasonal, but the value is \(0.8 \; ^\circ \text{C}^2\). Clearly, N at 30N is under at least some synoptic influence and is more like the 40N-60N Atlantic zone.

3.7 Dew Point

The dew point spectrum has more structure than the air or sea temperature spectra as shown in Figure 3.13. Like the air and sea temperature spectra but the dew point has maximal energy in a dramatic peak associated with the annual period. There is a small maximum or a plateau at a period of about 80 days which is similar to the air temperature spectrum but more pronounced. There is a change in slope in the dew point spectrum at a period of 122 days. The increase in energy at the shortest period may be due to aliasing.

The spectrum of the seasonal dew point spectra as plots of \(f \cdot \phi \text{ vs log } f\) is shown in Figure 3.14. The winter spectrum is most sharply peaked while the summer spectrum is almost flat. All seasons have a maximum around 5.8 days.
Figure 3.13. A log $\phi$ vs log $f$ plot of the 10-year composite dew point spectrum.
Figure 3.14. A $f \cdot \phi$ vs $\log f$ plot of the seasonal dew point spectrum (circles are the winter spectra and the triangles are the summer spectra).
Examination of the spectra without band averaging shows a spike at the diurnal period that is about an order of magnitude larger than the surrounding frequencies. Energy at the semidiurnal period has a prominent but smaller spike than the diurnal period.

3.8 Summary of Spectra

Meteorological spectra were calculated for N at 30N 140W. The variables investigated were wind speed, surface air pressure, sea temperature, air temperature, and dew point. Spectra were computed for periods ranging from 6 hours to 10 years.

For all variables, significant peaks of energy were observed at the annual, diurnal, and semidiurnal periods. Also, all variables had the largest variance in winter and the smallest variance in the summer, except for sea temperature which had the largest variance in the spring and the smallest variance in the winter. The maximum spectral density of all variables was associated with the annual period. The spectral densities of all of the variables generally decreased from the annual period to the shortest period. Furthermore, the spectra are similar to those found by other investigators at approximately the same latitude.
4. THE MIXED LAYER DYNAMICS

Now that a descriptive background has been constructed for N, we are able to investigate some details of mixed layer dynamics at the station. As was mentioned in the introduction, there are several mixed layer models that could be used. However, we are limited in testing models because the mixed layer at N is measured by only a few mechanical BTs a day and much less frequent bottle casts. There are no direct current measurements. Therefore, Denman's (1972) model must be used since it requires no current measurements and is responsive to time scales of the order of a day. Before actually applying Denman's model to data from N, we describe the Denman model itself in detail.

4.1 Denman's Model

This model can be broken down into two regimes, the first of which is the deepening or wind-dominated regime. For this deepening regime, Denman's (1972) model is described by three equations. They are:

\[
\frac{dT_s}{dt} = \frac{2}{\rho_0 h} \left[ -\frac{(G-D)}{\alpha g} + \frac{h}{c_p} (B + He + H_s) + \frac{R}{c_p} (h - \gamma + \gamma^{-1} e^{-\gamma h}) \right]
\]
(4-2) \[ \begin{align*} 
H[w+ \frac{dh}{dt}] &= 2\left[ \frac{1}{\text{ag}} (G-D)+ \frac{Ry}{c_p} \frac{1}{1-(1-e^{-\gamma h})} \right] - \frac{h}{c_p} [B+He+Hs+R(1+e^{-\gamma h})] \\
&= \frac{\rho_0 h(T_s - T_{-h})}{c_p} 
\end{align*} \]

(4-3) \[ \frac{dT_{-h}}{dt} = \frac{\gamma Re \gamma h}{\rho_0 c_p} - (\frac{d}{dt}) \frac{dT}{dz} \]

boundary equation:

(4-4) \[ \frac{\partial T(z)}{\partial t} = \frac{\gamma Re \gamma z}{\rho_0 c_p} - \frac{\partial T(z)}{\partial z} \]

For the Equations (4-1) to (4-4), the following symbols are used.

\( T_s \) = temperature of the mixed layer.

\( T_{-h} \) = temperature of the water just below the mixed layer.

\( T \) = water temperature at a point.

\( w \) = large scale upwelling.

\( h \) = mixed layer depth.

\( \rho_0 \) = average density of the sea water.

\( c_p \) = heat capacity of the sea water.

\( G \) = wind energy.

\( D \) = dissipation.

\( B \) = back radiation.

\( He \) = latent heat flux.

\( Hs \) = sensible heat flux.
R = solar radiation.

α = coefficient of thermal expansion.

g = acceleration of gravity.

γ = an average extinction coefficient for sunlight.

t = time

\[ H[w+ \frac{dh}{dt}] \] is the Heaviside step function which is

\[
H = \begin{cases} 
0 & \text{if } [w+ \frac{dh}{dt}] \geq 0 \quad \text{no entrainment mixing.} \\
1 & \text{if } [w+ \frac{dh}{dt}] < 0 \quad \text{entrainment mixing.}
\end{cases}
\]

The equations of the mixed layer itself are expressed by (4-1) and (4-2). The dependent variables are \( T_s \), the temperature of the surface layer and \( h \), the mixed layer depth. The empirically derived, independent variables that drive the model are: the surface heat fluxes of the back radiation (B); latent heat (He) and sensible (Hs) heat, the penetrative solar radiation (R); and the wind energy available for turbulent mixing (G-D). The factors \( p_0, g, c \) are constants. The extinction length of light energy, \( γ^{-1} \), is a "floating" constant with a limited range of values though fixed for a particular case. A hidden floating parameter is the assumption of the partition of wind energy, or the actual amount of turbulent-energy production in the mixed layer by wind action.

Equation (4-3) expresses the temperature change below the
mixed layer. The temperature change depends only on the fraction of solar radiation that escapes the mixed layer (if \( w \) is negligible). Equation (4-4) expresses the temperature of the water just below the mixed layer. The temperature of the water, during small time steps, depends mostly on the rate of descent (in the case of descending mixed layer depths).

The Equations (4-1) to (4-4) are solved numerically with small time steps (about 60 seconds) by the Runge-Kutta technique.

For the second case in Denman’s model, the heat regime or decreased mixed layer depth, then \( H = 0 \) and the Equations (4-1) to (4-4) can be rearranged to

\[
(4-5) \quad \frac{1}{a_g} (G-D) + \frac{R}{c_p} (1-e^{-y_h}) = \frac{1}{2} \frac{h}{c_p} [R(l+e^{-y_h})+B+He+Hs]
\]

\[
(4-6) \quad \Delta T_s = \frac{1}{h\rho_0 c_p} [R(1-e^{-y_h})+B+He+Hs] \Delta t
\]

In Equation (4-5) \( h \), the mixed layer depth, is the only variable once the driving fluxes (B, He, Hs, R, G-D) have been specified for a particular time step. The Equation (4-5) is solved by Newton’s method for time steps of about 60 minutes. Once \( h \) has been determined from (4-5) for a particular time step, (4-5) is used in (4-6) to find the temperature change of the mixed layer \( T_s \) for that same time step.
Basically, the model is driven by hourly fluxes of latent heat, sensible heat, back radiation, solar radiation and wind-turbulent energy computed from hourly meteorological observations. With the start of each hour the wind regime is calculated through one time step to check for a descending mixed layer. If the mixed layer depth is not increasing, then the equations for the heat regime are used.

Let us cite a couple of examples to demonstrate how this model works. Suppose that the mixed layer depth is at equilibrium, since the heat flux and wind speed have not changed for a long time. Then, when either the wind speed is increased or the surface heat flux is decreased in a step fashion to a new constant value, the mixed layer will be out of equilibrium. At that time, the wind-turbulent energy works against buoyancy forces by entraining colder water from below (Equation 4-1 to 4-2). Deepening will continue until a new equilibrium depth is reached. At equilibrium depth, the wind-turbulent energy will just equal that energy needed to redistribute all of the heat buoyancy throughout the mixed layer. Equations (4-5) to (4-6) will apply now.

Suppose that again the mixed layer is at equilibrium for a long time. Then, the heat flux is increased, or the wind speed is decreased, in a step-like way. The mixed layer will instantaneously reform at a decreased mixed layer depth. The actual depth is determined by Equation (4-5). At this depth, all of the wind turbulent energy is required to redistribute all of the heat flux throughout the
layer. These examples point out that the mixed layer depth, determined from Denman's model, is dependent upon a balance between wind energy and heat flux.

4.2 The Effect of Salinity on Mixed Layer Dynamics

In Denman's model, the only variable affecting the density and buoyancy is temperature. However, in the subtropics, where N is located, evaporation exceeds precipitation. The question then arises: does salinity have a significant effect on mixed layer dynamics at N? In other words, can Denman's model be applied to the data from N? In order to answer this question, a mixed layer model like Denman's is derived which includes the effect of salinity on the mixed layer. A method of development quite similar to Denman's (1972) is used.

The assumptions here are the same as those in Denman (1972) with the exception that density is also a function of salinity. Basically, the assumptions are that the sea is an incompressible, stably stratified, horizontally homogeneous fluid that obeys the Boussinesq approximation. Wave dynamics effects such as internal, inertial, and Rossby waves are ignored. The mixed layer is assumed to be homogeneous. The submixed layer waters are assumed laminar and non-turbulent. It is also assumed that any property introduced into the layer is instantaneously distributed throughout the layer.
Conservation of Mass, Heat and Salinity

The equation of state for sea water is

\[ \frac{dT}{dt} = \frac{\partial T}{\partial \rho} \frac{\partial \rho}{\partial t} + \frac{\partial T}{\partial S} \frac{\partial S}{\partial t} + \frac{\partial T}{\partial \xi} \frac{\partial \xi}{\partial t} \]  

(4-7)

where \( T \) is the temperature, \( S \) is the salinity, \( \rho \) is the density and \( \xi \) is the entropy per unit mass defined such that

\[ \rho \frac{\partial \xi}{\partial t} = \frac{Q_T}{T_A} . \]

Here \( Q_T \) is a heat source term and \( T_A \) is the absolute temperature. The specific heat at constant volume is \( c_v = T_A \left( \frac{\partial \xi}{\partial T} \right)_p \). In the upper layer \( c_v = c_p \), the specific heat of sea water at constant pressure.

The conservation of mass for an incompressible fluid is \( \frac{dP}{dt} = 0 \).

Also, \( \frac{\partial T}{\partial S} = 0 \), so (4-7) can be written as

\[ \frac{dT}{dt} = \frac{Q_T}{\rho_0 c_p} . \]

Suppose that the absorption of solar radiation can be represented by a single extinction coefficient \( \gamma \); then the heat source term is

\[ \frac{Q}{\rho_0 c_p} = \frac{\gamma R \epsilon^\gamma z}{\rho_0 c_p} . \]
where $R$ is the solar radiation falling on the sea surface. Substituting the expression for $Q_T$ in the turbulent form of (4-7) gives the following form of the heat conservation equation

$$\frac{\partial T}{\partial t} + w \frac{\partial T}{\partial z} + \frac{\partial}{\partial z} \left( \overline{w'T'} \right) = \frac{\gamma R_e}{\rho_0 c_p}$$

The turbulent form of the salt conservation equation is just

$$\frac{\partial S}{\partial t} + w \frac{\partial S}{\partial z} + \frac{\partial}{\partial z} \left( \overline{w's'} \right) = 0$$

In these equations $\rho_0$ is the average density and the prime represents a fluctuating component.

**Conservation of Mechanical Energy**

The turbulent mechanical energy equation as derived by Phillips (1966) is

$$\frac{\partial}{\partial t} \left( \frac{c^2}{2} \right) = -u'w' \frac{\partial u'}{\partial z} - \frac{\partial}{\partial z} \left[ w' \left( \frac{p'}{\rho_0} + \frac{c^2}{2} \right) - \frac{c^2}{2} \right] - \frac{w'p'}{\rho_0} g - \epsilon$$

where $c^2 = u'^2 + v'^2 + w'^2$, $\epsilon$ is the rate of dissipation of turbulent energy, $g$ is the acceleration of gravity, $p'$ is the pressure fluctuation and $\rho'$ is the density fluctuation.

Based upon dimensional arguments, Denman (1972) shows that
or, the local rate of change of the turbulence kinetic energy per unit mass is negligible compared to the dissipation of kinetic energy.

Now, the density is a function of salinity and temperature, so

\[ \frac{\partial}{\partial t}\left( \frac{c^2}{2} \right) \ll \epsilon, \]

where

\[ \frac{\partial}{\partial t}\left( \frac{c^2}{2} \right) \ll \epsilon, \]

are the coefficients of expansion for temperature and salinity. Thus, (4-10) becomes

\[ \frac{\partial}{\partial t}\left( \frac{c^2}{2} \right) \ll \epsilon, \]

which is a simplified form of the mechanical energy equation.

Mixing Entrainment

According to Kraus and Turner (1967) \( w'T'(-h) \), the mixing term at the bottom of the layer, may be expressed as

\[ w'T'(-h) = H\left( -w_m \right) (T_s - T_{-h}) \]

where \( T_s \) = temperature of the mixed layer, \( T_{-h} \) is the
temperature immediately below the layer, \(-w_m\) is the entrainment velocity, \(H\) is the Heaviside step function having the properties

\[
H = \begin{cases} 
0 & \text{if } -w_m \leq 0 \quad \text{no entrainment mixing} \\
1 & \text{if } -w_m > 0 \quad \text{entrainment mixing at } z = -h 
\end{cases}
\]

The entrainment velocity can be written as 
\[-w_m = w + \frac{dh}{dt}\]
where \(w\) is the mean vertical advective velocity immediately below the mixed layer. \(w\) is determined predominantly by the local curl of the wind stress and is usually small in the open oceans. Equation (4-12), the mixing entrainment for heat, becomes

\[
(4-13) \quad w'T'( -h) = -H(w^+ \frac{dh}{dt})(T_s - T_{-h}) .
\]

In a similar manner, the mixing entrainment for the salinity is

\[
(4-14) \quad w'S'( -h) = -H(w^+ \frac{dh}{dt})(S_s - S_{-h})
\]

**Turbulent Fluxes**

At the lower boundary, the mixing entrainment of heat is \(w'T'( -h)\). At the upper boundary \(w'T'(0) = F\), where

\(F = He + Hs + B\); the sum of the latent heat flux, sensible heat flux and back radiation.
We are assuming that the heat inputs are instantaneously distributed uniformly through the layer by the turbulent diffusion of $w'T'$. The equations for $\partial T_s/\partial t$ and $w'T'$ eliminate the $z$ dependence of the heat equation and match the boundary equations.

The equation for the temperature change of the mixed layer $\partial T_s/\partial t$ is,

$$\frac{\partial T_s}{\partial t} = \left[ -H(w+ \frac{dh}{dt})(T_s - T_h) + \frac{F}{\rho_0 c_p} + \frac{R}{\rho_0 c_p} (1-e^{-\gamma h}) \right] \frac{1}{h}.$$

The equation for the turbulent heat flux $w'T'$ is,

$$w'T'(z) = \left[ H(w+ \frac{dh}{dt})(T_s - T_h) - \frac{F}{\rho_0 c_p} - \frac{R}{\rho_0 c_p} (1-e^{-\gamma h}) \right] \frac{z}{h}$$

$$+ \frac{1}{\rho_0 c_p} \left[ -R(1-e^{\gamma z}) - F \right] \text{ for } (-h \leq z \leq 0).$$

Similarly for salt the mixing entrainment at the lower boundary is $w'S'(-h)$. At the upper boundary, the salt flux, $w'S'(0) = -E$

where

$$E = \frac{He \cdot S}{L} - P_r$$

and $L$ = latent heat of evaporation, $S_s$ is the salinity of the surface layer and $P_r$ is the precipitation. The comparable equations of (4-15) and (4-16) for the change of salinity of the mixed layer and the
turbulent flux of salt are

$$\frac{\partial S}{\partial t} = [-H(w+ \frac{dh}{dt})(S_{s} - S_{h}) + E] \frac{1}{h}$$

$$w' S'(z) = [H(w+ \frac{dh}{dt})(S_{s} - S_{h}) - E] \frac{z}{h} - E.$$ 

**The Bottom Boundary Condition**

The temperature below the mixed layer (assuming no turbulent energy penetrates below $z = -h$) is

$$\frac{\partial T}{\partial t} = \frac{\gamma Re^{Yz}}{P_{0} c_{p}} - w \frac{\partial T}{\partial z}(z)$$

At the interface, the temperature is given by

$$\frac{dT(-h)}{dt} = \frac{\gamma Re^{-Yh}}{P_{0} c_{p}} - \{w+ \frac{dh}{dt}\} \frac{\partial T}{\partial z} |_{-h}$$

Thus, the temperature of the water just below the mixed layer depends upon the small fraction of solar radius that is available at that depth for absorption and the advection of the mixed layer down the submixed layer temperature field. For salt, the change below the mixed layer is given by

$$\frac{\partial S(z)}{\partial t} = -w \frac{\partial S(z)}{\partial z}.$$
At the interface, the salinity is given by

\[ \frac{dS(-h)}{dt} = -\left\{ w^+ \frac{dh}{dt} \right\} \frac{dS}{dz} \bigg|_{-h} \]  

The salinity of the water just below the mixed layer depends only upon the advection of the mixed layer down the salinity field.

Integration Over the Layer

The conservation equation of heat, salt and mechanical energy will now be integrated vertically over the mixed layer. The heat Equation (4-8) becomes

\[ \frac{\partial T}{\partial t} + H(w^+ \frac{dh}{dt})(T_s - T_{-h}) = \left[ F + R(1-e^{-\gamma_h}) \right] \frac{1}{\rho_0 c_p} \]

The integrated salt equation from (4-9) becomes

\[ \frac{\partial S}{\partial t} + H(w^+ \frac{dh}{dt})(S_s - S_{-h}) = E \]

The integration of the mechanical energy Equation (4-11) changes to

\[ -\int_{-h}^{0} w'w' \frac{\partial u}{\partial z} \, dz - w'(\frac{P'}{\rho_s} + \frac{c^2}{2}) \bigg|_{z=0} \]

\[ = a_T T g \int_{-h}^{0} w'T' \, dz + a_S g \int_{-h}^{0} w'S' \, dz + \int_{-h}^{0} \epsilon \, dz \]
In this case, \( w'\left(\frac{P'}{\rho_0} + \frac{c_z}{2}\right) \bigg|_{z=-h} \) is assumed to be zero. The term \( w'T' \) can be eliminated by the double integral of (4-8) giving

\[
(4-24) \quad \int_{-h}^{0} w'T'(z)dz = \frac{h^2}{2} \frac{dT}{dt} - \frac{Fh}{\rho_0 c_p} - \frac{R}{\rho_0 c_p} (h - \gamma - 1) - \gamma^{-1} Re \gamma h
\]

The term \( w'S' \) can be eliminated by the double integral of (4-9) giving

\[
(4-25) \quad \int_{-h}^{0} w'S'(z)dz = \frac{h^2}{2} \frac{ds}{dt} - Eh
\]

We shall also make the following substitutions:

\[
G = \rho_0 \int_{-h}^{0} u'w' \frac{\partial u}{\partial z} dz + \rho_0 w'\left(\frac{P'}{\rho_0} + \frac{c_z}{2}\right) \bigg|_{z=0}
\]

(the rate of turbulent energy production by wind stress acting at the upper boundary)

\[
D = -\rho_0 \int_{-h}^{0} \epsilon dz
\]

(the total dissipation of energy within the layer), as well as (4-24) and (4-25) into (4-23) and we have
(4-26) \[ \frac{h^2}{2} \left[ a_T \frac{dT}{dt} + a_S \frac{dS}{dt} \right] \]

\[ = - \frac{1}{\rho_0 g} (G-D) + \frac{a_T}{\rho_0 c_p} \left[ F h + R(h-\gamma^{-1}) + \gamma^{-1} Re^{-\gamma h} \right] + a_S [E h] \]

Equations (4-21) and (4-22) may be used to eliminate \( \frac{dT_s}{dt} \) and \( \frac{dS_s}{dt} \) from (4-26) giving

(4-27) \[ -2\left[ \frac{1}{\rho_0 g} (G-D) + \frac{a_T}{\rho_0 c_p} \left( F h + R(h-\gamma^{-1}) + \gamma^{-1} Re^{-\gamma h} \right) + a_S [E h] \right] \]

\[ + \frac{h}{\rho_0 c_p} \left[ a_T \gamma R(1-e^{-\gamma h}) + a_S [E h] \right] \]

\[ H(w^+ \frac{dh}{dt}) = \frac{h[a_T(T_s-T-h)+a_S(S_s-S_h)]}{h[a_T(T_s-T-h)+a_S(S_s-S_h)]} \]

To find \( \frac{\partial S_s}{\partial t} \) and \( \frac{\partial T_s}{\partial t} \) we will use (4-27) in Equations (4-15) and (4-17) respectively.

The equations for the model for the mixed layer model with the salinity effect are

(4-28) \[ 2\left[ \frac{1}{\rho_0 g} (G-D) + \frac{a_T}{\rho_0 c_p} (1-e^{-\gamma h}) \right] \]

\[ H(w^+ \frac{dh}{dt}) = \frac{-h\left[ \frac{a_T}{\rho_0 c_p} (He+Hs+B) + a_S [E h] + \frac{a_T}{\rho_0 c_p} R(1+e^{-\gamma h}) \right]}{[a_T(T_s-T-h)+a_S(S_s-S_h)]h} \]

(4-29) \[ \frac{\partial T_s}{\partial t} = \left[ -H(w^+ \frac{dh}{dt})(T_s-T-h) + \frac{1}{\rho_0 c_p}(He+Hs+B) + \frac{R}{\rho_0 c_p} (1-e^{-\gamma h}) \right] \frac{1}{h} \]
\[ \frac{\partial S_s}{\partial t} = \left[ -H(w^+ \frac{dh}{dt})(S_s - S_{-h}) + E \right] \frac{1}{h} \]

\[ \frac{dT}{dt}(-h) = \frac{\gamma Re^{-\gamma h}}{\rho_0 c_p} - \left\{ w^+ \frac{dh}{dt} \right\} \frac{dT}{dz} \]

\[ \frac{dS}{dt}(-h) = -\left\{ w^+ \frac{dh}{dt} \right\} \frac{dS}{dz} \]

Equation (4-28) expresses the change of the mixed layer depth; (4-29) expresses the change of the mixed layer temperature; and (4-30) expresses the change of the mixed layer salinity. These three equations are "driven" by the empirical fluxes of heat \((He, Hs, B)\), solar radiation \((R)\), the rate of wind-turbulent energy production \((G)\) as well as the salt flux at the surface \((E = \frac{He \cdot S_s}{4} - \text{Precipitation})\).

The interface temperature and salinity are given by (4-19) and (4-20).

Both the interface temperature and salinity depend primarily upon the advection of the mixed layer depth over the vertical temperature and salinity fields.

In the absence of entrainment, the Heaviside function \(H\) in Equation (4-28) is zero and the equations forming the model rearrange to

\[ \frac{1}{\rho_0 g} (G-D) + \frac{a_T R \gamma^{-1}}{\rho_0 c_p} (1-e^{-\gamma h}) \]

\[ = \frac{h}{2} \left[ \frac{a_T}{\rho_0 c_p} (He+Hs+B) + a_s E + \frac{a_T}{\rho_0 c_p} R(1+e^{-\gamma h}) \right] \]
Again, Equations (4-19) and (4-20) give \[ \frac{dT}{dt} (\text{-h}) \] and \[ \frac{dS}{dt} (\text{-h}) \] .

Equations (4-29) through (4-33) represent the mixed layer model with the effect of salinity on buoyancy included. This model and that in Equations (4-1) through (4-6) are driven by empirically determined values of \( H_s, H_s, B, R \) and \( G \). The main difference between these equations and those of the original model (Equations 4-1 to 4-6) is the inclusion of a third dependent variable, salinity.

The effect of including salinity in the model is to deepen the mixed layer depth and to decrease the mixed layer temperature when applied to the subtropics. A discussion of this follows. In the subtropics \( S_h - S_h \) is positive (salinity decreases with depth) and \( \gamma_s \) is positive (increased salinity makes water denser). The denominator of Equation (4-28) is made smaller due to the \( \gamma_s (S_h - S_h) \) term. Making the denominator small would make \( \frac{dh}{dt} \) larger (faster deepening). The term \( \gamma_s E \) appears in the numerator of (4-28) and acts to counter the effect of positive heat input at the surface. This also makes \( \frac{dh}{dt} \) larger. The term \( \gamma_s E \) also appears in Equation (4-31) and similarly counters the effect of positive heat input into
the mixed layer, making a deeper mixed layer depth in the heat-dominated regime. Thus, in the case where evaporation exceeds precipitation and there is a decrease of salinity away from the surface, salt may be thought of as being added to the mixed layer. Salt makes the mixed layer denser, which would tend to aid overturning of the mixed layer. When turbulence redistributes the accumulated salt from the surface uniformly throughout the mixed layer and thus lowers the center of mass of the salt, a source of potential energy is tapped. This source of salt potential energy conversion will add to the wind turbulent energy to make a deeper mixed layer. A deeper mixed layer results in a decreased mixed layer temperature since deepening causes colder water to be entrained into the mixed layer. Thus, the effect of salt in the subtropics is to increase the mixed layer depth and decrease the mixed layer temperature.

4.3 The Importance of Salt on Mixed Layer Dynamics

In the previous section an energy model for the mixed layer was developed with the influence of salt taken into account. With typical data from N we shall now use this model to determine the effect of salt on the mixed layer depth at N. First we will investigate the consequence of salt on the wind regime.

In the equation for deepening of the mixed layer (4-28), the salt is in the term
\[ \frac{1}{\rho_0 c_p} \left[ a_T F + a_T R \left( 1 + e^{-\gamma h} \right) \right] + a_S E \]

Here, \( a_T = -2.6 \times 10^{-4} \) (\( ^\circ C^{-1} \)) and \( a_S = 7.6 \times 10^{-4} \) (\( \%_w^{-1} \)).

Evaluating the term with \( S = 35.0\% \), \( H_e = +20.0 \) cal/hr, then

\[ a_S E = \frac{H_e S}{L} \approx 1.4 \times 10^{-5} \]

Evaluating the term \( \frac{1}{\rho_0 c_p} \left[ a_T F + a_T R \left( 1 + e^{-\gamma h} \right) \right] \) with \( F = -12.5 \) cal/hr and \( R = 20.0 \) cal/hr, then

\[ \frac{1}{\rho_0 c_p} \left[ a_T F + a_T R \left( 1 + e^{-\gamma h} \right) \right] \approx 1.4 \times 10^{-3} \]

In the case of night, \( R = 0 \) and

\[ \frac{1}{\rho_0 c_p} \left[ a_T F + a_T R \left( 1 + e^{-\gamma h} \right) \right] = a_T F \approx 3 \times 10^{-3} \]

Except for a few moments of the day when \( F \approx R \left( 1 + e^{-\gamma h} \right) \)

\[ [a_S E] + \frac{1}{\rho_0 c_p} \left[ a_T F + a_T R \left( 1 + e^{-\gamma h} \right) \right] \]

\[ \approx \frac{1}{\rho_0 c_p} \left[ a_T F + a_T R \left( 1 + e^{-\gamma h} \right) \right] \]

The other term involving salt is

\[ [a_T(T_s - T_{-h}) + a_S(S_s - S_{-h})] \]
For deepening mixed layers

\[ T_s - T_h \approx -0.03 \, ^\circ C/\text{meter} \]

\[ S_s - S_h \approx -0.004 \, \%/\text{meter} \]

So

\[ [a_T(T_s - T_h) + a_S(S_s - S_h)] \approx [a_T(T_s - T_h)] \]

Thus, the equation shows that in the wind regime the role of salt on the mixed layer dynamics of N is negligible. Actually, the salt gradient in the sub-mixed layers that have been entrained in the mixed layer is orders of magnitude less than the temperature gradients, further reducing the effect of salt.

Next let us consider what salt does to the heat regime (Equation 4-31). The salt effect appears in the term

\[ \frac{1}{\rho_0 c_p} [a_T F + a_T R(1 + e^{-\gamma h})] + a_S E \]

This is exactly the same term as in the wind regime. It has already been shown in the discussion of the wind regime that the salt effect is insignificant. Therefore, the role of salt on the mixed layer dynamics is also negligible during the heat regime.

In an earlier section we asked the question whether salinity has a significant effect on mixed layer dynamics at N. We have demonstrated that the work of salt on the mixed layer dynamics is of no
consequence. In fact, when the "E" factors are left out of the salt mixed layer model, Equations (4-28) to (4-33) simplify to Equations (4-1) to (4-6); that is, Denman's model. We can say positively now that the model of Denman can be used for data at N without that data being drastically affected by salinity.
5. TESTING OF DENMAN'S MODEL

In the last chapter we demonstrated that it is possible to use the Denman model as is on the data from N. We are now ready to test Denman's model, using information from N, to see whether the model can in fact accurately forecast mixed layer changes. Data from N for the months of December 1970 and May 1969 are utilized to test Denman's model.

5.1 Application to a Case in May 1969

First we shall test Denman's model in the case of a decreasing, then slowly increasing mixed layer at N. We shall select a time sequence from 3 May to 20 May 1969 because data are available for this period and the ship was on station at the time.

Fluxes

To begin, we must compute fluxes since they drive the model. The hourly meteorological observations from N, which were produced as time series, are used to compute the surface fluxes. These time series are for cloud cover, wind speed, air temperature, wet bulb temperature and sea temperature (see Figure 5.1).

Also employed in the computation of fluxes is incoming solar radiation. The incoming solar radiation is calculated from the
Figure 5.1. Time series of hourly meteorological observations for the period of 3 May to 20 May 1969.
empirical formula used in the descriptive section. The incoming clear sky solar radiation was 742 calories a day.

The computation of the hourly surface fluxes is done with the same formulas as earlier discussed in the descriptive section. The exception is that energy available for turbulent mixing from the wind is determined according to a partition of energy which is

\[ E = \rho_0 C_D m u_{10}^3 \]

where \( m \) is the partition of wind energy available for turbulent mixing. Here \( m = 1.2 \times 10^{-3} \) and \( C_D = 1.3 \times 10^{-3} \), the values Denman found to best fit Ocean Station P data.

The results of the flux formulas can be seen in the form of time series for wind energy, surface heat flux (sensible, latent, and back radiation) and solar radiation as seen in Figure 5.2.

In the model large scale downwelling due to the curl of the wind stress is set to zero here. This is because of the computations of Wickett and Thomson (1971), who show that the vertical motion at \( N \) due to the curl of the wind stress is of the order of a meter per month and therefore negligible.

The initial submixed layer water temperatures in the model decreased linearly with depth. The actual submixed layer temperatures were an average estimated from BT data.
Figure 5.2. Surface fluxes for May 1969 computed from the hourly meteorological observations in Figure 5.1. The upper graph is the heat loss from the surface. The middle graph is the incoming solar radiation. The lowest graph is the wind energy available for turbulent mixing of the mixed layer.
Advection

The next thing we must do is to estimate the effects of advection at N. This is necessary to determine which portions of changes are due to local effects. We are going to consider advection on temperature and mixed layer depth change. It was already pointed out in the descriptive chapter that the advected mixed layer depth change is not significant. Neither is the advected surface temperature. The estimated advected surface temperature change is in the range of \(-0.5^\circ C\) to \(+0.3^\circ C\) for 17 days (the length of the model run). Since the total change at N between 3 and 20 May is \(+2.0^\circ C\), we can assume that the major portion of the mixed layer temperature change is due to local effects.

The Synoptic Situation

From the 3rd to the 7th of May 1969, N was under the influence of a high to the northeast. By the 8th and 9th, a weak front was located to the northwest and weak lows to the east of N, resulting in a weak, disorganized pressure and wind field. From the 10th to the 15th, another weak front approached N from the northwest, crossed N on the 15th, and moved slowly to the southeast. From the 18th to the 20th of May, N was again under the influence of a high that established itself to the northeast and moved slowly to the east. In
summary, the May synoptic picture is irregular with periods of weak and varying wind direction.

**Variation of the Extinction Length**

We shall now turn to examination of the response of the model. It should be recalled that the average extinction length of light is a floating constant in the model. Let us see what the variation of $\gamma^{-1}$, the extinction length of solar radiation, does to affect the results of the model when driven by the May data. Shown in Figure 5.3 is the 3 to 20 May case of the maximum mixed layer depth for each day. The curves are for $\gamma^{-1} = 5, 10, 15$ meters. For comparison, the mixed depth as calculated from mechanical BTs is also shown. The best-fitting extinction length appears to be $\gamma^{-1} = 5$ meters, which according to Denman (1972) and Kraus and Rooth (1961) should be typical of much higher latitudes.

The surface temperatures of the model with the variation of $\gamma^{-1}$ (corresponding to Figure 5.3) are shown in Figure 5.4. In this case, the minimum and the maximum for each day, which occur in the early morning and the afternoon respectively, are shown. Again, the $\gamma^{-1} = 5$ meters appears to be the best fit.
Figure 5.3. Model mixed layer depth with different extinction lengths for May 1969. Only the maximum value for each day is plotted. BT mixed layer depths are shown for comparison.
Figure 5.4. Model mixed layer temperature with different extinction lengths for May 1969. The maximum and minimum for each day is shown. BT mixed layer temperatures are shown for comparison.
Limitation of the Mixed Layer Extinction Length

The average vertical-extinction length for sunlight is limited to a narrower range of values than previously believed possible. Denman (1972) examined the effect of the variation of $\gamma^{-1}$ on the mixed layer depth and selected a value of $\gamma^{-1} = 5$ meters as a best fit of Ocean Station P data. Kraus and Rooth (1961) used a value of $\gamma^{-1} = 20$ meters when modeling a subtropical oceanic case.

Jerlov (1968) shows that the extinction coefficient for a single wavelength decreases from the more opaque water at higher latitudes (such as Ocean Station Vessel P) to that in the subtropics (the least opaque). Here we are not referring to a single wavelength in the model, but the total sunlight spectrum. It is also shown in Jerlov (1968) that the solar radiation spectrum changes drastically as it passes through sea water. The green or central wave bands of the solar spectrum are the most transmitted, while the shorter and longer wavelengths are absorbed very quickly. The result is that after passing a few meters of water, only the green light of the original sunlight is left in significant quantity and so the average extinction length per unit value of water goes up. Thus, since the mixed layer is usually at least 5 meters thick, a relatively small average extinction length should be used (say 5 meters). Below the mixed layer, mostly only green light is left and a much longer absorption length should be
used (such as 15 or 20 meters).

**A Double Extinction Length**

Suppose that we set up a crude model with two extinction lengths: one for the mixed layer and one for the submixed layer waters. Figure 5.5 shows the mixed layer temperatures for three combinations of $\gamma^{-1}_u / \gamma^{-1}_f$. The upper curve is simply

$$\gamma^{-1}_u = 5m/\gamma^{-1}_f = 5m$$

for comparison.

The second is $\gamma^{-1}_u = 5m/\gamma^{-1}_f = 15m$ and the lower curve is $\gamma^{-1}_u = 5m/\gamma^{-1}_f = 20m$. The latter two have an insignificant difference (.03°C) accumulated even after 18 days. The final temperature difference between the first two curves is larger—about .17°C after 18 days. It should be noted in the last example that the differences between the single and multiple extinction lengths are not notable until after 7 days and when the mixed layer has appreciably shallowed.

It is as expected that the longer the submixed layer extinction length, the less the calculated submixed layer temperature change since there is less retention of solar energy below the mixed layer during the daylight hours. When the mixed layer descends at night, it recovers by entrainment some of the solar energy stored in the submixed layers. The longer the submixed layer extinction length,
Figure 5.5. Model mixed layer temperature with split extinction lengths for May 1969 data. The maximum and minimum is shown for each day.
the less solar radiation will be stored per meter in the waters just below the mixed layer and can be later recovered by entrainment into the mixed layer.

When the mixed layer is much deeper than $2\gamma^{-1}$, the sub-mixed layer extinction length does not make a great difference to the mixed layer depth. This is because the amount of solar energy that escapes the mixed layer depends on $e^{-\gamma h}$. When the mixed layer is deep, little significant solar radiation leaks out of the bottom of the mixed layer. So, to the total system, the submixed layer extinction length is unimportant when the mixed layer depth is large.

**Variation of Fluxes**

Besides the extinction length, another major uncertainty is involved in the surface fluxes. These uncertainties in the flux calculations are due to measurement errors as well as to errors of the empirical constants in the flux formulas. The sensitivity of the model results to these deviations of surface fluxes is examined in Figure 5.6. All curves use the extinction lengths of $\gamma_u^{-1} = 5m/\gamma_f^{-1} = 15m$. The upper curve, referred to as +20%, is computed by multiplying heat fluxes by .80, the wind energy by .80 and the solar radiation flux by 1.20. The central curve is computed using the standard fluxes. The lower curve, called -20%, is computed by multiplying the heat fluxes by 1.20, the wind energy by 1.20 and the solar radiation by .80.
Figure 5.6. Model mixed layer depth with surface flux variation ($\gamma_u^{-1} = 5 \text{ m}, \gamma_f^{-1} = 15 \text{ m}$). BT mixed layer depths are shown for comparison.
The result is a curve of the standard fluxes and curves of ±20% of the fluxes so as to decrease or increase the mixed layer depth. These curves give an idea of the range of the effect of flux variation on the model's results.

It is interesting to note how well the features of the mixed layer are reflected by the model. Initially, the model correctly forecasts the maintenance of the same mixed layer depth from the 3rd to the 6th of May as the surface heat loss and wind energy are approximately uniform. As the surface heat loss and wind energy markedly decrease between the 6th and 8th, the model predicts a dramatic decrease in the mixed layer depth which occurs also in the data. After the rapid shallowing of the mixed layer, there is a modest increasing trend in the surface heat loss and the wind energy which causes the model to predict a general slow downward movement of the mixed layer depth from the 10th to the 20th of May. This, too, is reflected by the BT data.

However, the shallowest mixed layer depths, 10m or less, are not as well reflected by the model. This could partly be due to special complexities arising when the mixed layer is less than $\gamma^{-1}$ and a shorter extinction length would be more realistic. Also, the very shallowest of mixed layers might coincide with the greater horizontal inhomogeneity or "pools" of the surface mixed layer, which would be too much of a violation of basic horizontal homogeneity assumption.
There is a further conflict between the model's predictions for mixed layer depth between 6 and 8 May and those calculated by BTs. The mixed layer depth is deeper than that given by the model. This could be due to local inhomogeneity in the mixed layer depth or some sort of BT error. The few bottle casts taken during that period indicate that the mixed layer depth is less than 100 meters, as does the model. The data from these casts tends to agree with the model and to disprove the BT calculations.

We will now compare the model's predicted temperatures with the observed temperatures of the mixed layer. The corresponding mixed layer temperatures for the curves of Figure 5.6 are shown in Figure 5.7. Only the maximum and minimum daily temperatures are plotted. We find first that the standard flux curve follows the trend of the surface BTs quite closely. However, if the fluxes are varied by the ±20% fluxes, they deviate from the standard flux curve by more than 0.3°C after 18 days. This means that only a rather narrow range of variation in the surface fluxes will be tolerated by this model in order for it to reproduce observed conditions of the mixed layer.

The mixed layer depth trends are similar to the temperature trends. Between the 3rd and the 6th, the model mixed layer temperature is about constant as is the surface heat loss and the measured mixed layer depth. When the surface heat loss decreases and the
Figure 5.7. Model mixed layer temperature with surface flux variation (correspond to Figure 5.6).
model mixed layer depth dramatically decreases, the model forecasts a jump in the mixed layer temperature, as actually occurred in the BT temperature. From about the 11th on, the net heat gain through the surface is greater than the loss due to the slow entrainment of colder water below, so the model predicts a slow increase in the mixed layer temperature. This is also reflected in the BT data.

**Conclusions for the May Case**

Denman's mixed layer model was tested on a quickly decreasing, then slowly increasing mixed layer during May 1969. Overall, the model is sensitive to changes in the wind energy and surface heat balance. Except for the shallowest mixed layers, it is found that the model fits the real data reasonably well so long as new assumptions are made about the extinction length. One of the new assumptions is that the extinction length for sunlight in the mixed layer is of the order of 5 meters for any water type in the mixed layer. Another but less significant assumption is that the submixed-layer extinction length is rather long (about 15 meters) as only the green light usually escapes from the mixed layer.

**5.2 Application to a Case in December 1970**

We are now going to test the case of a descending mixed layer at N. We are choosing a time period from 16 to 31 December 1970.
since the ship was on station and data are available.

Fluxes

As in the May case, we must compute the fluxes or driving forces of the model. From the hourly meteorological values, which are shown in Figure 5.8, the hourly fluxes are computed in the same manner as the May case (see Figure 5.9). As in May, the drag coefficient is $1.3 \times 10^{-3}$ and the wind partition, $m$, is $1.2 \times 10^{-3}$. The incoming clear sky solar radiation is 336 cal/day. The large-scale downwelling is assumed to be zero. The initial submixed-layer temperatures are assumed to decrease linearly with depth and to be estimated from BT data.

Advection

In the descriptive chapter it is shown that the mixed layer depth advection is negligible. However, the mixed layer advected temperature is quite significant for this December case. Estimates of the advected temperature range from $-2.1$ to $-1.1^\circ C$ per 15 days (the time run of the model). It is quite probable that the major portion of the mixed layer temperature change is due to advection since the total temperature change at N in December was $2.4^\circ C$ for each 15 days. This is in contrast to the May case where the advected temperature is a minor part of the total temperature change.
Figure 5.8. Time series of hourly meteorological observations for the period of 16 December to 31 December 1970.
Figure 5.9. Surface fluxes for December 1970 computed from the hourly meteorological observations in Figure 5.8. See Figure 5.2 for explanation.
The Synoptic Situation

Initially, there was a weak front just to the south of N on the 16th of December 1970. From late on the 16th to the 28th, N remained under the influence of a strong high to the Northwest. In addition, from the 24th to the 27th of December, disturbances formed to the East of N which increased the pressure gradient and surface winds of the section of the high that was over N. Between the 29th and 31st, disturbances to the North and East of N weakened the influence of the high that still remained over N. The synoptic picture in December was almost completely dominated by a vigorous high with strong winds from the Northeast. This is in contrast to the disorganized synoptic situation in May 1969.

The Variation of the Extinction Length

We are testing the effect of the variation of the extinction length and the use of the double extinction length on the model using the December data. During this period the daily maximum mixed layer depth was 85 meters or greater. We find that the variations of $\gamma^{-1}$ do not make a significant difference to the model results. The mixed layer is so deep that the amount of light that penetrates to the bottom of the mixed layer is small so long as any reasonable value is used (less than 15 meters).
Variation of the Fluxes

Shown in Figure 5.10 is the December case with $\gamma^{-1} = 10$ meters, and the ±20% flux variation like that used in the May case. The center graph is a product of the standard fluxes. The mixed layer depth seems to be generally well represented by the model. Due to the large surface heat loss, and high wind speeds, the model has a general increase of the mixed layer from the 16th to the 27th of December which is reflected in the BT data. After the 27th, the wind speed slacks off and the surface heat loss decreases so the standard flux and the -20% flux level off, as does the BT mixed depth. The +20% flux case ascends after the 27th, which again indicates how close the tolerances are for a change in the surface fluxes. In spite of these agreements, though, the final depth forecasted by the model is 10% too shallow, although this may be statistically insignificant due to the error of BT measurements.

The trends in the model are similar to those of the BT. Between the 16th and 27th, there is a large heat loss at the surface and a continual entrainment of colder water into the mixed layer. The model shows a mixed layer temperature decrease for the same period as does the BT mixed layer temperature. When there is a decrease in the heat loss and leveling off of the mixed layer depth, as from the 27th to the 31st, the model's temperature levels off for the same
Figure 5.10. Model mixed layer depth with surface flux variation for December 1970 ($\gamma_u^{-1} = 5$ m, $\gamma_f^{-1} = 15$ m). BT mixed layer depths are shown for comparison.
time, as does the mixed layer actual temperature.

In spite of the agreement of general trends between the model and the BT data, the final temperature of the model is unrealistically small. The final BT mixed layer temperature is a factor of 5 larger than the standard flux curve of the model. It is possible that all of the disagreement between the model and BT temperature is due to advection of temperature. As pointed out in the advection section, the maximum estimated advected temperature for the December case is 2.1°C, or exactly the difference between the model and the BT temperature. Nevertheless, the case cannot be adequately resolved until a more precise value for advection can be measured.

Conclusions About the December Case

Denman's model does not completely fit a December 1970 case of an increasing mixed layer depth. The best fit is the mixed layer depth. But the model forecasts a final mixed layer depth that falls short by 10%. Perhaps there was some inertial deepening of the mixed layer which could account for the small discrepancy although it is not very significant. This deepening would also cause a greater local change in the mixed layer temperature because increased deepening causes faster entrainment of colder water which lowers mixed layer temperature.
Figure 5.11. Model mixed layer temperature with surface flux variation for December 1970 (corresponds to Figure 5.10).
This may be one reason why the model does not accurately predict mixed layer temperature. The Denman model predicts only a change of the local temperature of \(-0.4 \, ^\circ\text{C}/15\) days, whereas the actual change was \(-2.4 \, ^\circ\text{C}/15\) days. The difference, however, could be made up by the advected temperature change estimates of \(-2.1 \, ^\circ\text{C}/15\) days.

Another explanation for the difference between the model and observed data may be that the model is not designed to consider local changes for less than the order of a day. Inertial effects, which are smaller than a day, are left out of the Denman model. But since the December case does include somewhat larger wind stress changes over periods of a few hours, the resulting inertial effects could be important.

There may have been three causes of the mixed layer change at N in December, 1970. The mixed layer temperature change may be a result of (1) advection predominantly; and (2) surface and (3) inertial deepening effects to a lesser degree. The mixed layer depth change could have been caused mostly by surface energetics and some inertial effects. The exact case cannot be resolved here without a reasonable knowledge of the current field of the ocean. Information about this field is not now available.
5.3 Conclusions About the Applied Model

The important conclusion about the Denman model is that it is applicable to forecasting local changes in the mixed layer in the subtropics. In the one case, May, where advective effects could be resolved (because they were relatively minor), the model reasonably predicted the mixed layer depth and temperature changes. In fact, the model was able to successfully anticipate the decreasing and increasing mixed layer depth of the May case.

In the other case, December, where advective effects could not be resolved, we could not determine the successfulness of the model in forecasting mixed depth and temperature changes. For other investigators wishing to apply Denman's model to the subtropics this means that the model can only be used in situations where the advective effects can be determined.

Comparison of the mixed layer at N with the model suggested that the extinction length of the total sunlight spectrum for the mixed layer is only about 5 meters. This is less than that previously believed.
This thesis considers air-sea interaction at Ocean Station Vessel N (30N 140W). As a foundation, the descriptive details of N, which are based upon 20 years of meteorological and 7 years of oceanographic data, are examined. An unexpected result is that the estimated yearly average rainfall is only 23 cm, about half previous estimates. The total cloud cover has only a slight seasonal trend, with the average for the year about 5/8. Low stratiform clouds make up more than 4/8 of the yearly average total cloud cover. The surface salinity has little seasonal variation, indicating that the sea surface density (which has a distinct seasonal trend) is primarily a function of temperature. A surface heat budget balance for the 1951-1960 decade has a distinctly more negative heat budget balance (loss) than the 1961-1970 decade. The difference between the two decades corresponds to a large-scale climatic change in the North Pacific (Namias, 1963).

Of the 20-year anomalies for meteorological variables, only the large deviations of pressure appear to correlate with other large scale events in the equatorial Pacific. Diurnal variations of the total cloud cover, wind speed and rainfall estimate are clearly different for each of the four seasons.

Further background material is presented in the form of spectral analysis of the wind, pressure, sea temperature, air temperature and
dew point. All variables have a peak in the spectral density at the annual period. Plots of \( f \cdot \phi(f) \) of the wind and pressure have the largest peak at the synoptic periods. Seasonal plots of \( f \cdot \phi(f) \) have larger values in the winter than the summer and are peaked in the winter except for the sea temperature. The seasonal sea temperature plot of \( f \cdot \phi(f) \) is larger at the diurnal peak in the summer than the winter. The seasonal sea temperature and air temperature \( f \cdot \phi(f) \) plots have a dramatic peak at the diurnal period, with the summer larger than the winter. All pressure plots have a sharp peak at the semidiurnal period. An examination of the individual Fourier frequencies (not band averaged) shows that the diurnal spectral densities are larger than the semidiurnal for all variables except pressure, where the opposite is the case.

With these foundations, mixed layer dynamics are investigated. Denman's model of the mixed layer is re-derived with the effect of salinity on density included. It is found that the effect of salinity on mixed layer dynamics in the subtropics is negligible. Therefore, Denman's model, which ignores the salinity role, is theoretically acceptable.

Denman's basic model itself is applied to N data. It is found that Denman's model is appropriate to a subtropical station. It will forecast local mixed layer changes in the subtropics.
This last result should be of interest to modelers and long-range weather forecasters. Large scale models of the atmosphere and ocean need a sensitive model of the mixed layer since the mixed layer is the medium through which properties are exchanged between the atmosphere and the ocean. Denman's model may be used within a large scale model to calculate the local changes in the mixed layer.

The insignificant effect of salinity on local mixed layer dynamics should be of additional concern. It is to be recalled that Pollard et al. (1973) demonstrated that any buoyancy effects, salt included, are unimportant on the inertial scale. It is shown here for N that the effect of salinity on the scale larger than a day is also not important. We also have furthermore pointed out the similarities between N and other Eastern and Central subtropical Pacific stations in the mixed layer discussion. It would seem, then, that the conclusion for N would also be the same for the Eastern and Central subtropical Pacific. In other words, the role of salinity in local mixed layer dynamics in the above-named areas can be ignored. For this reason, smaller-scale modelers and experimentalists do not have to measure the variable of salinity to obtain an estimate of local mixed layer changes in the subtropics.


