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ABSTRACT

The enhancement of monthly averaged evaporation by atmospheric mesoscale systems is estimated from long-term hourly observations of surface meteorological data from the Tropical Ocean Global Atmosphere (TOGA) Tropical Atmosphere Ocean (TAO) buoy moorings over the equatorial Pacific Ocean and a bulk aerodynamic flux algorithm developed as a result of the TOGA Coupled Ocean–Atmosphere Response Experiment (COARE). It is shown that mesoscale enhancement is due primarily to the lack of wind steadiness on subsynoptic timescales and is associated with periods of significant precipitation.

The magnitude of the mesoscale enhancement of monthly averaged sea surface evaporation is found to be ~10% or less of the total. During occasional periods with weak and variable winds over the western Pacific warm pool and the other major precipitation zones in the equatorial Pacific, the mesoscale enhancement of monthly averaged evaporation can reach 30% of the total evaporation.

A similar result is obtained for mesoscale enhancement of diffusive air–sea sensible heat transfer using data from TOGA TAO moorings. However, a comparison of results from the colocated TAO and Improved METeorological measurements (IMET) moorings during TOGA COARE, and results previously reported from a pre-COARE cruise in the western Pacific warm pool region, indicate that processes in addition to mesoscale wind variability may be important contributors to the mesoscale enhancement of the sensible heat flux.

It is suggested that the most important effects of atmospheric mesoscale systems on tropical ocean evaporation and sensible heat flux are represented in existing climatologies.

1. Introduction

It is well established that monthly averaged wind speeds, temperatures, and humidities may be used to estimate the monthly averaged open ocean surface evaporation and sensible heat flux from the bulk aerodynamic equations with a relative error of ~10% or less, except where the bulk aerodynamic estimates are near zero and the relative error does not provide a useful measure of accuracy. The use of monthly averaged meteorological data for flux calculations has been referred to as the classical method by Esbensen and Reynolds (1981), in contrast to the sampling method, which computes the sample monthly mean from individual bulk aerodynamic flux estimates. The accuracy of the classical method has been estimated for the mid-latitude and subtropical oceans by Esbensen and Reynolds (1981) and Josey et al. (1995) using ocean weather ship data, and by Gulev (1994) for a region southeast of Newfoundland using a variety of in situ surface meteorological measurements. The classical method accuracy has also been examined for the equatorial oceans by Liu (1988) and Zhang (1995) using data from moored buoys. Most global climatological computations to date have used the classical method (Budyko 1963; Esbensen and Kushnir 1981; Hsuing 1986; Oberhuber 1988), although a Comprehensive Ocean–Atmosphere Data Set (COADS) analysis using the sampling method has been published recently (da Silva et al. 1994).

The classical method for computing evaporation and sensible heat flux works as well as it does in middle and subtropical latitudes primarily because it uses the monthly average of the scalar wind speed, rather than the speed computed from the monthly average of the vector wind components. A secondary reason for the success of the classical method is the fortuitous can-

1 The terms evaporation and latent heat flux will be used interchangeably in this tropical study.
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cellation of some nonlinear terms involving correlations of the transfer coefficient with wind speed and the air–sea temperature and humidity differences (Esbensen and Reynolds 1981; Josey et al. 1995). In comparison with conditions over land (e.g., Mahrt et al. 1986; Sun and Mahrt 1995), the stability of the marine surface boundary layer tends to be relatively constant in space and time throughout the day. The nonlinearities introduced through diurnal variation of the transfer coefficients are not strong enough to cause large errors in classical method estimates in midlatitude and subtropical ocean regimes. Furthermore, the flux due to the covariance between variations in the wind speed and the air–sea temperature and humidity differences is no more than 10% of the monthly averaged flux over most of the global oceans, even in wintertime midlatitude storm tracks. The reader is referred to Esbensen and Reynolds (1981) and Josey et al. (1995) for further discussion.

In the oceanic Tropics, synoptic-scale disturbances are typically not associated with strong horizontal advection of temperature and moisture. The vertical movement of air in convective cloud systems provides the primary mechanism for rapid changes of boundary layer thermodynamic properties. Case studies have consistently shown that the sensible heat flux in the wakes of mesoscale convective systems can be an order of magnitude larger than the undisturbed boundary layer air in the surroundings (e.g., Johnson and Nicholls 1983; Young et al. 1992). Johnson and Nicholls (1983) find a fourfold enhancement of evaporation associated with a steady moving squall line in the northeastern Atlantic intertropical convergence zone (ITCZ). Evaporation enhancements in the western Pacific warm pool region have been observed to be smaller and less systematic (Young et al. 1992).

If we are to believe existing climatologies of evaporation (e.g., Esbensen and Kushnir 1981; Oberhuber 1988), however, the regions of deep convection and rainfall over the tropical oceans are not maxima in the evaporation fields. One cannot clearly identify the regions of heavy tropical precipitation from an inspection of climatological evaporation fields. In fact, the climatologies show that the equatorial zone has generally lower values of evaporation than the tradewind zones to the north and south. The sensible heat flux field is also relatively broad and featureless in regions of deep tropical convection, although uncertainties involved in measuring the small air–sea temperature from voluntary observing ships (e.g., Kent et al. 1993) make a definite conclusion impossible at this point.

We therefore pose the following questions: How large is the enhancement of monthly averaged evaporation and sensible heat flux by atmospheric mesoscale systems and is it possible that existing climatologies have missed a large enhancement of evaporation by tropical convective systems through inadequate sampling of the boundary layer in tropical mesoscale cloud systems? The potential importance of such evaporation enhancements for climate modeling has been demonstrated in the sensitivity study by Miller et al. (1992). The objective of this study is to provide a quantitative climatological estimate of the magnitude of the mesoscale enhancement over the tropical Pacific Ocean.

Using the unprecedented dataset from the Tropical Ocean Global Atmosphere (TOGA) Tropical Atmosphere Ocean (TAO) array of moored buoys over the equatorial Pacific, and IMET data from the TOGA Coupled Ocean–Atmosphere Response Experiment (COARE), we will estimate the enhancement of evaporation and sensible heat flux by mesoscale convective systems. We will see that large local enhancements of evaporation and sensible heat flux can occur on a given day during a month with significant precipitation, but that the large flux enhancement events apparently do not occur with sufficient frequency or duration to have a dramatic effect on the monthly averaged total evaporation and sensible heat flux fields.

We will find that the magnitude of the mesoscale enhancement of monthly averaged sea surface evaporation and diffusive sensible heat transfer to the atmosphere is ~10% or less of the total. During occasional periods with weak and variable winds over the western Pacific warm pool and the other major precipitation zones in the equatorial Pacific, the mesoscale enhancement of monthly averaged evaporation fields can reach 30% of the total evaporation. These findings are consistent with the Ledvina et al. (1993) analysis of evaporation and sensible heat flux estimates using boundary layer data from a three-week pre-COARE cruise in the western Pacific warm pool region, and extend the analysis to the entire equatorial Pacific for all months of the year. Our results suggest that existing climatologies contain most of the total signal for tropical evaporation and sensible heat flux, but that accounting for the mesoscale enhancement of evaporation and sensible heat flux may be required for understanding and modeling the disturbances whenever spatial or temporal differences ~10 W m⁻² are important for the evolution of a specific large-scale tropical disturbance.

Section 2 presents the methodology for estimating mesoscale enhancements of evaporation and sensible heat flux, which is followed in section 3 by a brief description of the TAO and Improved METeorological Measurements (IMET) buoy datasets. Results are presented and discussed in sections 4 and 5.

2. Methodology

The central working hypothesis of this study is that it is possible to isolate and measure mesoscale enhancements of large-scale surface evaporation and sensible heat flux through the use of simple temporal averages of moored buoy time series. It will be assumed that the bulk aerodynamic formulas are adequate to describe the local relationship between the surface fluxes and bulk
Table 1. Analyzed TAO buoy locations.

<table>
<thead>
<tr>
<th></th>
<th>143°E</th>
<th>147°E</th>
<th>156°E</th>
<th>158°E</th>
<th>165°E</th>
</tr>
</thead>
<tbody>
<tr>
<td>8°N</td>
<td>8°N</td>
<td>5°N</td>
<td>5°N</td>
<td>5°N</td>
<td></td>
</tr>
<tr>
<td>2°N</td>
<td>2°N</td>
<td>2°N</td>
<td>2°N</td>
<td>2°N</td>
<td></td>
</tr>
<tr>
<td>EQ</td>
<td>EQ</td>
<td>EQ</td>
<td>EQ</td>
<td>EQ</td>
<td></td>
</tr>
<tr>
<td>2°S</td>
<td>2°S</td>
<td>2°S</td>
<td>2°S</td>
<td>2°S</td>
<td></td>
</tr>
<tr>
<td>8°S</td>
<td>8°S</td>
<td>8°S</td>
<td>8°S</td>
<td>8°S</td>
<td></td>
</tr>
<tr>
<td>180°W</td>
<td>170°W</td>
<td>155°W</td>
<td>140°W</td>
<td>125°W</td>
<td>110°W</td>
</tr>
<tr>
<td>9°N</td>
<td>9°N</td>
<td>9°N</td>
<td>9°N</td>
<td>9°N</td>
<td></td>
</tr>
<tr>
<td>8°N</td>
<td>8°N</td>
<td>8°N</td>
<td>8°N</td>
<td>8°N</td>
<td></td>
</tr>
<tr>
<td>5°N</td>
<td>5°N</td>
<td>5°N</td>
<td>5°N</td>
<td>5°N</td>
<td></td>
</tr>
<tr>
<td>2°N</td>
<td>2°N</td>
<td>2°N</td>
<td>2°N</td>
<td>2°N</td>
<td></td>
</tr>
<tr>
<td>EQ</td>
<td>EQ</td>
<td>EQ</td>
<td>EQ</td>
<td>EQ</td>
<td></td>
</tr>
<tr>
<td>2°S</td>
<td>2°S</td>
<td>2°S</td>
<td>2°S</td>
<td>2°S</td>
<td></td>
</tr>
<tr>
<td>8°S</td>
<td>8°S</td>
<td>8°S</td>
<td>8°S</td>
<td>8°S</td>
<td></td>
</tr>
</tbody>
</table>

wind, temperature, and humidity variables. The problem of analyzing the mesoscale enhancement of the surface fluxes then becomes one of describing the covariance of the bulk properties in time. The results of the time series analysis may then be used to evaluate the possible importance of mesoscale systems in determining the climatological fields of evaporation and sensible heat in key climatic regimes over the tropical oceans.

a. The bulk aerodynamic method

We assume that the surface evaporation $E$ and diffusive sensible heat flux $S$ may be estimated from bulk aerodynamic formulas relating the turbulent flux of water vapor and sensible heat just above the sea surface to locally averaged values of sea surface temperature, and wind speed, air temperature, and humidity in the surface boundary layer. The bulk aerodynamic formulas may be written

$$E = \overline{\rho w' q'}$$
$$= \overline{\rho C_q(z_a, z_q)} U(z_a) [\overline{q'_{st}} - \overline{q'(z_q)}]$$  \hspace{1cm} (1)$$

$$S = \overline{\rho c_p w'T'}$$
$$= \overline{\rho c_p C_\theta(z_a, z_\theta)} U(z_a) [\overline{\theta'_{st}} - \overline{\theta'(z_\theta)}],$$  \hspace{1cm} (2)

where $\rho$ and $c_p$ are the air density and specific heat at constant pressure, respectively, and $C_q(\ldots, z_a, z_q)$ and $C_\theta(\ldots, z_a, z_\theta)$ are the transfer coefficients defined in terms of the specific humidity $q$ and the potential temperature $\theta$, respectively. The transfer coefficients $C_q$ and $C_\theta$ depend on sea state, atmospheric surface boundary layer stability, and the observation heights $z_a$, $z_q$, and $z_\theta$ above the surface. Overbars indicate a local time averaging operator that defines the turbulent fluctuations; fluctuations are denoted by primes, for example, $q' = q - \overline{q}$. The local averaging scale is chosen in such a way that it separates variability due to turbulence and convection from mesoscale and synoptic-scale variability. Mahrt and Sun (1995) and Sun et al. (1996) discuss the dependence of $E$ and $S$ on the choice of the local averaging length scale. The quantity $U(z_a) [\overline{(u^2 + v^2)^{1/2}}]$ is the wind speed calculated from a local average of the vector wind components at height $z_a$, while $\overline{q'_{st}}$, $\overline{\theta'_{st}}$, $\overline{q'(z_q)}$, and $\overline{\theta'(z_\theta)}$ are the locally averaged values of specific humidity and potential temperature at the sea surface and heights $z_q$ and $z_\theta$, respectively.

We adopt the COARE (version 2.0) algorithm (Fairall et al. 1996b) for evaluating $E$ and $S$ from the bulk aerodynamic formulas. The COARE algorithm recalibrates and extends the Liu–Katsaros–Businger formulation (Liu et al. 1979) using turbulence data from TOGA COARE. The new algorithm includes a separate model that permits the determination of the ocean skin temperature from buoy observations of subsurface temperature, provided that the time history of incoming atmospheric radiation is known.

We have made several minor modifications to the COARE algorithm for the purposes of this study. To be consistent with the conventional definition of the bulk aerodynamic formulas in Eqs. (1) and (2), we absorb the gustiness parameter dependence (see Fairall et al. 1996b) into our definition of the transfer coefficient. For simplicity, we assume $\rho$, $c_p$, and the latent heat of vaporization $L$ are constant and equal to 1.2 kg m\(^{-3}\), 1005 J kg\(^{-1}\) K\(^{-1}\), and 2.5 $\times$ 10\(^6\) J kg\(^{-1}\), respectively. In other words we do not consider the so-called Webb correction to evaporation or the small difference between $S$ evaluated by $\overline{\rho c_p w'T'}$ and the true thermal conduction of heat at the sea surface, which involves the so-called moisture correction term to the sensible heat flux; discussions of these effects can be found in Businger (1982) and Sun et al. (1995). The constant value of $L$ is used whenever it is needed to convert between evaporation and latent heat flux. A slightly more accurate saturation vapor pressure routine is used for all of our calculations (Buck 1981).

b. Definition of mesoscale enhancement

Data from the TAO and IMET buoys may be regarded as regularly spaced time series consisting of locally averaged field variables at a fixed point in space. Let us define a large-scale averaging operator of the form

$$\langle ( \cdot ) \rangle \equiv \frac{1}{N} \sum_{n=1}^{N} ( \cdot )_n$$  \hspace{1cm} (3)

that separates the signal into its synoptic-scale and smaller-scale parts. Here $n$ is the time index and $N$ is a

\(^{2}\)To be more accurate, $u$ and $v$ should be evaluated as the velocity shear between the wind at $z_a$ and the ocean surface current.
constant corresponding to the period of the uniformly weighted time average.

We may use the averaging operator in Eq. (3) to define three measures of ocean surface evaporation and sensible heat flux.

Total flux
\[
\langle E \rangle = \rho \langle C_p U(q_{sc} - q) \rangle
\]
(4)
\[
\langle S \rangle = \rho c_p \langle C_p U(\theta_{sc} - \theta) \rangle .
\]
(5)

Scalar-mean flux
\[
E_s = \rho C_p \langle (U, \cdot) \rangle \langle U \rangle (\langle q_{sc} \rangle - \langle q \rangle )
\]
(6)
\[
S_s = \rho c_p C_p \langle (U, \cdot) \rangle \langle U \rangle (\langle \theta_{sc} \rangle - \langle \theta \rangle ) .
\]
(7)

Vector-mean flux
\[
E_v = \rho C_p \langle (V, \cdot) \rangle V (\langle q_{sc} \rangle - \langle q \rangle )
\]
(8)
\[
S_v = \rho c_p C_p \langle (V, \cdot) \rangle V (\langle \theta_{sc} \rangle - \langle \theta \rangle ) .
\]
(9)

In Eqs. (4)–(9), we have dropped the averaging operator symbols on \( \rho \) and \( c_p \) since we have assumed them to be constants. We have also dropped the local averaging operator denoted by overbars on the wind and thermodynamic variables without ambiguity. The vector averaged wind, \( V \), is defined as the wind speed computed from the large-scale average of the vector wind components; that is, \( V = (\langle u \rangle^2 + \langle v \rangle^2)^{1/2} \). The transfer coefficients for \( E_v \) and \( S_v \) are obtained by formally substituting \( \langle U \rangle \) and time-averaged thermodynamic variables indicated by \( \cdot \) into the transfer coefficient algorithm. The transfer coefficients for \( E_s \) and \( S_s \) are determined in an identical manner to the scalar-mean flux, except that \( V \) is formally substituted for the wind speed.

We define mesoscale enhancement of evaporation and sensible heat flux as \( \Delta E = \langle E \rangle - E_v \) and \( \Delta S = \langle S \rangle - S_v \), respectively. The vector mean fluxes \( E_v \) and \( S_v \) represent the air–sea flux estimates that would be computed by formal substitution of synoptic-scale fields of sea surface temperature, vector wind speed, and thermodynamic variables into the bulk aerodynamic formulas. If mesoscale disturbances were nonexistent, we would expect the large-scale flux to equal the vector-averaged flux and the mesoscale enhancement to be zero. In general, mesoscale disturbances may modulate the surface fluxes through nonlinear interactions of wind and thermodynamic fields, creating a discrepancy between the total flux and the vector-averaged flux.

<table>
<thead>
<tr>
<th>Table 2. Root-mean-square flux errors due to TAO temporal sampling strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2oS,156°E</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>(a) Hourly estimates: Sensible heat flux</td>
</tr>
<tr>
<td>Mean flux</td>
</tr>
<tr>
<td>Std dev</td>
</tr>
<tr>
<td>Rms diff</td>
</tr>
<tr>
<td>Rms diff/std</td>
</tr>
<tr>
<td>No. estimates</td>
</tr>
<tr>
<td>(c) Hourly estimates: Latent heat flux</td>
</tr>
<tr>
<td>Mean flux</td>
</tr>
<tr>
<td>Std dev</td>
</tr>
<tr>
<td>Rms diff</td>
</tr>
<tr>
<td>Rms diff/std</td>
</tr>
<tr>
<td>No. estimates</td>
</tr>
<tr>
<td>Mean flux</td>
</tr>
<tr>
<td>Std dev</td>
</tr>
<tr>
<td>Rms diff</td>
</tr>
<tr>
<td>Rms diff/std</td>
</tr>
<tr>
<td>No. estimates</td>
</tr>
</tbody>
</table>

This discrepancy is our measure of mesoscale enhancement.

To isolate the effect of wind variability, we further decompose the mesoscale enhancement of evaporation \( \Delta E \) and sensible heat flux \( \Delta S \) into two parts,

\[
\Delta E = \langle E \rangle - E_v = \Delta E + \Delta S
\]
(10)
\[
\Delta S = \langle S \rangle - S_v = \Delta S + \Delta S
\]
(11)

where \( \Delta E = \langle E \rangle - E_v \), \( \Delta E = E_e - E_v \), \( \Delta S = \langle S \rangle - S_v \), and \( \Delta S = S_s - S_v \). The quantities \( \Delta E \) and \( \Delta S \) correspond to the differences between the classical and sampling methods discussed in the introduction, except we are dealing with a time average on the order of a day, rather than a monthly average. The quantities \( \Delta E \) and \( \Delta S \) measure the portion of the mesoscale enhancement-

Fig. 1. (a) Time series of daily averaged 1-m water temperature, air temperature, dewpoint, and scalar-averaged wind speed at the 9°N, 140°W TAO mooring. (b) Time series of the daily averaged scalar average wind speed \( \langle U \rangle \), the difference between the scalar average and vector average wind speed \( \langle U \rangle - V \), the air-minus-water temperature difference, and the air-minus-"surface" specific humidity difference at the 9°N, 140°W TAO mooring. The 1-m water temperature is used for \( T_w \), and to calculate \( q_{sc} \). (c) Time series of daily averaged sensible heat flux and latent heat flux estimates and their enhancement by atmospheric mesoscale systems at the 9°N, 140°W TAO mooring. See section 2b for definition of mesoscale enhancement. (c) Time series of monthly averaged GOES Precipitation Index (dashed line) and Microwave Sounding Unit (solid line) precipitation estimates are presented as a measure of convective activity.
ment of evaporation and sensible heat flux that can be explained by mesoscale wind variations alone. It should be noted that if there were no variation in wind direction, then \( \langle U \rangle \) would equal \( \bar{V} \) and \( \Delta_nE \) and \( \Delta_nS \) would be zero.

c. Selection of averaging scale

The above definition of mesoscale enhancement requires the selection of an averaging timescale that separates mesoscale convective systems from their synoptic-scale environment. Since tropical mesoscale convective systems have typical lifetimes of \( \sim 10 \) h (Houze 1993), we choose 24 h as as the large-scale averaging period.

In nature, there is no clear separation between synoptic and mesoscale systems. Furthermore, our method does not distinguish between diurnal variation of largescale fields and the signals directly attributable to mesoscale convective systems. The values of mesoscale enhancement estimated from the buoy analysis will therefore suffer from some ambiguity in terms of scale separation and the mixing of synoptic-scale diurnal variability with the signal from mesoscale convective systems. We do not believe that this is a serious deficiency. It might also be argued that individual elements of convective systems having shorter timescales, such as individual convective cells at the leading edge of banded mesoscale systems, should not be included in the definition of mesoscale enhancement. These elements, however, are characteristic features of mesoscale convective systems. We would therefore argue that the contributions to the total flux by smaller-scale elements of the convective systems should be regarded as part of mesoscale enhancement for the purposes of this discussion.

d. Sampling error

For a given mesoscale convective system, a moored buoy may sample only a portion of the system as it evolves in space and time. Over the period of a month in a convectively active region, however, we expect that a moored buoy will sample a significant number of systems in all stages of development. In the absence of strong mesoscale sea surface temperature gradients that might preferentially trigger convective systems at
a particular spatial location, we expect that the evaporation and sensible heat flux statistics measured at two nearby buoy locations separated by a distance \( \sim 10 \) km would not differ in a qualitative sense over the period of a month. Analysis of data from two colocated TOGA COARE moorings (see section 4c) will support this assertion.

3. Datasets

a. TOGA TAO moored buoy array

The Tropical Atmosphere Ocean (TAO) buoy array consists of 69 moored buoys deployed in a regular array across the equatorial Pacific Ocean as part of the Tropical Ocean Global Atmosphere Program (Hayes et al. 1991; McPhaden 1995). For this study, we have extracted and analyzed all records having at least one month of continuous hourly observations through the end of 1994 and having simultaneous reports of the vector wind \((u, v)\), sea surface temperature \(T_{sfc}\), air temperature \(T\), and relative humidity RH. A list of the buoy time series satisfying our criteria is given in Table 1. In addition to the extensive quality control and data editing performed by the NOAA Pacific Marine Environmental Laboratory, a very small number of the re-
The reported hourly values of $T_{sc}$, $T$, and RH are the arithmetic average of six evenly spaced samples throughout the hour. The reported wind vector is a 6-min average of the vector wind components from digital 2-Hz samples at the top of the hour. A 6-min average is a reasonable length of time to integrate over the turbulent elements carrying most of the flux. For example, a mean 3 m s$^{-1}$ wind would advect $\sim 1.1$ km of air past the buoy, which, using Taylor's hypothesis, would be sufficient to relate turbulent flux to bulk parameters in the equatorial zone (Sun et al. 1996).

In principle, the local average designated by the overbar in Eqs. (1) and (2) should be applied consistently to all wind and thermodynamic data. The
TAO sampling strategy, however, was not designed for turbulent flux estimates, but was driven by mean wind and temperature sampling requirements plus engineering requirements (e.g., power consumption). The present sampling strategy is therefore a compromise.\textsuperscript{3} We have examined the effect of the sampling strategy on bulk aerodynamic flux estimates by simulating TAO buoy data using independent data from an older style TAO mooring reporting 15-min averages, and by using the TOGA COARE IMET mooring at 2°S, 156°E reporting 7.5-min averages for all bulk variables from 21 October 1992 through 3 March 1993. The TAO moorings were located at EQ, 165°E during 24 December 1988 through 24 April 1989, and at EQ, 110°W during 1 May through 27 October 1987 (period 1) and from 1 November 1987 through 30 April 1988. The simulation results are shown in Table 2 and are illustrated in Fig. 2. At the IMET mooring, the rms errors introduced by the sampling strategy are 3 W m\textsuperscript{-2} for the hourly averaged sensible heat flux and 20 W m\textsuperscript{-2} for the hourly averaged latent heat flux. The fluxes computed with sampled data from the simulated TAO data are highly correlated with properly com-

\textsuperscript{3}The next generation of ATLAS moorings to be used in the TAO array will better synchronize the sampling of all variables.
Mesoscale Enhancement of Evaporation

Fig. 6. Comparison of the monthly average mesoscale enhancement of evaporation at TAO mooring locations with MSU estimates of the precipitation pattern over the equatorial Pacific Ocean for (a) March 1993 and (b) September 1993. See section 2b for definition of mesoscale enhancement.

The nominal observation depth for the TAO "sea surface temperature" observation is taken to be 1 m. The nominal observation heights for wind, air temperature, and relative humidity are taken to be \( z_u = 3.8 \) m, \( z_f = z_v = 3 \) m, respectively.

For the calculations described below, we will not consider the difference between the near-surface water temperature and the ocean skin temperature at TAO moorings, since incoming radiation instruments are available on only a few of the current generation of moorings. In section 4c, however, we make an estimate of the skin temperature.

duted, hourly averaged fluxes. Furthermore, the estimates of the daily averaged fluxes computed from the 24 hourly sampled values have very small rms differences and are consistent with the hypothesis that the discrepancies in the hourly estimates are statistically independent and unbiased. Thus, the rms errors introduced by the TAO buoy sampling strategy are not expected to have serious implications for the statistical results of this study. We make an a posteriori check of this assertion in section 4c using data on simultaneous days from the IMET and TAO moorings at 2°S, 156°E during TOGA COARE.
effects using IMET mooring data from TOGA COARE.

b. TOGA COARE IMET mooring

Processed IMET mooring data, based on observations at 2°S, 156°E during TOGA COARE, were obtained from Dr. Robert Weller at the Woods Hole Oceanographic Institution. In addition to simultaneous measurements of $u$, $v$, $T$, RH, and water temperature with depth, the IMET instrument package measures incoming shortwave and longwave radiation permitting an estimate of ocean skin temperature $T_{sc}$ using the COARE bulk flux algorithm. The IMET buoy also measures surface currents, so that $u$ and $v$ can be evaluated more accurately as the velocity shear between the wind at $z_u$ and the moving surface, as well as atmospheric pressure and rain rate. The dataset values used in this study are simultaneous 7.5-min averages.

The nominal observation depths for the two IMET subsurface water temperatures used in this study are taken to be 0.45 m and 1 m. The nominal observation heights for wind, air temperature, and relative humidity are taken to be $z_u = 3.4$ m, $z_T = z_q = 2.75$ m, respectively.

c. Monthly averaged precipitation

Monthly averaged large-scale precipitation estimates are used in this study as crude indicators of mesoscale convective system activity in the vicinity of the buoy moorings. One set of estimates was obtained at nominal TOGA TAO and IMET buoy locations from the NOAA GOES Precipitation Index (GPI) archived at the National Center for Atmospheric Research. The GPI is one of the primary tropical precipitation indices used in the global analysis by the Global Precipitation Climatology Project (GPCP). A description of the GPI and the GPCP can be found in Arkin and Xie (1994). To provide a measure of uncertainty in the precipitation estimates, we obtained a second set of independent precipitation estimates based on data from the Microwave Sounding Unit aboard TIROS-N satellites (Spencer 1993). Both datasets were archived as averages over 2.5° lat x 2.5° long grid boxes, which we bilinearly interpolated from the centers of the grid boxes to the buoy locations.

4. Results

a. Mesoscale enhancement in key climatic regimes

To illustrate the influence of precipitating cloud systems on the equatorial Pacific surface fluxes, we present time series from several key climatic regimes sampled by the TOGA TAO buoy array. The major open ocean climatic regimes in the equatorial Pacific are the intertropical convergence zone, stretching from the Central American coast to the western Pacific in the Northern Hemisphere; the equatorial cold tongue regime, extending from the South American coast into the central Pacific; the western Pacific warm pool regime; and the easterly trade wind regimes in both the Northern and Southern Hemisphere.

1) Trade wind and ITCZ

The 9°N, 140°W TAO mooring is located in the vicinity of the moving boundary between the North Pacific trade wind regime and the ITCZ. During the Northern Hemisphere winter and spring, relatively strong northeast trade winds dominate conditions at the mooring (Fig. 1a). During the Northern Hemisphere summer and fall, the ITCZ moves into the region of the mooring. The ITCZ conditions coincide with relatively weak winds, high sea surface temperatures, and the largest rainfall rates for the year.

Comparing the daily averaged scalar wind speed $\langle U \rangle$ with the daily averaged vector wind speed $V$ (Fig. 1b), we see that the trade wind regime is relatively steady within the day, while the ITCZ regime has occasionally periods where $(\langle U \rangle - V)/\langle U \rangle$ approaches order one. The magnitude of the monthly averaged air–sea temperature difference and its day-to-day variability are clearly larger in the ITCZ regime during the rainy half of the year from July through December. The air–sea temperature difference is strongly skewed by occasional large negative values, associated with relatively
cool air temperatures. The magnitude of the air–sea humidity difference increases in the high sea surface temperature regime, but this is not a general feature at all the moorings we have analyzed.

Figures 1c and 1d show that the mesoscale enhancement of evaporation and sensible heat flux is much larger in the ITCZ than in the trade wind regime. Table 3 shows that the statistical distribution of mesoscale enhancement in the ITCZ is strongly skewed by occasional spikes, which are a significant fraction of the total flux. The effects of mesoscale wind variability, that is, $\Delta E$ and $\Delta S$, are much larger than all remaining effects. The differences between the scalar averaged flux and the total flux for the day, $\Delta E$, and $\Delta S$, are negligible in comparison to $\langle E \rangle$ and $\langle S \rangle$, respectively, as well as $\Delta E$ and $\Delta S$. In other words, lack of
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wind steadiness over the period of a day explains nearly all of the mesoscale enhancement of sensible and latent heat fluxes in the ITCZ.

To estimate the magnitude of mesoscale enhancements on monthly averaged surface flux estimates, and to reduce sampling error (sections 2d and 3a), the flux quantities shown in Figs. 1c and 1d are averaged using a 30-day running mean and presented in Fig. 3. The mesoscale enhancements of monthly averaged evaporation and sensible heat flux are ~10% in the ITCZ and are much smaller in the trade wind regime. The enhancements due to mesoscale wind variability are at least an order of magnitude larger than all other effects. The mesoscale enhancement of monthly averaged evaporation fields approaches 30% of the total in the ITCZ during periods when the winds are weak and variable. It is interesting to note that the evaporation changes very little throughout the year despite a large annual cycle in wind speed.
2) Western Pacific warm pool

The western equatorial Pacific is characterized by relatively weak winds, high sea surface temperatures, and large values of precipitation. In this sense, the meteorological conditions are similar to the ITCZ conditions documented above at the 9°N, 140°W mooring. The mesoscale enhancement statistics at moorings in the western Pacific warm pool region are also similar. As an example, Fig. 4 summarizes mesoscale enhancement estimates at the 2°N, 147°E mooring. Enhancement values are again ~10% of the total evaporation and sensible heat fluxes and are almost entirely explained by lack of wind steadiness. There is an interesting signature of the Madden–Julian oscillation (Madden and Julian 1994) in late 1992 and early 1993 in the time series of evaporation, sensible heat flux and precipitation. During the passage of the waves, there is a mesoscale enhancement of the fluxes due to wind variability. Additional results from the 2°S, 156°E TAO and IMET moorings in the warm pool region are presented in section 4c.

3) Cold tongue

The cold tongue region in the eastern equatorial Pacific undergoes a strong annual cycle that is occasionally interrupted by El Niño/Southern Oscillation events (Wallace et al. 1989). The coldest sea surface temperatures typically occur during September and October when the cold tongue extends from the South American coast well out into the central Pacific. Warmest temperatures occur in February through March when the Northern Hemisphere ITCZ nears the equator and a weak ITCZ is often observed in the Southern Hemisphere.

Figure 5 summarizes the mesoscale enhancement estimates for the cold tongue region at the 2°S, 110°W TAO mooring. Mesoscale enhancement is negligibly small throughout the year except during the short period of warm sea surface temperatures and precipitation in the February through April period in each of the three years of record.

4) Spatial pattern

The relationship between precipitation and mesoscale enhancement of evaporation is again emphasized in the spatial patterns of these quantities for March and September 1993 (Fig. 6). These patterns also reveal subtleties in the relationship not evident in the previous discussion of individual time series. For example, the enhancement values in the region of weak precipitation south of the equator in the central and eastern Pacific during March 1993 are comparable to values obtained in regions of much stronger precipitation in both March and September. It is well known that the structure of an atmospheric mesoscale system is sensitive to the vertical structure of the environmental wind, temperature, and humidity profiles (e.g., Houze 1993). It is therefore possible that two mesoscale systems may have quite different relationships between the near surface wind and air–sea temperature and humidity differences, and hence differing amounts of enhancement of evaporation and sensible heat flux, even if the amount of precipitation produced by each system over its life cycle is similar.

Figure 7 compares the magnitude of the mesoscale enhancement of sensible and latent heat flux, expressed as a fraction of the respective monthly averaged flux, for March and September 1993 at each TAO mooring location shown in Fig. 6. The mesoscale enhancement is ~10% or less of the total evaporation and sensible heat flux. The sensible heat flux enhancements tend to be larger on a percentage basis than the evaporation enhancements; the slope of a linear fit to 63 data points in Fig. 7 has a 99% confidence interval of [1.14, 1.45]. The largest fractional values of monthly averaged evaporation and sensible heat flux enhancements found at any mooring during these months are 0.21 and 0.26 of the total, respectively. The fractional contributions of \( \Delta S \) corresponding to the total fractional values shown in Fig. 7 range from \(-2.0 \times 10^{-2}\) to \(1.4 \times 10^{-2}\); in other words the contribution of this effect is almost always smaller than the effect of wind variability, and is two orders of magnitude less than the total evaporation. The corresponding fractional enhancement contributions of \( \Delta E \) range from \(-4.4 \times 10^{-2}\) to \(7.9 \times 10^{-2}\). In other words, \( \Delta S \) is occasionally the same magnitude as the contribution of wind variability to the mesoscale enhancement of the sensible heat flux. In nearly all cases, the lack of wind steadiness is the major contributor to the mesoscale enhancement of evaporation and sensible heat flux; the exceptions occur when the mesoscale enhancement values are on the order of a few watts per square meter.

b. Scalar-averaged fluxes

We have found in section 4a that the scalar-averaged latent and sensible heat fluxes for representative TAO moorings and months are within a few percent of the total latent and sensible heat fluxes, respectively. We can also deduce from Figs. 3–7 that the largest values of \( \Delta E \) and \( \Delta S \) are generally found in periods with rain and unsteady winds. It is therefore instructive to examine the temporal behavior of the mesoscale enhancement processes in the warm pool region where \( \Delta E \) and \( \Delta S \) tend to be largest on a percentage basis.

The small values of \( \Delta E \) and \( \Delta S \), shown in Figs. 1 and 3–5 suggest that the scalar-averaged fluxes \( E \) and \( S \), provide very accurate estimates of the total fluxes \( \langle E \rangle \) and \( \langle S \rangle \), the bulk aerodynamic estimates of the true daily averaged evaporation and sensible flux. This result is consistent with results of recent numerical model simulation by Jabouille et al. (1995) of two convective
cases observed during TOGA COARE. The result is also consistent with the findings of Ledvina et al. (1993) for evaporation estimated over a three-week pre-COARE cruise in the warm pool region, but not for the sensible heat flux. Ledvina et al. (1993) find that the scalar-averaged flux $S_d$ is 60% of the 5 W m$^{-2}$ of total sensible heat flux when averaged over the three-week cruise. The present results from TAO mooring data give a monthly average $\Delta S$, that is at least an order of magnitude less than the monthly averaged flux in all the major equatorial Pacific climate regimes, including the warm pool region. The reason for the discrepancy is not certain. It may, however, be due to sampling of abnormal or extreme meteorological conditions during the three-week pre-COARE cruise, or due to a combination of instrumental and sampling errors (see section 4c).

To gain insight into the reasons for the accuracy of the scalar-averaged fluxes, the daily averaged bulk aerodynamic flux is decomposed into contributions due to the mean and perturbation parts of the bulk sea surface temperature and meteorological variables. We write

$$\left< E \right>_d = LE_d + \rho L \left< C_q \right>_d \left( U \right)_d \left< \Delta q \right>_d$$

$$+ \rho L \left< C_q \right>_d \left( U^* \Delta q^* \right) + \rho L \left< C_q^* \Delta q^* \right>_d$$

$$+ \rho L \left< \Delta q \right>_d \left< C_q^* U^* \right> + \rho L \left< C_q^* U^* \Delta q^* \right>$$

$$\left< S \right>_d = S_d + \rho c_p \left< C_h \right>_d \left( U \right)_d \left< \Delta \theta \right>_d$$

$$+ \rho c_p \left< C_h \right>_d \left( U^* \Delta \theta^* \right) + \rho c_p \left< C_h^* \Delta \theta^* \right>_d$$

$$+ \rho c_p \left< \Delta \theta \right>_d \left< C_h^* U^* \right> + \rho c_p \left< C_h^* U^* \Delta \theta^* \right>$$

where $C_q = C_q \left( U \right)_d \left( \cdot \right)$, $C_h = C_h \left( U \right)_d \left( \cdot \right)$, $\Delta q = \left( \bar{q} - \bar{q} \right)$ and $\Delta \theta = \left( \bar{\theta} - \bar{\theta} \right)$. Here we have adopted the convention of Ledvina et al. (1993) in breaking out the classical scalar-averaged flux on the rhs of the equations. Overbars denoting a “local average” have been included to avoid ambiguity. The local average is defined over a time period long enough to contain a statistically significant population of the turbulent eddies responsible for surface boundary layer fluxes, but shorter than the characteristic timescale of meso- and synoptic-scale atmospheric systems that constitute the environment of the transporting eddies. Deviations of the locally averaged variables from the larger-scale time means are given by $\left( \cdot \right)^* = \left( \cdot \right) - \left( \left< \cdot \right> \right)$, for example,

$$\Delta q^* = \bar{q} - \bar{q} = \left( \bar{q} - \bar{q} \right) - \left( \bar{q} - \bar{q} \right).$$

Figure 8 presents time series of the terms on the rhs of Eqs. (12) and (13) for the TOGA COARE IMET mooring assuming $T_{sc}$ equals the 0.45-m water temperature. The results show that nonlinearities in the transfer coefficients in the second and fifth terms, and correlations of $U$ with $\Delta q$ and $\Delta \theta$, are the largest correction terms to $E_d$ and $S_d$ on the rhs of Eqs. (12) and (13), respectively. The fourth term involving correlations of the transfer coefficients with $\Delta q$ and $\Delta \theta$ and the triple correlation terms are apparently negligible. It is also interesting to note that the discrepancies introduced by the second and fifth term are negatively correlated and tend to cancel each other. This tends to leave $\left< U^* \Delta q^* \right>$ and $\left< U^* \Delta \theta^* \right>$ terms as the primary determinants of the sign and magnitude of the discrepancy between the scalar-averaged fluxes and large-scale fluxes.

The results in Fig. 8 depend of course on the choice of transfer coefficient algorithm. With the COARE algorithm, the transfer coefficients tend to decrease with wind speed for constant unstable air–sea temperature and humidity differences. In addition, as wind speed increases, the transfer coefficients tend to decrease rapidly at low wind speeds and less rapidly at higher wind speeds for constant unstable air–sea temperature and humidity differences. There is, thus, a tendency for wind speed to be negatively correlated with the transfer coefficients, and for the mean transfer coefficient to be larger than the value at an intermediate wind speed for constant unstable air–sea temperature and humidity differences. The out of phase relationship between terms 2 and 5 in Fig. 8 are consistent with these tendencies.
c. Skin temperature, spatial sampling, and surface current effects

In this section, we investigate several sources of error in mesoscale enhancement calculations by taking advantage of the colocation of the TAO and IMET moorings at 2°S, 156°E during TOGA COARE. In particular, we examine the error caused by neglecting the warm layer, cool skin effects, and surface currents in the bulk aerodynamic computations at TAO moorings, as well as sampling errors due to the nominal spatial separation of approximately 25 km between the TAO and IMET moorings.

As mentioned previously, the mesoscale enhancement estimates reported in section 4a are calculated with the ocean skin temperature $T_{sk}$ set equal to the TAO mooring 1-m water temperature. The “warm layer, cool skin” model included in the COARE algorithm was not used. Warm layer effects are expected to be largest when wind speeds are less than 4 m s$^{-1}$ and the solar radiation is large (e.g., Fairall et al. 1996a). These conditions were obtained during several periods in the warm pool region sampled by the IMET mooring.

Figure 9 shows the difference between the daily averaged evaporation and sensible heat flux with and without a proper accounting for warm layer, cool skin effects at the IMET mooring. The flux was first calculated using the COARE algorithm without the warm layer, cool skin option; the flux was then calculated in an identical manner except for the inclusion of the warm layer, cool skin option. The subsurface water temperature at 1 m was used as the water temperature input for both calculations. Since the TAO mooring water temperature nearest the surface is at 1-m depth, the difference presented here is an estimate of the error due to neglect of warm layer, cool skin effects in the TAO flux estimates presented in this study.

At wind speeds greater than 4 m s$^{-1}$, Fig. 9 suggests that the cool skin effect dominates the statistics for the day, resulting in lower daily averaged evaporation and sensible heat fluxes. At low wind speeds, the warm layer effect compensates for the effect of the cool skin in the average for the day. The average reductions of the sensible and latent heat fluxes for the entire COARE period are 2.1 W m$^{-2}$ and 9.0 W m$^{-2}$, respectively. For very light winds ($\sim 1$ m s$^{-1}$) and relatively clear sky conditions, we might expect the sign of the daily averaged warm layer, cool skin effects to become positive, but our dataset did not contain enough days of very light winds to provide a statistically significant estimate of this effect.

Statistics related to the mesoscale enhancement of the daily averaged total fluxes at the 2°S, 156°E IMET and TAO moorings are shown in Table 4. IMET mooring results are shown with and without warm layer, cool skin effects. We have used only those days for which we were able to calculate fluxes continuously for the 24-h period at both the TAO and IMET moorings. The arithmetic average of the two daily averaged wind speed values was used to stratify the flux statistics. The fractional values are computed from the ratio of the mean values for each wind speed category.

From Table 4, we see that the warm layer, cool skin physics included in the COARE flux algorithm and the inclusion of surface current effects make quantitative differences in the values of the flux and mesoscale enhancement statistics for both the low and moderate wind speed regimes. Qualitatively, however, the conclusions that one would draw regarding the mesoscale enhancement statistics for the IMET mooring would be the same whether the warm layer, cool skin or current effects are included or not.

Over the 83 days of common record, the average mesoscale enhancement at the IMET mooring is $\sim 10\%$ of the total flux, and, in light wind speed conditions, the average mesoscale enhancements reach maxima of approximately 15% and 25% of the total evaporation and sensible heat flux, respectively. This is consistent

---

**Table 4a.** Mesoscale enhancement statistics at COARE IMET mooring using estimated skin temperature based on the 0.45-m water temperature and observed surface current. See text for details.

<table>
<thead>
<tr>
<th>Wind (m s$^{-1}$)</th>
<th>Number of days</th>
<th>$L(E)$ (W m$^{-2}$)</th>
<th>$\Delta E/(E) \times 100$</th>
<th>$\Delta E_s/(E) \times 100$</th>
<th>$S$ (W m$^{-2}$)</th>
<th>$\Delta S/(S) \times 100$</th>
<th>$\Delta S_s/(S) \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>83</td>
<td>115.5</td>
<td>8.7</td>
<td>-0.3</td>
<td>8.0</td>
<td>17.6</td>
<td>6.5</td>
</tr>
<tr>
<td>$\leq 4$</td>
<td>34</td>
<td>83.8</td>
<td>14.2</td>
<td>-0.7</td>
<td>5.7</td>
<td>26.0</td>
<td>8.2</td>
</tr>
<tr>
<td>$&gt;4$</td>
<td>49</td>
<td>137.5</td>
<td>6.3</td>
<td>-0.1</td>
<td>9.5</td>
<td>14.4</td>
<td>5.8</td>
</tr>
</tbody>
</table>

**Table 4b.** COARE IMET mooring using estimated skin temperature based on the 0.45-m water temperature and assuming zero surface current.

<table>
<thead>
<tr>
<th>Wind (m s$^{-1}$)</th>
<th>Number of days</th>
<th>$L(E)$ (W m$^{-2}$)</th>
<th>$\Delta E/(E) \times 100$</th>
<th>$\Delta E_s/(E) \times 100$</th>
<th>$S$ (W m$^{-2}$)</th>
<th>$\Delta S/(S) \times 100$</th>
<th>$\Delta S_s/(S) \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>83</td>
<td>117.8</td>
<td>8.3</td>
<td>-0.3</td>
<td>8.1</td>
<td>17.0</td>
<td>6.3</td>
</tr>
<tr>
<td>$\leq 4$</td>
<td>34</td>
<td>84.9</td>
<td>13.9</td>
<td>-0.6</td>
<td>5.8</td>
<td>25.0</td>
<td>8.3</td>
</tr>
<tr>
<td>$&gt;4$</td>
<td>49</td>
<td>140.6</td>
<td>6.0</td>
<td>-0.1</td>
<td>9.7</td>
<td>13.8</td>
<td>5.5</td>
</tr>
</tbody>
</table>
with our findings using all of the TAO mooring data. There is a qualitative difference, however, in the fraction of the mesoscale enhancement that is explained by lack of wind steadiness. The IMET mooring data suggests that a greater fraction of the mesoscale enhancement is explained by other processes, such as the correlation of stronger winds with larger air–sea temperature and humidity differences. This might explain some of the discrepancy between the scalar-averaged sensible heat flux results reported in this study and the results reported by Ledvina et al. (1993) for the three-week pre-COARE cruise in light winds over the warm pool. The differences between TAO and IMET estimates are most notable for sensible heat flux and less for latent heat flux.

Comparing the TAO and IMET mooring results in Table 4, we see that the total estimated fluxes are in very close quantitative and qualitative agreement for all wind speed regimes. The rms differences between simultaneous daily sensible and latent heat flux values at the two buoys are 8 W m$^{-2}$ and 40 W m$^{-2}$, respectively. Some of these differences may be due to the 25 km spatial separation of the buoys. Nevertheless, while the difference in the daily simultaneous fluxes can be large, averaged over the entire TOGA COARE period they are small (on the order of one standard error, assuming the differences are uncorrelated normal random noise). This suggests that the temporal and spatial sampling errors discussed in sections 2d and 3a are not important for the conclusions of this study.

5. Conclusions and discussion

On the basis of surface marine meteorological data from TOGA TAO moorings and the TOGA COARE bulk aerodynamic flux algorithm, the magnitude of the mesoscale enhancement of monthly averaged sea surface evaporation is estimated to be $\sim$10% or less of the total evaporation over the equatorial Pacific Ocean. During occasional periods with weak and variable winds over the western Pacific warm pool and the other major precipitation zones in the equatorial Pacific, the mesoscale enhancement of monthly averaged evaporation fields can reach 30% of the total evaporation. The mesoscale enhancement was found to be due primarily to the lack of wind steadiness.

The magnitude of the sensible heat flux enhancement by mesoscale systems is found to be similar to the evaporation enhancement, but we are less certain about the primary importance of mesoscale wind variability in the case of the sensible heat flux. A recent numerical model simulation by Jabouille et al. (1995) of two convective cases observed during TOGA COARE supports the conclusion that mesoscale wind variability plays a major role in determining the mesoscale enhancement of both the sensible and latent heat fluxes. The model integration assumed that the sea surface temperature is a constant, however, and it is not obvious how the model results would change when the sea surface temperature assumption is relaxed. Furthermore, our comparison of results from colocated TOGA TAO and IMET moorings, and the previously reported results of Ledvina et al. (1993), indicate that the contribution of processes other than wind variability may be equally important for the enhancement of the sensible heat flux.

The reader should note that the conclusion regarding the importance of mesoscale wind variability does not imply that thermodynamic effects of mesoscale systems can be ignored in parameterizations for large-scale numerical or theoretical models. The large-scale air–sea humidity and temperature differences are determined in part by the vertical exchange of heat, moisture, and momentum between the boundary layer and the free atmosphere, including the net effect of mesoscale convective system components such as convective and mesoscale downdrafts and updrafts. Rather, the conclusion regarding wind variability simply focuses attention on the need to determine all-weather mesoscale surface wind speed statistics to achieve an accuracy of 10 W m$^{-2}$ for evaporative heat flux estimates on timescales of a season or longer when using the bulk aerodynamic formulas.

---

### Table 4c. COARE IMET mooring using 1-m subsurface water temperature and assuming zero surface current.

<table>
<thead>
<tr>
<th>Wind (m s$^{-1}$)</th>
<th>Number of days</th>
<th>$L(E)$ (W m$^{-2}$)</th>
<th>$\Delta E/E \times 100$</th>
<th>$\Delta E/J/E \times 100$</th>
<th>$S$ (W m$^{-2}$)</th>
<th>$\Delta S/S \times 100$</th>
<th>$\Delta S/J/S \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>83</td>
<td>126.4</td>
<td>8.2</td>
<td>-0.2</td>
<td>10.2</td>
<td>15.5</td>
<td>5.5</td>
</tr>
<tr>
<td>≤4</td>
<td>34</td>
<td>91.6</td>
<td>13.8</td>
<td>-0.3</td>
<td>7.3</td>
<td>24.1</td>
<td>8.5</td>
</tr>
<tr>
<td>&gt;4</td>
<td>49</td>
<td>150.5</td>
<td>5.8</td>
<td>-0.2</td>
<td>12.2</td>
<td>12.0</td>
<td>4.2</td>
</tr>
</tbody>
</table>

---

### Table 4d. The 2°S,156°E TAO mooring.

<table>
<thead>
<tr>
<th>Wind (m s$^{-1}$)</th>
<th>Number of days</th>
<th>$L(E)$ (W m$^{-2}$)</th>
<th>$\Delta E/E \times 100$</th>
<th>$\Delta E/J/E \times 100$</th>
<th>$S$ (W m$^{-2}$)</th>
<th>$\Delta S/S \times 100$</th>
<th>$\Delta S/J/S \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>83</td>
<td>120.8</td>
<td>8.4</td>
<td>-0.8</td>
<td>9.0</td>
<td>11.6</td>
<td>1.9</td>
</tr>
<tr>
<td>≤4</td>
<td>34</td>
<td>86.1</td>
<td>17.1</td>
<td>-1.2</td>
<td>6.3</td>
<td>22.7</td>
<td>3.3</td>
</tr>
<tr>
<td>&gt;4</td>
<td>49</td>
<td>144.9</td>
<td>4.8</td>
<td>-0.6</td>
<td>10.8</td>
<td>7.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>
We now return to the question of whether existing climatologies have missed a large contribution of atmospheric mesoscale systems to tropical surface evaporation and sensible heat flux. On the basis of our study, the contributions of atmospheric mesoscale systems to the total evaporative and sensible heat fluxes appear to be in the range of 0%–30%. Previous studies have indicated that the classical method of using monthly averaged wind speed and thermodynamic data may be used to calculate monthly average evaporation and sensible heat flux to within a relative error of ~10% (see introduction); Zhang (1995) has confirmed this result for the equatorial Pacific using TOGA TAO buoy data. We therefore suggest that most of the enhancement of tropical ocean evaporation and sensible heat flux by atmospheric mesoscale systems is represented in existing climatologies. The discrepancies between the existing climatological fields are more likely to be due to differences in bulk parameterizations, the time period of the data, instrumental error, and undersampling in data sparse regions of the Tropics, than on whether the classical or sampling methods are employed. In any case, the mesoscale contributions to the total heat flux are the same order as the errors typically quoted for uncertainties in bulk aerodynamic transfer coefficients and systematic data errors (e.g., Weare 1989).

Recent improvements in bulk aerodynamic formulas (e.g., Fairall et al. 1996) and historical datasets (e.g., DaSilva et al. 1994) will ultimately lead to quantitative improvement in climatological evaporation and sensible heat flux estimates in data dense regions. Large sampling errors will still be possible, however, in convectively active, data sparse regions, where the statistical distribution of mesoscale enhancements and the air–sea temperature differences may be strongly skewed (see section 4a.1). Quantitative estimates of such sampling errors could be obtained from an observing system simulation experiment using long data records from TOGA TAO moorings.
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