
1



AN ABSTRACT OF THE THESIS OF

Charles Grant Myers for the degree of Master of Science in Electrical and Computer

Engineering presented on February 4, 2005.

Title:

Design of High-Performance Pipeline Analog-to-Digital Converters in Low–Voltage Processes .

Abstract approved:

Un-Ku Moon

Pipeline analog-to-digital converters (ADCs) have long been used in high-speed

systems for power-efficient data conversion. Broadband communication and video process-

ing systems are placing high demands on converter accuracy and speed (above 14 bits

and in the multiple-MHz range). The increasing converter requirements coupled with

lower supply voltages in modern processes makes designing pipeline ADCs to meet these

requirements exceedingly difficult.

This thesis addresses the issues associated with designing a pipeline ADC for high

accuracy under modern low-voltage process limitations. Fundamental barriers to an

economical solution at this accuracy level, such as kT/C thermal noise, are addressed

through system and circuit level design. These include such concepts as rail-to-rail

inputs for improved signal power and sample-and-hold (S/H) removal for noise and

power savings.

The presented concepts are combined in a prototype design implementation using

a 0.18µm, 1.8V process. This serves as a platform for addressing issues with integrating

the ideas simultaneously. Simulations and modeling presented illustrate the feasibility

of such a design.



c©Copyright by Charles Grant Myers

February 4, 2005

All Rights Reserved



Design of High-Performance Pipeline Analog-to-Digital Converters in Low–Voltage
Processes

by

Charles Grant Myers

A THESIS

submitted to

Oregon State University

in partial fulfillment of
the requirements for the

degree of

Master of Science

Presented February 4, 2005
Commencement June 2005



Master of Science thesis of Charles Grant Myers presented on February 4, 2005.

APPROVED:

Major Professor, representing Electrical and Computer Engineering

Associate Director, School of Electrical Engineering and Computer Science

Dean of Graduate School

I understand that my thesis will become part of the permanent collection of Oregon

State University libraries. My signature below authorizes release of my thesis to any

reader upon request.

Charles Grant Myers, Author



ACKNOWLEDGMENTS

I owe thanks to many people for my success in completing this thesis. My fellow

researchers in the mixed signal research lab have been an invaluable resource for discus-

sion and insight. This is especially true for my good friends Pavan Kumar Hanumolu,

Gil-Cho Ahn, and Jose Silva. Thank you for all you input and for bringing me up-to-

speed in the convoluted world of data converters. I may have been able to do this on

my own, but I have a much greater understanding of this field than I ever could have

achieved on my own.

My major professor, Dr. Un-Ku Moon, has been a source of great insight to the

world of analog circuit design over the years I have spent at Oregon State University.

It has been a pleasure studying under him and I hope to maintain a solid relationship

with him as I continue into my work life. Thank you Professor Moon for giving me the

opportunity to push myself and for helping me push myself from time to time. :-)

Thanks to my committee for coming together in such a short time. I am honored

to have such superior professionals and great people participate in the formal steps of

my graduate education. Special thanks goes to Ferne Simendinger in the EECS office

who performed heroic deeds on the day of my defense so that I could actually defend.

I would also like to mention the support of couples that have given myself and my

wife a great deal of stability and joy through their friendship with us. These are Todd

and Jen, Jose and Marcella, and Merrick and Hannah. We hope to remain good friends

with you for many years to come.

It has been an enjoyable experience sharing this time in my life with so many

people from such diverse backgrounds. I like to think of all of you as my friends, and I

wish you good fortune in all that you endeavor.

I would like to thank my family for all their support. My wife Meredith, who has

lived the life of a graduate student every bit as much as me. I love you and appreciate all

your patience and encouragement. My parents, who are always asking how my research



is going and are always willing to offer up a bit of encouragement. You have enabled me

to do many things in my life through your constant assertion that I can do anything. I

hope to pass the same encouragement on to my children some day. My wife’s parents,

who by the way are great in-laws. Thanks for your kindness and for your genuine care

you have shown me over this relatively short time we have known each other.

Lastly, I would like to thank God for giving me strength to continue when I was

unsure of myself, and giving me peace when I was most unsettled. Thank you for placing

me in the midst of such wonderful people. I feel truly blessed.



TABLE OF CONTENTS

Page

1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2. Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3. Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2. LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1. Basic A/D Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2. Pipeline ADC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.1. Per-Stage Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2. Digital Redundancy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3. Data Converter Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4. Pipeline Error Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4.1. Offset Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.2. Gain Error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.3. Non-Linear Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.4. Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5. Performance Improvements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.5.1. Offset Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5.2. Correlated Double-Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.3. Capacitor Error Averaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.6. Calibration Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6.1. Code-Error Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.2. Radix Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6.3. Non-linear Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3. SYSTEM AND CIRCUIT ARCHITECTURE DESIGN . . . . . . . . . . . . . . . . . . . . . 30

3.1. Bits-Per-Stage Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.1. MDAC Tradeoffs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Conversion Speed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31



TABLE OF CONTENTS (Continued)

Page

Converter Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Sampled Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Active Circuit Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Number of Stages and Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.2. Capacitor Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.3. Comparator Tradeoff. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2. Sample-and-Hold Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2.1. First Stage Pipeline Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.2. Mismatch Tolerance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3. Rail-to-Rail Input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3.1. MDAC Redesign . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Two-Reference Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
One-Reference Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.2. Reference Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4. Pipeline Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.4.1. Generalized Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4.2. Design-Specific Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.5. Final System Design Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.5.1. Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.2. Noise Budgeting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4. DESIGN IMPLEMENTATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.1. First Stage Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.1.1. Switch Linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.2. Bootstrapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2. MDAC Opamp. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2.1. Gain Boosting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.2. Common-Mode Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.3. Full Amplifier Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.4. Amplifier Linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.5. Amplifier Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3. Final MDAC System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83



TABLE OF CONTENTS (Continued)

Page

4.4. Comparator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.4.1. Pre-Amplifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4.2. Latch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.5. Digital Circuits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.5.1. S.R. Latch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.5.2. Bubble Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5.3. Digital Signal Mux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.6. Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.6.1. Floor-Planning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.6.2. Common-Centroid Capacitor Array . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5. CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.1. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2. Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97



LIST OF FIGURES

Figure Page

1.1 Types of analog-to-digital converters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 Sampling in A/D Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Simple Flash ADC Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.3 Flash ADC Quantization Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.4 Flash Residue Generation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.5 MDAC Circuit Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.6 Pipeline ADC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.7 Residue Error Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.8 Digital Correction Residue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.9 Missing Code DNL Condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.10 Simple Switched-Capacitor Sampling System . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.11 Half-Band kTC Noise Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.12 Half-Band Noise Density Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.13 Offset Storage Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.14 Correlated Double-Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.15 Capacitor Shuffling for DEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.16 Code-Error Calibration Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.17 Radix Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1 Simple MDAC Reference (Amplification Phase) . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 System-Level Pipeline ADC Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3 Active Circuit Noise Sources Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4 Stage Number Noise Tradeoff Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.5 Maximum DNL Histogram Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40



LIST OF FIGURES (Continued)

Figure Page

3.6 Maximum INL Histogram Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.7 Maximum DNL Mean Over Stage Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.8 Maximum INL Mean Over Stage Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.9 Maximum DNL Standard-Deviations Over Stage Resolution . . . . . . . . . . . . 42

3.10 Maximum INL Standard-Deviations Over Stage Resolution . . . . . . . . . . . . . 42

3.11 Pre-Resolution within Pipeline sub-ADC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.12 Two Sampling Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.13 Shared Sampling Architecture without S/H . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.14 Separate Sampling Architecture without S/H . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.15 First Pipeline Stage with no S/H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.16 Continuous-Time Sampling Mismatch at 20MHz . . . . . . . . . . . . . . . . . . . . . . . 50

3.17 Continuous-Time Sampling Mismatch vs. Frequency . . . . . . . . . . . . . . . . . . . 50

3.18 Two-Reference Pipeline Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.19 First Stage MDAC Redesign for Two-Reference Pipeline . . . . . . . . . . . . . . . 53

3.20 Comparator Design for Single-Reference Pipeline (VREF2) . . . . . . . . . . . . . . 54

3.21 MDAC Design for Single-Reference Pipeline (VREF2) . . . . . . . . . . . . . . . . . . . 55

3.22 Comparator Design for Single-Reference Pipeline (VREF1) . . . . . . . . . . . . . . 56

3.23 MDAC Design for Single-Reference Pipeline (VREF1) . . . . . . . . . . . . . . . . . . . 56

3.24 Better MDAC Design for Single-Reference Pipeline (VREF1) . . . . . . . . . . . . 57

3.25 Reference Mismatch Extraction Circuit (Two Phases) . . . . . . . . . . . . . . . . . . 58

3.26 Generation of Correction Code. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.27 Matlab-Simulated Reference Mismatch Calibration FFTs . . . . . . . . . . . . . . . 60

3.28 Zeroth-Order Optimization Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61



LIST OF FIGURES (Continued)

Figure Page

3.29 First Order Optimization Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.30 MDAC Optimization Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.31 “Real” MDAC Settling System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.32 Pipeline Power Optimization Curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.33 Pipeline Capacitance Area Optimization Curve . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1 Input Sampling with CMOS Switch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2 CMOS Switch Sampling Linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.3 Input Sampling with Bootstrapped NMOS Switch . . . . . . . . . . . . . . . . . . . . . . 73

4.4 Bootstrapped NMOS Switch Sampling Linearity . . . . . . . . . . . . . . . . . . . . . . . 73

4.5 General MDAC Circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 Active Cascode Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.7 Switched-Capacitor Common-Mode Feedback Circuit . . . . . . . . . . . . . . . . . . 77

4.8 Top Level Opamp Circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.9 Gain-Boosting Amplifier (TOP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.10 Open-Loop DC Gain Over Output Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.11 Amplifier DC Gain Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.12 Total Harmonic Distortion (THD) vs. Output Range. . . . . . . . . . . . . . . . . . . 81

4.13 Opamp Output Linearity Simulation (SPECTRE) . . . . . . . . . . . . . . . . . . . . . 82

4.14 Final MDAC Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.15 Top-Level Comparator Circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.16 Comparator Pre-Amplifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.17 Differential Positive-Feedback Latch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.18 S.R. Latch Circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88



LIST OF FIGURES (Continued)

Figure Page

4.19 A Democratic Bubble Correction Implementation . . . . . . . . . . . . . . . . . . . . . . 90

4.20 Digital Mux Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.21 First Stage Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.22 Common-Centroid Multibit Capacitor Array . . . . . . . . . . . . . . . . . . . . . . . . . . . 93



LIST OF TABLES

Table Page

3.1 Noise and Capacitor Stage Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.1 S.R. Latch Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2 Example of Bubble Correction Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90





DESIGN OF HIGH-PERFORMANCE PIPELINE

ANALOG-TO-DIGITAL CONVERTERS IN

LOW–VOLTAGE PROCESSES

CHAPTER 1. INTRODUCTION

High-performance applications such as broadband communication systems require

high-performance analog-to-digital converters (ADCs) with high-resolution and band-

width (over 14 bits and several MHz). Such applications are often the domain of pipeline

ADCs, due to their highly efficient and conversion-speed-centric architecture. The in-

creasing focus on low-voltage digital processes places great strains on the design of such

systems and makes them very costly to implement using current pipeline ADC design

techniques. This thesis explores these issues in detail and presents alternative design

techniques for economically achieving these performance goals in modern low-voltage

processes.

1.1. Motivation

Analog-to-digital converters are important components in applications requiring

the interface between analog and digital domains. These are varied and numerous and

range from digital radio systems to military and medical sensors to wire-line and wireless

communications.

There are a number of different ADC architectures available to accomplish the

data conversion task; however, no single architecture is independently suited for all

applications. As illustrated in Fig. 1.1, these architectures span a range of intended
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resolutions and conversion speeds. Some also have differences in power-consumption

and conversion latency and must be chosen to fit the given application.
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Figure 1.1: Types of analog-to-digital converters

Consumer acceptance and use of digital communication technology coupled with

advancements in the technology of wired and wireless communications have increased

the demand for high-performance ADCs that must be incorporated in these systems.

One example of this trend is the rising speed requirements for DSL systems.

Digital subscriber lines (DSL) target unused bandwidth in current twisted-pair

telephone infrastructure. These lines were originally used to carry only low-bandwidth

voice data and therefore leave a large portion of the overall bandwidth unused. This

unused bandwidth is utilized by DSL for high-speed digital communications. Current
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standards for Asymmetric DSL (ADSL) and Very high-speed DSL (VDSL) require ADCs

used in these systems to meet conversion requirements of 2.5 MS/s and 24 MS/s respec-

tively with resolutions on the order of 13 to 14 bits [1]. These requirements will only

increase as the technology matures and as consumers demand more bandwidth for ap-

plications such as video streaming.

The requirements imposed by this application (and many others) have spawned

research in two major areas, represented by the arrows in Fig. 1.1.

• One research direction concerns itself with the improvement of Nyquist-rate ADCs.

Pipeline ADCs are currently the most researched of these type of ADCs. Their

architecture is most suited for medium resolution and high speed, and therefore

requires accuracy improvements to meet the stringent digital communication sys-

tem requirements. Recent work in current analog processes has shown effective

resolutions of 12 bits [2, 3, 4, 5], while previous designs in older analog processes

have shown effective resolutions of 13 bits [6, 7].

• The other research direction concerns itself with the improvement of oversampling

∆Σ ADCs. These ADCs are often utilized for high to very-high resolution and low

to medium speed. The high resolution is achieved by oversampling, which trades

bandwidth for resolution by averaging multiple samples. Further improvement can

be attained by use of z-domain functions aimed at shaping the noise of the ∆Σ

ADC. Recent work done in this area focuses on improving the speed of these ADCs

[8, 9, 10].

This thesis covers the first research direction listed and includes other important consid-

erations for designing in today’s modern semiconductor processes.

At the same time as communications applications are seeing increased system

performance requirements, digital CMOS processes are following a trend of reduced

supply voltages. This is motivated by speed improvements and area savings achievable

with smaller device dimensions [11]. For many analog applications, a lower supply voltage
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is a crippling design limitation – this is especially true for ADC designs whose accuracy

directly depends on the power of the input signal. Many new processes are developed

with processing options that allow the use of high-voltage analog devices, but these

make the cost of manufacturing mixed-signal and SOC (System on Chip) microchips

much more expensive.

The challenge from this design perspective is to achieve high accuracy in an ADC

using modern low-voltage digital transistors. This thesis focuses on improving the accu-

racy of pipeline ADCs while mitigating manufacturing costs as much as possible.

1.2. Contributions

There are two main design concepts presented in this thesis. The first is based on

published work by Ian Mehr [12] and work by Dong-Young Chang [13]. The second is

based on low-voltage ADC design concepts developed by Jipeng Li while he was a Ph.D.

student at Oregon State University. The design concepts are:

• Removal of sample-and-hold (S/H): The removal of this key block provides signifi-

cant noise and power savings for pipeline ADCs; however, it places extra strain on

the first stage of a pipeline ADC. This stage now must take care of the sampling

function and must do so on two independent signal paths.

• Rail-to-rail input: Signal power is greatly increased by allowing a rail-to-rail input.

The active pipeline stages cannot drive this level at their outputs and therefore the

inter-pipeline stage residue signal amplitude must be reduced. This is compensated

for with system design changes that may introduce a gain error in the pipeline ADC.

A calibration scheme is developed to combat this error source.

Other contributions of this work include discussion on multi-bit stage optimization,

stage scaling, and high-gain, wide-swing opamp design. The overall contributions culmi-
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nate in the presentation of a design strategy for achieving high performance in pipeline

ADCs suitable for today’s and tomorrow’s high-bandwidth communication technologies.

1.3. Thesis Organization

Following this introduction, Chapter 2 presents necessary background in the field

of pipeline ADCs. Items discussed are basic pipeline ADC operation, the widely used X.5

digital correction architecture, error sources, calibration techniques, and other commonly

used techniques for improvement of pipeline ADCs.

System design concepts for reaching the high-bandwidth communications goals are

presented in Chapter 3. The two major thesis contributions are first presented here. Also

included in this chapter is a discussion on power optimization in pipeline ADCs.

Chapter 4 covers circuit implementation of the system described in the previous

chapter. This includes opamp design, system linearity and analog path matching con-

siderations, comparator design, digital MUX design (for calibration scheme), and layout

issues.

The thesis is concluded in Chapter 5 with a summary of this work’s contributions

and discussion on future research directions in this area.
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CHAPTER 2. LITERATURE REVIEW

Pipeline analog-to-digital converters have been extensively used in high-speed

medium-accuracy systems due to their partitioned nature. The accuracy partitioning

of pipeline ADCs significantly reduces the power and area requirements of a given ADC

design, thus allowing designers to push pipeline ADCs to very high speeds.

This chapter will cover pipeline ADCs in their most common implementations, as

well as established circuit and system design practices for improving the performance of

a pipeline ADC. There will also be some discussion on pipeline ADC error sources.

2.1. Basic A/D Concepts

The basics of the analog-to-digital conversion should be covered before any at-

tempts are made to discuss Pipeline ADCs in detail. The major function of any ADC is

to convert a continuous-time, continuous-value signal into a discrete-time, discrete-value

signal. This implies quantization in both the time and signal-level (or “value”) domains,

where value is most often voltage. These two quantization steps are functionally inde-

pendent, but in some cases they are combined into a single step.

The first step is time-quantization, also known as sampling. A simple example of

this function in circuit form is shown in Fig. 2.1. In this example, while the switch is

closed, the voltage on the sampling capacitor closely matches the input voltage. When

the switch is opened at t = t0, the value of the input signal at the switching instant t0

is held on the sampling capacitor.

The next step in A/D conversion is signal-level-quantization, and is often given

the general name quantization. There are many different methods of accomplishing

this task, but they can all be reduced to two basic implementations: serial and parallel.
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Serial quantization requires some kind of feedback system to identify what the previously

resolved bit was, but parallel converts the signal all at once and does not need any

information feedback. The parallel implementation is the basis of the Flash ADC.

Vin

Vout

t
0

VoutVin

Figure 2.1: Sampling in A/D Systems
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Figure 2.2: Simple Flash ADC Example

The Flash ADC compares the input with the analog equivalents of all possible

digital levels in parallel. In other words all level comparisons occur at the same time. A

simple example of a flash comparator (without the sampling function) is shown in Fig.

2.2. The output of this converter is a digital word that approximates the input signal
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with respect to an analog reference voltage (VREF ). An early example of the use of this

concept can be found in [14].

Note that there is an intermediate digital signal (T0, T1, T2) that appears in

Fig. 2.2, this signal is a Thermometer Code signal. Thermometer Code is defined as

a grouping of bits (like binary code) where the total number of ones increases for each

increase of one in value. The ones “fill up” like a thermometer where the value is

determined by the location of the boundary between the ones and zeros. For example

the value ‘3’ represented in an 8-bit thermometer code is ‘00000111’.

A common measurement reference in data-converter design is known as LSB (or

Least-Significant Bit). This is defined as converter full-scale divided by the total number

of levels converted. For example, if a flash A/D converter is designed for a 0V-1V

input range and converts 4 bits, 1 LSB is equal to (1/16)V. Many specifications in

data-converter designs are given in LSBs.

Error

Vref

4

1/4 Vref 1/2 Vref 3/4 Vref Vref

00 01 10 11

Vin

Figure 2.3: Flash ADC Quantization Error

The quantization step introduces an error in the final value of the signal known as

quantization error and can be shown to have an input/output relationship as is shown

in Fig. 2.3. It is easy to show that the quantization error can be reduced by increasing

the accuracy of the data conversion; however, for a Flash ADC this can be quite costly.
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For each one-bit increase in ADC resolution, the number of comparisons required goes

up by a factor of two.

A closer look at the quantization error reveals that the signal is still present in

the error. If the quantization error of the conversion can be extracted and amplified, it

would be possible to repeat the conversion step to resolve more bits. This structure is

known as a Two-Step ADC [15] and is often used to increase the resolution of high-speed

Flash ADC designs.

The quantization error can be generated by subtracting the analog-equivalent of

the resolved digital bits from the original input signal. This signal is known as the

residue of the first conversion. An amplification block is then used to make the maximum

possible residue value equal to the analog reference voltage (Fig. 2.4). The digital-to-

analog conversion, subtraction and multiplication are often combined into one functional

circuit block known as the MDAC (Multiplying-Digital-to-Analog Converter).

Vin

A/D D/A
MDAC

Dout

2n

Figure 2.4: Flash Residue Generation

The MDAC is most commonly implemented in the charge domain with a switched-

capacitor topology. One example of this is shown in Fig. 2.5. During the sampling

phase, the input charges the input capacitor (parallel combination of ΣCDAC and CF )

and is sampled at the end of the sampling phase. Next, during the amplification phase
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the DAC capacitors are individually connected to reference voltages and a capacitive

feedback system forces charge onto the feedback capacitor (CF ).

222 11121

(Vref,GND)

T2T1T0

C FDACCDAC

1

CDAC

Vin

Vout

C

Figure 2.5: MDAC Circuit Implementation

The number of CDAC capacitors connected to the high reference voltage depends

on the digital value converted by the quantization in the current stage – this is the

subtraction function shown in Fig. 2.4. The gain portion of the MDAC block is achieved

with the feedback system. While the total charge moved onto CF is equal to the difference

between the the input and the analog value of the digitally-converted input, the voltage

gain is equal to (ΣCDAC + CF )/CF . This can easily be calculated via the capacitor

charge equation Q = CV .

2.2. Pipeline ADC

The Two-Step ADC can be further extended by adding additional MDAC and

comparator stages – this creates the basis for the pipelined ADC. In fact, the system

shown in Fig. 2.4 is a simple representation of a Pipeline ADC stage. This stage is

repeated until the number of bits required can be resolved from the pipeline (Fig. 2.6).

Most text books covering data converters discuss the pipelined ADC including [16]. Note
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that a S/H stage is required at the front-end to make the first stage’s conversion task

simpler.

Dout

STAGE 3 STAGE 4

M(n−1)+1M= # of stages including B.E.

Vin S/H STAGE 1
B.E.

A/D

Vref

DIGITAL CORRECTION LOGIC

n n n n n

STAGE 2

Figure 2.6: Pipeline ADC

2.2.1. Per-Stage Resolution

The pipelined ADC architecture allows a designer flexibility in the choice of quan-

tizer (or subADC ) resolutions for each stage. As such, the most common implementation

of the Pipeline ADC is a 1.5 bits-per-stage structure. (The partial-bit resolution nomen-

clature will be explained shortly.) The reduction in stage resolution allows for very fast

conversion times and small power consumptions. This is due to the relaxed require-

ments on the subADC portion of the pipeline stage, and is most effective in designs for

low-to-medium resolutions.

Most other Pipeline ADCs fall into a class of pipelines known as Multi-Bit Pipeline

ADCs. These are pipelines with a greater-than 1.5 bit-per-stage subADC resolution, and

are most useful in design situations requiring large overall ADC resolutions.

The advantage of a multi-bit pipeline is its large gain at the output of the first

MDAC – noise power contributions of all following stages are reduced by the squared

MDAC gain. High-resolution designs place stringent requirements on the ADC noise
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and, with the larger gain from a multi-bit stage, the size and power consumptions of

the back-end stages can be aggressively scaled. (The last stage in a Pipeline ADC is

often referred to as the Back-End A/D (or B.E. A/D) and is usually a flash ADC.) The

aggressive scaling leaves more budgeted power and area available for the critical initial

stages of the pipeline.

2.2.2. Digital Redundancy

Another factor in the choice of subADC resolution is the achievable accuracy of

the comparator block. This concern is not limited to the choice of stage resolution, but

also affects the overall ADCs resolution and linearity. Without careful consideration, it

is also possible for comparison errors to erroneously saturate lower bits in the ADC.

residue

1/4 Vref 1/2 Vref 3/4 Vref Vref

00 01 10 11

Vin

Vref

Figure 2.7: Residue Error Example

Consider the example shown in Fig. 2.7. A comparison error at the ‘00’ to ‘01’

transition has allowed the residue voltage to extend beyond the ADC reference volt-

age. For all signals greater than Vref/4, and less than the actual comparison level, the

converter will produce all ones in the remaining pipeline stages and generate significant
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non-linearities in the converted signal. An error in the opposite direction will have the

same clipping effect, but instead all of the remaining conversions will be zero.

In addition to the saturation error, comparison errors in the first stage contribute

to the overall accuracy of the entire pipelined A/D. This means that the first stage

comparator function must be as accurate as the entire ADCs desired accuracy.

The fundamental problem with the comparison operation is the level of offset

inherent in the comparison operation itself. This comes from inaccurate generation of

reference levels and mismatch in the comparator blocks. These can be reduced by a

process known as offset-storage [17], but at the cost of increased circuit complexity.

Furthermore, the saturation problem still remains.

Corrected by Digital Correction

Vin

+Vref+Vref +1/2 Vref−1/2 Vref

+1/2 Vref

−1/2 Vref

residue

01 1000

1/2 LSB Offset

Figure 2.8: Digital Correction Residue

Another, more elegant, solution is to allow each pipeline stage’s conversion to

overlap with adjacent stages [18] – commonly referred to as digital redundancy or digital

correction. This allows neighboring stages to weigh-in on the correctness of a given

output code from neighboring stages. Not only does this correct mistakes in conversion,
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but it also keeps the residue output voltage within Vref as long as the comparison error

never exceeds 1/2 LSB.

The seminal work on this concept was completed by S. Lewis [19], and also in-

troduced the 1.5 bit-per-stage architecture. In this paper, Lewis suggests the inclusion

of 1/2 LSB offsets into the subADC/subDAC path in combination with digital redun-

dancy. This effectively allows the removal of one comparison in a 2-bit subADC (making

it a 1.5-bit stage) Fig. 2.8, further reducing the complexity and power requirements.

An additional advantage to the 1/2 LSB offset is that there is no longer a comparison

point located at the exact common mode of the system. Noise in such systems can make

zero-valued signals generate larger-than-designed noise signals in the converted output.

Since Lewis’s work, it has been shown that his concepts can be applied to multi-bit

pipeline stages as well; an example of this is shown in [20, 21]. The concepts of digital

redundancy and 1/2 LSB offset are now standard in most Pipeline ADC designs.

2.3. Data Converter Error

Non-idealities in data converters result in errors in conversion that are measured

in LSBs. These errors are commonly referred to as Differential Non-Linearity (DNL)

and Integral Non-Linearity (INL). The former is defined by measuring the step between

adjacent codes. If the converter is ideal, the step-size should be exactly equal to 1

LSB. This corresponds to a DNL of 0 LSB. The latter is then defined as the “running”

integration of all DNL values from code 0 to code 2N − 1.

Extreme errors in DNL can produce missing codes. These can occur when the

DNL is greater the 1.0 LSB. Generally, the maximum DNL on a part should be less than

0.5 LSB if missing codes could be an issue in the system. This is because two 0.5 LSB

comparison level errors can create a missing code (Fig. 2.9). Multi-stage ADCs, including

Pipeline ADCs, can also introduce non-monotonicities in the conversion transfer function
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that can cause big problems for systems with feedback loops incorporating the ADC. This

error type generally comes from gain mismatch between the stages.

1.5 LSB

1.5 LSB

Figure 2.9: Missing Code DNL Condition

These measurements (DNL and INL) are a “static” measurement of the non-

linearity. A “dynamic” linearity measurement can be accomplished by applying a single-

tone sine wave to the input of the ADC and measuring the spectra to determine harmonic

components. Generally, the INL is a pretty good approximation of the value generated

from this type of measurement; even so, both measurements are usually taken when

characterizing a new ADC design.

2.4. Pipeline Error Sources

Pipeline Analog-to-Digital data converters have many potential error sources –

many of them are the same error sources found in other ADCs. There is, however, a

fundamental difference in how the error sources appear in the final converted signal for

pipelined ADCs.
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The segmented nature of the Pipeline ADC is very helpful in addressing power

and speed concerns, but complicates understanding and reduction of error propagation

from stage to stage. Simple errors in Pipeline ADCs produce non-linearities that are

difficult to correct. Much effort has therefore been spent on understanding these errors

[22] and finding means of reducing them [17, 23, 24]. Before discussing these Pipeline

ADC improvement methods, the error sources themselves should be examined.

2.4.1. Offset Error

Offset errors are simple additive errors that can be modelled as an error constant

summed with the signal. Offset errors in analog-to-digital converters are generally not

difficult to compensate for – especially when the offset propagates directly to the output.

In such a case, a simple system-level calibration can correct this error. The situation is

not that simple for Pipeline ADCs. Offsets that occur mid-pipeline can create significant

non-linearities; this necessitates special design techniques and careful design to reduce

the amount of signal offset present in the pipeline.

Common offset sources in Pipeline ADCs are charge injection, opamp offset and

finite gain, comparator offset, and DAC offset.

• Charge injection is a general term for when circuit components that add inadvertent

charge. The most common source of charge injection in switched-capacitor circuits

is “orphaned” charge originating from the inversion layer when a MOSFET switch

is turned off. Charge injection offset can be mitigated with careful design. There

are also several “tricks” often used to reduce this offset including early-clocking,

dummy switches, and complimentary switches [16].

• Opamp offset compensation and correction techniques are discussed in the following

Performance Improvements section. Finite opamp gain is usually addressed by

designing the open-loop gain to be “high-enough” to create no ill effects at the
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accuracy level desired.

• Comparator offset is nearly a non-issue now that digital correction [19] and input-

offset and output-offset storage techniques [17] are commonly used in Pipeline ADC

designs. Offset storage techniques will also be discussed further in the Performance

Improvements section.

• DAC offset is not present in a stage’s output digital code, and therefore cannot be

corrected by digital redundancy in the pipeline. There have been several capacitor

averaging and self-trimming techniques developed to address this issue [25, 24, 26].

The most common approach to this issue, however, is to complete design and layout

using “best practices” to achieve the maximum DAC capacitor matching possible.

(These range from matching like components in the circuit design to complicated

common-centroid architectures [27] for effective matching in layout.)

2.4.2. Gain Error

Gain error is a multiplicative error that acts on the input signal. It can be modelled

as a gain stage where a gain of one is the optimal gain value. Like offset error, gain

error on the system level is a fairly simple error to correct. Also, just like offset error

within pipelined stages, gain errors can create difficult-to-remove non-linear errors. The

most common gain error sources are feedback capacitor to DAC capacitor mismatch and

under-settled discrete-time signals.

• Feedback capacitor mismatch is most often mitigated through the use of “best

practice” design and layout strategies, as mentioned in the discussion on DAC

offset error. Capacitor shuffling techniques have also been used to successfully

address this issue.

• Incomplete linear settling creates a gain error on the signal being processed. Careful
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design and simulation techniques are usually implemented to be sure that all signals

internal to the pipeline settle to the required accuracy within the conversion time.

This also limits the presence of non-linear settling components in the output.

• One other gain error source not usually a concern for Pipeline ADCs is reference

mismatch from stage to stage. Generally the voltage reference is a very-low im-

pedance signal that is sent to each stage of the pipeline. The reference mismatch

is almost always negligible. This error source is of concern for this work and will

be discussed in detail in the next chapter.

2.4.3. Non-Linear Errors

Linearity is simply defined as a property of a system whereby the input-to-output

characteristic is wholly linear and can be described in the form y0 = mx0 + b. Earlier

discussions in this chapter have discussed how simple error sources such as offset error

and gain error can contribute to the system non-linearity. There are also some error

sources in Pipeline ADCs that are inherently non-linear. These are opamp output non-

linearity, signal-dependant switch resistance, and non-linear capacitance.

• Opamp non-linearity comes from the open-loop gain dependance on output level.

Opamp output stages have a heavily gain dependant output impedance and there-

fore a signal-dependant open-loop gain. It can be further inferred that the closed-

loop characteristics are also affected by this signal-dependance. The most common

design approach to this problem is to provide enough open-loop gain over the ex-

pected output range to keep the non-linear effects of the signal-dependant gain in

the noise of the data converter.

• Signal-dependant switch resistance is a well-known error source in switched-capacitor

circuits [16]. There are two commonly accepted methods for reducing this error.
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The first is by use of complimentary switches utilizing both NMOS and PMOS

devices. While this is effective to resolutions as high as 10-bits at 100MHz [28],

higher-performance designs require better switch linearity than is available with

CMOS switches. The second method for reducing non-linear switch resistance is

known as bootstrapping. This circuit method maintains a constant VGS on the

floating sampling switch during the sampling phase and can greatly improve the

switch linearity [29, 30].

• Portions of parasitic capacitance within circuit devices are often non-linear. A

common source of this non-linearity is depletion region width dependencies on

signal voltage. This is most often present at the P-N junctions located at the

source and drain nodes of MOSFET devices but can also exist in some types of

capacitor devices.

2.4.4. Noise

Unlike other error sources in Pipeline ADCs, noise does not suffer from the com-

plications of stage-to-stage propagation. Because of its random nature, noise in one

stage is simply RMS-summed with noise from the preceding stage. This random nature

also makes it very difficult to remove noise once it is injected into the ADC. Common

sources of noise in Pipeline ADCs are kT/C thermal noise, active circuit noise, and

digital switching noise.

• Thermal kT/C noise is the single-pole, bandwidth-limited thermal noise in a basic

switched-capacitor sampling system (Fig. 2.10). The thermal noise spectral density

at the top-plate capacitor node can be written as

NO
2(ω) =

4kTRSW

1 + (ωRSW CS)2
∆ω. (2.1)
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Figure 2.10: Simple Switched-Capacitor Sampling System
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Figure 2.11: Half-Band kTC Noise Integration

When the switch is opened, the sampling action effectively folds the noise con-

tributions from all frequencies into the ±fs/2 frequency band (Fig. 2.11). The

thermal noise contribution of the sampling circuit can therefore be computed by

integrating the noise spectral density from zero to infinity:

N2
O =

∫ ∞

0

4kTRSW

1 + (ωRSW CS)2
dω =

kT

CS
. (2.2)

This result shows that the switched-capacitor circuit’s thermal noise is independent

of the actual noise source. The explanation of this behavior is as follows: if the
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switch resistance is increased, the thermal noise contribution of the resistor also

goes up. However, the bandwidth of the single-pole system goes down with the

resistance increase, providing no net difference in integrated noise (Fig. 2.12).

No
2

w

w
2

w
1

baseband noise = upper−band noise

20dB/dec

Figure 2.12: Half-Band Noise Density Variation

• Active circuit components also contribute noise to the overall system noise. Gen-

erally these noise levels can be reduced by increasing device area and increasing

power consumption. Switched-capacitor systems are often limited by kT/C ther-

mal noise, and as such may not be very sensitive to active component noise. Hand

calculations and simulation should be completed to ensure that this is true.

• System-on-a-chip (SOC) trends have lead to a mixing of analog and digital circuits

on a single chip. While this has definite advantages in manufacturing cost and

system implementation, the digital portions of an SOC chip often inject current

noise into the substrate and power supplies that have a potential of contaminating

analog signals in the analog processing portions of the chip. This issue is addressed

at both the system and layout level: first, effort is made to make sure that no ma-

jor switching event occur during important analog signal-processing periods, and

second, significant effort is made to physically isolate analog and digital portions

of the chip with separated power supplies and heavy substrate contact shielding
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around analog circuits.

2.5. Performance Improvements

There have been many useful circuit and system methods developed to address

the issues mentioned in the previous section. These methods include offset storage

[31], correlated double-sampling (CDS) [23, 32], capacitor error averaging [25, 24, 33,

26], and many others. The three mentioned are the most commonly used performance

enhancement methods.

2.5.1. Offset Storage

The basic concept of offset storage can be explained as a simple two-step process.

First, the offset voltage present in the circuit is sampled onto a capacitor during one

clock phase. Next, during a following clock phase, this offset is incorporated with some

signal processing function in such a way that subtracts the offset from the signal. This

produces a net-zero offset as long as the offsets match during both phases.

Offset cancellation was first presented in a paper by R. Poujois et al. [31], but was

standardized as a fundamental data-converter technique by Behad Razavi in his paper

on high-speed, high-resolution comparators [17].

There are two major offset storage methods mentioned in Razavi’s paper. These

are Input Offset Storage (IOS) and Output Offset Storage (OOS). Both of these methods

are intended to correct opamp offset. Simple examples of how each of these offset-storage

methods work are given in Fig. 2.13.

• Input Offset Storage works by storing the pre-amplification offset on an input

capacitor by means of a unity-gain feedback network around the amplifier. The

offset cancellation is only as accurate as the virtual ground level, which is directly
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related to the open-loop gain of the amplifier. This form of offset cancellation is

often used in MDAC design for pipeline ADCs.

• Output Offset Storage corrects for offset by storing the amplified offset on a capac-

itor at the output of the amplification stage. This structure limits the allowable

gain of the amplification stage, but allows for low-power open-loop amplifier con-

figurations.

[Input Offset Storage]

low−gain

Cfb

(for MDAC

implementation)

11

2

(unsuitible for MDAC implementation)

[Output Offset Storage]

Figure 2.13: Offset Storage Methods

Combinations of these methods placed in series can improve the accuracy of the off-

set cancellation [17]. Offset cancellation also has the added benefit of cancelling low-

frequency noise. The bandwidth of the noise cancelled depends on the time between the

sampling and computation phases – when the time between samples is shorter, there is

more correlation between the two samples.

2.5.2. Correlated Double-Sampling

Correlated Double-Sampling (CDS), as the name implies, uses two samples to

cancel correlated signals. As was mentioned previously, offset storage also cancels noise in
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this manner. What CDS provides over other offset storage methods is an improved virtual

ground node, thereby greatly increasing the effectiveness of both offset cancellation and

signal processing in general. The major drawback of CDS is the added time required to

settle the two processed signals used in CDS.

Basic CDS operation is illustrated in Fig. 2.14 – the circuit is a charge-based

amplifier. During the first phase, two sampling capacitors CDAC1 + CFB1 and CDAC2 +

CFB2 are charged to the input voltage. Next, in the second phase, CDAC2 and CFB2 are

connected to the opamp in a standard feedback system. Also, a separate capacitor CI

is connected to the virtual ground and samples the value generated at that node. This

value contains the offset and information about the input signal. At this point, the error

of the output signal is

ephase2 =
−1
A

(
1 +

CDAC1

CFB1

)
Vo(ph2), (2.3)

where Vo is the output voltage and A is the open-loop amplifier gain. This equation

(2.3) shows an inverse dependance of the error on open-loop amplifier gain. During the

final phase, CDAC1 and CFB1 are disconnected and CDAC1 and CFB1 are connected in

the feedback system. The error-storage capacitor CI is then placed in series with the

virtual ground node. This creates an improved virtual ground and the final error seen

out the output is approximately

ephase3 ≈ −1
A2

(
1 +

CDAC1

CFB1

)[(
1 +

CDAC1 + CI

CFB1

)
Vo(ph2) −

(
CI

CFB1

)
Vo(ph3)

]
. (2.4)

This equation equation (2.4) shows that correlated double-sampling squares the

effective open-loop gain of the opamp. The relaxed open-loop gain requirement makes

this method very attractive for high-resolution Pipeline ADC designs.

One of the major drawbacks of this technique is the extra clock phase required for

the CDS operation. Recent work in this area has produced a method for removing this
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Figure 2.14: Correlated Double-Sampling

extra phase while still maintaining most of the benefit of CDS [28] – it is called time-

shifted CDS. A special sample-and-hold circuit is required to implement this version of

CDS and would be difficult to implement at the high resolutions targeted in this thesis.

2.5.3. Capacitor Error Averaging

Capacitor mismatch is a problem for both the DAC and multiplication functions

in charge-based MDAC circuits. These create both offset and gain errors that translate

into non-linearities in pipeline ADCs.

Early high-accuracy ADC designs employed trimming to achieve matching beyond

the accuracy of the process [6]; however, this is an expensive post-processing step. There

have been many circuit techniques developed to address the matching issue without the

use of trimming. The most commonly used technique today was first introduced as

Dynamic Element Matching (DEM) [25], but has also been referred to more generically

as capacitor error averaging.

The basic concept of capacitor error averaging is to shuffle the use of individual

capacitors in the MDAC so that the device-to-device mismatch over time is averaged

(Fig. 2.15). This produces an improved linearity result over not shuffling.

Some error averaging techniques offer significant capacitor-matching improvement

by averaging opposing polarity errors. One of these methods is known as Passive Capac-
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itor Error Averaging (PCEA) [34]. The drawback of these methods is that extra clock

phases are required to average multiple samples together.

Vin

Psuedo−Random

Pattern Generator
SHUFFLER

fb

+/− Vref

Vout

Figure 2.15: Capacitor Shuffling for DEM

2.6. Calibration Techniques

A more passive approach to correcting errors in ADCs is calibration. Generally,

calibration can be categorized into two major operation modes: foreground and back-

ground.

Foreground calibration requires that the ADC stop conversion in order to process

a calibration signal of some kind. Data from the conversion of this calibration signal

is then used to store calibration data that will ether directly be applied to the output

result or control the operation of the ADC during normal operation. Depending on the

system the ADC is placed in, this type of calibration may or may not be acceptable

– calibration can take up to several seconds to complete in many implementations and

may need to be periodically updated.

Background calibration, on the other hand, works transparently in the background
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during normal ADC operation. The calibration values are calculated while data is being

converted in the ADC. In order to accomplish this, a test signal (usually a psuedo-random

sequence) is injected into the real signal, then correlation techniques are used to extract

the data required for calibration from the output. Some published examples of this are

[35, 36]. The major disadvantage of this method of calibration is that the test signal

takes up a portion of the signal swing and therefore reduces the SNR achievable by the

ADC.

Most calibration concepts can be implemented as either foreground or background;

however, the background version is usually more complicated. The three most common

areas of calibration in Pipeline ADCs are Code-Error Calibration, Radix Calibration,

and Non-linear Calibration.

2.6.1. Code-Error Calibration

Capacitor mismatches in MDACs directly generate DNL errors for remaining

stages. In addition, the error levels are different for each individual code. Code-error

calibration [21] generates error correction codes that, when added to the output code,

correct each individual code error.

Normal Operation Path

B.E.
ADC

RAM

Dout

Calibration Operation Path

2n D1

D1

2n

Vin

A/D
MDAC

D/A

Calibration
Control

Figure 2.16: Code-Error Calibration Implementation
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The first step in this calibration technique is to measure the step error from one

DAC code to the next. The error is then measured with the remaining A/D stages in

the pipeline. The expected value is subtracted from the result and all that remains is

the error, which becomes the correction code for that particular DAC code. This process

is illustrated in Fig. 2.16. The remaining stages of the Pipeline ADC must be a higher

resolution than actual requirement for normal signal conversion. Multiple measurements

can be averaged to make sure that thermal noise is removed from the error correction

code.

The error correction codes are often stored in RAM memory on-chip and addressed

by the first stage DAC codes. This correction technique is easy to implement and the

required addition during data-conversion is an easy task to accomplish in parallel to

normal processing.

2.6.2. Radix Calibration

Capacitor mismatch can also generate gain errors in Pipeline ADCs. Other po-

tential sources for this type of error are finite MDAC amplifier gain and linear settling

errors. All of these errors can be addressed in Pipeline ADCs through Radix Calibration

[37].

Standard 1.5 bit-per-stage Pipeline ADCs have a nominal radix of two. This

means that the code resolved at each stage has an expected base value of two. Gain

errors directly adjust this value, but if the new radix value is known by the system using

the ADC, a “perfect digital code” (radix two code) can be generated through simple

calculation using the individual radix values for each code converted at each stage in the

pipeline (Fig. 2.17).

decimal value = (1.9)(2.1)(2)D1 + (2.1)(2)D2 + (2)D3 + D4. (2.5)
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Figure 2.17: Radix Calibration

This is an elegant solution for 1.5 bit-per-stage Pipeline ADCs, but can be com-

putationally intensive to implement. Also the conversion-time processing requirements

are quite large, due to the floating-point multiplication required to correct the digital

output.

2.6.3. Non-linear Calibration

This type of calibration addresses non-linear errors inserted by devices behaving

in a non-linear fashion within individual pipeline stages. Common non-linearity sources

are MOSFET switches and operational amplifiers. The calibration of non-linear errors

allows low-power and low-complexity analog circuits to be used within the ADC at the

cost of higher digital complexity for correcting the errors generated by these circuits.

Recent examples of this calibration concept can be seen in [38] and [39].
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CHAPTER 3. SYSTEM AND CIRCUIT

ARCHITECTURE DESIGN

This chapter will cover system design considerations for high-resolution, medium-

speed Pipeline ADCs. Specifically, 14-bits of ENOB at 20 MSPS (Mega-Samples Per-

Second) is the desired performance of the Pipeline ADC. The high-resolution requirement

places stringent requirements on the front-end of the pipeline and therefore substantial

thought and consideration should be placed in choosing the system structure. A poor

choice in architecture can lead to excessive waste in power and area.

Additionally, the noise contributed from kT/C sampled thermal noise dictates that

for each single-bit increase in SNR, a 4x increase in sampling capacitance is required.

As mentioned in the introduction, recent designs have limited their ENOB to approxi-

mately 12-bits. The 2-bit improvement desired for this work requires a 16x increase in

capacitance to improve the SNR performance of similar converters to the required level.

Achieving SNR improvement economically will require some extra effort in the system

level design.

3.1. Bits-Per-Stage Architecture

One major architecture consideration in the design of any Pipeline ADC is the

choice of bits resolved per-stage. Low resolutions per-stage are generally suited for

lower resolution and higher speed Pipeline ADCs, while high resolutions per-stage (of-

ten referred to as multi-bit) are more suited to the high accuracy requirements of the

applications mentioned in this thesis.
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3.1.1. MDAC Tradeoffs

There are three major metrics within MDAC design that can determine the re-

quired cost (in power and area) dependant on per-stage-resolution. They are conversion

speed, converter accuracy, and noise, and are assumed to be fixed design requirements.

A simplified MDAC structure is shown in Figure 3.1 for reference during this discussion.

CS

CF

Figure 3.1: Simple MDAC Reference (Amplification Phase)

Conversion Speed

Conversion speed is directly related the per-stage-resolution by way of the loop

feedback factor. The feedback factor is easily determined to be

β =
CF

CS + CF
, (3.1)

where CS and CF are the capacitance values as shown in Fig. 3.1. Stage gain (determined

by per-stage resolution) is equal to CS/CF , and by substitution, the feedback factor

becomes

β =
1

G + 1
, (3.2)

where G is the stage gain defined as 2n. The variable ‘n’ is bits-resolved-per-stage.
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A common starting design parameter is the loop unity-gain bandwidth (UGBW).

This determines (in conjunction with capacitive loads and feedback factor) such design

parameters as opamp power consumption and device sizes, and is stipulated by stage

settling requirements. Loop UGBW relates to the feedback factor (β) in equation 3.2 by

the following equation:

ωt(open) = ωt(loop)
1
β

= ωt(loop)(G + 1), (3.3)

where ωt(open) is the required amplifier open-loop UGBW to meet the loop UGBW

requirement.

Equation (3.3) shows that increasing the stage gain increases the bandwidth re-

quirement, and therefore the power consumption of the MDAC stage; however there is a

compensating factor. The gain increase reduces the number of stages required to meet

the design goal, but at a diminishing rate in comparison to power consumed. Increas-

ing the stage-resolution increases the power consumption needed to meet the settling

requirements.

These statements ignore the common practice of load-scaling from stage-to-stage,

which would improve the power consumption required for setting. The incorporation of

this scaling can actually improve the power consumption required for settling; however,

this breaks-down as the desired A/D conversion speed approaches the given technology’s

ft limitations. In this condition, there is a diminishing return on open-loop UGBW for

increased power consumption. This is why single-bit-per-stage Pipeline ADCs (or 1.5

bit-per-stage) are common for high-speed data conversion systems.

Converter Accuracy

Overall converter accuracy sets limitations on allowable error in the analog signal

between stages in the pipeline. For instance, if an overall converter accuracy (noise and

linearity) requirement is 12 bits, the sample-and-hold stage must be able to output a

greater-than 12 bit accurate analog output signal for the following stage.
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Figure 3.2: System-Level Pipeline ADC Stage

A system-level representation of a Pipeline ADC stage is shown in Fig. 3.2; it

can be seen that the signal accuracy at points (B) and (C) must match the accuracy at

point (A). After the gain, point (D) need only be as accurate as point (A) divided by

the gain. This implies that the output accuracy requirement is lessened when more bits

are resolved within a given pipeline stage.

The relationship between per-stage-resolution and power consumption due to set-

tling accuracy requirements can expressed as a UGBW frequency:

ωt =
−ln

(
2−(M−n)

)

tsettle
, (3.4)

where the numerator is the commonly used t = x · τ settling time calculation [16], M is

the overall desired ADC accuracy, and tsettle is allowable half-clock-phase settling time.

It should be noted that ωt is the loop unity-gain bandwidth requirement.

From (3.4) it can be seen that when the stage-resolution (n) is increased, the

required closed-loop bandwidth is reduced. This partially compensates for the power

increase experienced from the change in feedback factor by increasing stage gain.

Sampled Noise

High accuracy ADC designs require careful consideration of noise contributors

and system architecture to realize power-efficient ADCs while still maintaining desired

accuracy levels. Again, the simple MDAC example in Fig. 3.1 is used to develop an
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equation illustrating the effect of stage-resolution on this design parameter.

The charge noise of each capacitor is given as q2
n = kTC. The output referred

voltage noise is then

v2
n(out) =

2kTCS + 2kTCF

C2
F

, (3.5)

where it is assumed that each capacitor samples a value during each of two phases

(generating the ‘2’ in ‘2kTC’). Reduction of the equation provides

v2
n(out) =

2kT

βCF
=

2kT

CF
(G + 1) , (3.6)

where G is defined as in (3.2). Referring (3.6) to the input of the MDAC gives

v2
n(in) =

2kT

CF

(
G + 1
G2

)
. (3.7)

A simple substitution from the MDAC gain equation, G = CS
CF

, into (3.7) gives

v2
n(in) =

2kT

CS

(
G (G + 1)

G2

)
=

2kT

CS

(
G + 1

G

)
. (3.8)

Actual MDAC implementations would use the feedback capacitor CF for sampling as

well – this reduces the G + 1 term to G. Equation (3.8) then shows that sampled, input

referred noise has no dependance on per-stage resolution.

Active Circuit Noise

Active circuit noise can be considered in a similar fashion. Figure 3.3 is used to

develop the equation describing active circuit dependance on per-stage resolution. There

are two noise sources shown in the figure; each source will be considered independently

by way of superposition.

The first noise source to be considered is vn1, which models the one of the input-

pair noise sources. It’s contribution to output noise can be calculated by the following:
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Figure 3.3: Active Circuit Noise Sources Example

Nodes vx and vy can be written as

vx = −vout

A
; vy = βvout, (3.9)

where A is the open-loop gain of the amplifier and β is the feedback-factor defined by

the capacitive feedback network. The value of the noise source v2
n1 can be written as

v2
n1 = v2

y − v2
x = β2v2

out +
v2

out

A2
. (3.10)

Rewriting (3.10) for v2
out reveals the output noise contribution:

v2
out =

v2
n1A

2

1 + β2A2
≈v2

n1

β2
. (3.11)

If it is assumed that β≈1/G, then the input referred noise can be written as

v2
in ≈ v2

n1. (3.12)
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This shows no dependance on stage resolution for input-referred noise.

Next, the current noise source (i2n2) will be considered, which represents a load

noise source. The output-referred noise of this noise source is

v2
out = i

2
n2r

2
o , (3.13)

where ro is the amplifier output resistance. The same noise input-referred is shown as

v2
in =

i
2
n2r

2
o

G2
. (3.14)

It is evident from this equation that there is a per-stage resolution dependance for this

noise source. This is true for all amplifier noise sources outside the feedback loop. The

implication of (3.14) is that active circuit noise can be reduced (as measured at the

input) by using a higher stage resolution.

Number of Stages and Noise

Another important stage resolution dependant noise consideration is the more

stages vs. less stages tradeoff. This is essentially the same as less resolution per-stage

vs. more resolution per-stage, but will be considered on a more basic architectural level.

amplifier model

A/D

B.E.

A/D

B.E.

in ADC front−end

Vin

Vin

v
n

2

G

4

2 2

equivilant analog paths

Figure 3.4: Stage Number Noise Tradeoff Comparison

A simple comparison of two stage conversion size options is shown in Fig. 3.4.

Both signal paths achieve the same signal conversion before the back-end A/D and both



37

stages have the same overall gain from the input to the back-end A/D. If it is assumed

all amplifiers have the same input referred noise, as implied by eqn. (3.12) it is easy

to see that the single-amplification signal path has less noise than the other path. This

makes intuitive sense because more stages means more devices and more opportunity for

noise to be injected into the signal path.

3.1.2. Capacitor Matching

The ability to make a highly-accurate Pipeline ADC (without calibration) depends

heavily on capacitor matching parameters of the CMOS process. The Digital-to-Analog

portion of the MDAC block must be accurate to the number of bits of accuracy required

at the input of that stage (node (B) in Fig. 3.2). The DAC accuracy is directly dependant

on the capacitor matching, which can be 10 to 14 bits (or higher) depending on the

process and capacitor unit size.

Achieving these levels of matching requires very large unit-size capacitors (on the

order of a picofarad) as well as good common-centroid layout techniques [27]. Common-

centroid layout is fairly straightforward for low-resolution capacitor DACs, but DACs for

multi-bit Pipeline ADCs, with 3 or more bits, can make good common-centroid layout

very difficult.

Even so, there is a matching/linearty benefit to be gained from using a multi-bit

architecture. The Differential Non-Linearity (DNL), which is highly dependant on the

capacitor matching in the DAC, can be improved by increasing the stage-resolution [40].

The relationship describing this improvement is

DNL =
k · 2M−n/2

√
Ctotal

, (3.15)

where M is the total converter resolution, n is stage resolution, k is a capacitor device

parameter, and Ctotal is the total capacitance used in the DAC. The result of this equation
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is that Differential Non-Linearity (DNL) improves by a factor of
√

2 for every single-bit

increase in stage conversion.

The explanation for this behavior is as follows. The standard deviation of the

capacitance in a unit capacitor has been derived from device models and measurements

[41] and can be written as

σc = k ·
√

σ2
A. (3.16)

Stated in words, the standard deviation of a unit-sized capacitor is proportional

to the square-root of the area variance. Furthermore, the area variance is directly pro-

portional to the area of the capacitor. This is expected because the capacitance value

is proportional to the area of the capacitor. This then implies that the standard devia-

tion of a set of unit-sized capacitors is proportional to the square-root of the unit-sized

capacitor area

σcu ∝
√

Acu. (3.17)

The application of this relationship to the DAC within the Pipeline ADC stage can

be summarized. If the number of bits resolved in a stage is increased by one, the DAC

unit-capacitor size is reduced by two. This implies a increase in error by a factor of k ·√2

relative the the unit-sized capacitor; however, the absolute error has been reduced by a

factor of
√

2 (if k = 1). This is due to the extra bit resolved in the stage; the allowable

error at the output has increased by two because there is one less bit to resolve. The

reduction of absolute error in the MDAC produces net decrease in overall converter DNL.

Only Differential Non-Linearity is addressed by eqn. (3.15) and the preceding dis-

cussion, but converted signal linearity is affected by both Differential Non-Linearity and

Integral Non-Linearity (INL). In order to study the effects of capacitor mismatch and

per-stage resolution on INL as well as DNL, a C-program was developed that mathemat-

ically replicated the function of an MDAC and included programmable random errors
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on the capacitor values. The results of this program are shown in Figures 3.5 – 3.10.

The figures are a histogram of maximum DNL and INL levels over 400 simulations

of the Pipeline ADC system. This system is comprised of two stages where the first

stage is scaled from 2 to 6 bits and the second stage is adjusted to generate 12 total

bits. The x-axis (going into the page) defines the number of bits resolved in the first

stage for each run starting with 2 bits for the front histogram and ending with 6 bits for

the last histogram. The capacitor standard-deviation scaling factor k from eqn. (3.16)

was chosen to be ‘1’ for these simulations. The total available capacitance was not

changed between the different stage resolution sizes. The result of these choices is that

the capacitor mismatch (σ) gets worse by a factor of
√

2 for each bit increase in stage

resolution.

As expected, the DNL improvement is approximately
√

2 for each bit increase in

the first stage. Examination of the INL, however, shows no improvement over change

in first stage resolution. An intuitive explanation for this is that the total error within

Ctotal did not change with first stage resolution, it was just spread among smaller parts.

DNL can be considered the part-to-part mismatch, and INL can be thought of as the

overall mismatch.
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Figure 3.5: Maximum DNL Histogram Comparison
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Figure 3.9: Maximum DNL Standard-Deviations Over Stage Resolution
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Figure 3.10: Maximum INL Standard-Deviations Over Stage Resolution
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3.1.3. Comparator Tradeoff

Thus far in the comparison between single-bit per-stage and multi-bit per stage

Pipeline ADC architectures we have seen several compelling reasons to choose higher-

resolution pipeline stages over lower-resolution stages. One major drawback to the multi-

bit architecture not mentioned thus far is the exponentially increasing power consump-

tion in the flash-type comparator within each pipeline stage. This will obviously limit

the per-stage-resolution that can be achieved efficiently.

Low-resolution stages also have the advantage of a large digital correction range.

This allows comparators for these stages to be built very cheaply and to consume very

little power. The per-stage resolution tradeoff will be revisited in Section 3.4, Pipeline

Optimization.

3.2. Sample-and-Hold Removal

One major contributor to overall system noise and power consumption is the

Sample-and-Hold (S/H) circuit. The circuit provides a sampled, unity-gain signal to

the first pipeline stage, which allows some flexibility in the operation of the pipeline

stage. The sampling function can, however, be incorporated into the first stage of the

pipeline if the Sample-and-Hold is removed.

The removal of the S/H will effectively cut the required power consumption and

capacitor area in half. This is because the unity-gain provided by the S/H circuit implies

equal relative noise contributions between the S/H and the first Pipeline stage. For high-

resolution designs, the noise contributions of these stages are usually dominated by kT/C

thermal noise. If it is assumed that pipeline stages after the first stage consume a minimal

amount of power and area in the overall system budget, then the power and area savings

from the S/H removal is approximately half.
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3.2.1. First Stage Pipeline Sampling

The removal of the S/H circuitry requires additional complexity within the first

pipeline stage in the ADC. In a typical Pipeline ADC, each pipeline stage pre-resolves

the sub-ADC level (Fig. 3.11) before the completion of sampling on the MDAC sample

capacitors. The extra time allows the DAC subtraction levels to be determined before

the MDAC switches from sampling mode to amplification mode.

AMP

A/D D/A

LAT
SAMP

LAT

AMP

SAMP

Dout

Vin

Figure 3.11: Pre-Resolution within Pipeline sub-ADC

The continuous-time input signal is directly applied to the first stage of the Pipeline

ADC, and thus the comparator and MDAC must both sample the input at exactly the

same time to properly resolve the correct residue voltage (Fig. 3.12). This requirement

was addressed in [12], wherein a global input switching network was used to try and

match the sampling paths (Fig. 3.13).

This solution, however, still suffers from independent sampling switches and diffi-
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Figure 3.12: Two Sampling Paths

culty in matching the impedance as seen by both sampling paths. That is, the Gm of

the comparator preamplifier and the Gm of the MDAC operational amplifier must be

matched to provide the same transient response across the sampling capacitors in the

comparator and MDAC respectively. Additionally, separate reference sampling capaci-

tors are required in the MDAC, to the detriment of both the feedback factor and the

kT/C noise.

An improvement to this structure was introduced in [13]. Instead of sampling the

top-plate of the sampling capacitor via unity-gain feedback, both paths are sampled on

MOSFET switches to a reference voltage (Fig. 3.14). This makes the matching of the

sampling paths much easier to achieve. Also, because of the independent input switches,

the extra reference sampling branch in the MDAC is not required and the kickback sup-

pression provided by preamplifiers in the comparator is no longer required. It should also
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Figure 3.13: Shared Sampling Architecture without S/H

be noted that a charge summing structure is used to perform the comparison operation

in the comparator. This is required because the reference cannot be pre-sampled on the

input capacitor.

Latch regeneration time must also be considered for the first pipeline stage. In a

Pipeline ADC with a Sample-and-Hold stage, the latches in the first stage comparators

regenerated during the time between the comparator sampling instant and the MDAC

sampling instant. This guarantees that the reference signals to be applied to the MDAC

DAC capacitors during the amplification phase will be determined and settled before the

MDAC changes modes.

With the removal of the S/H, latch regeneration time must now be scheduled in

between the dual-channel (MDAC and Comparator) sampling phase and the amplifica-

tion phase. This implies an extra phase, and assuming a uniform distribution of the
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conversion period, results in a very undesirable speed loss.
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Figure 3.14: Separate Sampling Architecture without S/H

One simple solution to this is to schedule the latch regeneration time into the

sampling time. Because the sampling switches must be optimized for high-linearity,

they will already have relatively small time-constants and therefore provide for a fast

settling time. Reduction of the sampling time is not as critical as reduction of the

amplification time – especially when the required power consumption increase to the

amplifier is considered.

An adaptation of the S/H removal concept in [13] is used in this work. Preampli-

fiers are kept in the comparators, and output offset storage (OOS) [17] is used to cancel

latch and preamplifier offsets – this is especially important because the MDAC opamp

offset and any sampling mismatch will eat into the digital correction range. The imple-

mentation is as shown in Figure 3.15; timing is included and shows the latch regeneration

time.
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Figure 3.15: First Pipeline Stage with no S/H

3.2.2. Mismatch Tolerance

The most important requirement of the sampling first-stage is that both the com-

parator input sample and the MDAC input sample be accurate to within the digital

correction range of the pipeline stage (1/2 LSB). There are two key components to the

matching of these sampled values. The first of these is the matching of the continuous-

time response of the RC circuits and the second is the matching of the sampling response

(opening the sampling switches).

The first component is addressed by matching the RC networks as precisely as

possible. It practice, exact matching cannot be achieved due to physical displacement

of devices to be matched on the silicon die. Additionally, the comparator contains a

capacitive branch not present in the MDAC that is used for charge summing during the

comparison operation. Both of these problems limit the matching that the continuous-
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time signals can achieve. The use of unit-sized capacitors in both the comparator and

MDAC can significantly improve the capacitor matching between the MDAC and com-

parator sampling capacitors, but the large difference in desired capacitance size between

the two different paths makes this solution highly undesirable.

An equation that quantifies the allowable RC mismatch (to a first order) is pre-

sented in [12] and is shown to be

Verror = V ·2πfinτε, (3.18)

where Verror is the error voltage, V is the signal amplitude of a sine wave, τ

is the RC time-constant of the assumed first-order system, and ε is the time-constant

mismatch. This error voltage can be modelled as an offset and therefore can be corrected

if it remains within the 1/2 LSB correction range of the stage. Note that the error voltage

goes up with input frequency.

If a settling time of 10 · τ is assumed (for 15-bit settling), then finτ < 0.1 for all

input frequencies less than 40MHz (assumes 25nS settling time). Under this assumption,

3.18 can be rewritten with respect to ε as

ε <
0.5·LSB

2π · 0.1
. (3.19)

For a 3.5 bit-per-stage system, the required ε matching for correction by digital redun-

dancy is approximately 5%. This kind of matching cannot be achieved between different

types of components, therefore it is necessary to use similar components in both sam-

pling paths (i.e. matching an amplifier transconductance to MOSFET ‘on’-resistance at

the 5% level is not easily accomplished).

Further checking was done with SPICE simulation to verify the allowable offset in

the real multi-order system. This was accomplished by measuring the difference between

the continuous tracking of the sampling capacitors to an input signal.
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Figure 3.16: Continuous-Time Sampling Mismatch at 20MHz

Figure 3.17: Continuous-Time Sampling Mismatch vs. Frequency

Figure 3.16 shows the continuous tracking error given a 6-bit, 3-sigma mismatch

(4.69%) in τ , and an input frequency of 20MHz. The resulting continuous time sam-

pling mismatch is 18mV – for a 1.8V input signal with 4 bits resolved on that stage,
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the error is equivalent to 0.16 LSB. The simulation was repeated for multiple frequen-

cies and the mismatch was shown to increase with frequency as shown in Figure 3.17.

Input frequencies of 40MHz or higher could probably be tolerated if 6-bit τ matching is

achieved.

Simulation of the charge injection of the sampling switches onto the sampling

capacitors shows only a small (< 0.05 LSB) voltage change on the sampling capacitor.

Mismatches between the two switches would therefore contribute less error than this

amount and can be ignored for our purposes.

From calculation and simulation it can be determined that mismatch of the input

circuit time-constant (τ) at the 6-bit, 3-sigma level is tolerable and can be corrected

by digital correction (discussed in Chapter 2). This matching level is only achievable if

similar devices are used in both the MDAC sampling path and the comparator sampling

path (i.e. MOSFET - MOSFET or capacitor - capacitor).

3.3. Rail-to-Rail Input

The removal of the sample-and-hold circuit saves a lot of power and makes meeting

the ENOB goal presented at the beginning of this chapter more approachable. Now that

the S/H is no longer present in the signal path, the input voltage is no longer limited to

the linear output range of an active stage. In fact, the only limitation on the signal is

process voltage limitations – commonly the power supply voltages. The implementation

of a true rail-to-rail (RTR) input is now possible.

This signal range is a great boost for economically achievable signal-to-noise ratio,

and therefore will also help reach the ENOB goals presented in this thesis.
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3.3.1. MDAC Redesign

This new input signal range requires a change in the first pipeline stage. The

comparators must compare over the input signal range which is now the power supply,

and the DAC portion of the MDAC must inject references equal to the supply rails during

the amplification phase. This is equivalent to changing the stage reference voltage to be

equal to the supply rails. The operation of the pipeline stage, with this change, is now

the same as the classical pipeline stage.

Two-Reference Design

Classical pipeline stages require that the MDAC’s active output stage drive signals

to the reference voltage. For the architecture presented, this implies driving the output to

the power supply rails (VREF2 for later reference). The amplifier responsible for creating

the output level is not capable of driving to the supply rails accurately.
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Figure 3.18: Two-Reference Pipeline Architecture

A simple solution to this problem is to reduce the MDAC gain from the standard

2n−1 to 2n−2, where n is the number of bits resolved in the current stage. The remaining
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pipeline stages would therefore have a reference voltage equal to one-half the power

supply rails, or VREF1. The final architecture is shown in Figure 3.18.
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Figure 3.19: First Stage MDAC Redesign for Two-Reference Pipeline

The circuit implementation of this MDAC is very straightforward; the only change

required is that the feedback capacitance must be doubled (Fig. 3.19). The reduced gain

increases the contribution of noise from following stages, but as long as the stage reso-

lution of the first stage is chosen to be large enough (more than 1.5 bits-per-stage), the

first stage will still provide some help. One beneficial result of this architecture decision

is that the feedback factor is increased, and therefore the required power consumption

of the MDAC stage will be reduced.

An issue with this two-reference solution is the potential mismatch between the

two references. If the references are not exactly 2x from each other, then there will be

some gain error injected at the boundary between the two references. As discussed in

Section 2.4.2, this will introduce a non-linear error in the overall conversion. A method

for correcting this error will be discussed shortly.
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One-Reference Design

A single-reference version of a rail-to-rail input Pipeline ADC could also be used

to circumvent this problem; however, it requires some capacitor resizing to create the

2x variation in reference voltage between the first and remaining pipeline stages. This

can be accomplished either with all stages operating with a VREF2 or a VREF1 reference

voltage.

First, the VREF2 reference solution will be considered. The implementation of this

solution requires no change to the standard MDAC structure of the first stage except for

the half-gain. The remaining stages require some adjustment to their capacitance values

to make the reference look like one-half of VREF2.

Vin (Vref1)
1

+Vref2

−Vref2

C

C

1

1

2

2

Figure 3.20: Comparator Design for Single-Reference Pipeline (VREF2)

The comparators for each of the remaining stages can be implemented with Input-

Offset Sampling (IOS) [17]; additionally each comparator pre-samples the reference and

starts comparing the input at the start of the sampling phase. This matches the most

common method used for switched-capacitor comparators. The comparator for the single

reference (VREF2) solution does require an extra capacitor and switches to implement

the charge summing accurately (Fig. 3.20). The extra capacitor connected in the sample
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phase compensates for the 2x difference between the input signal swing and the resistor

ladder reference voltages.

The MDAC in the remaining stages must also be changed to allow all references

to be VREF2. The DAC portion of the MDAC must employ 1/2 size capacitors so that

the total charge subtracted from the signal remains equivalent to using VREF1. A 2.5-bit

implementation of this is shown in Figure 3.21.

1/2 C

Vout

1

3/2 C C1/2 C1/2 C

(+/−Vref2,Vcm)

Vin

222 11121

T2T1T0

Figure 3.21: MDAC Design for Single-Reference Pipeline (VREF2)

The second single-reference solution is to use VREF1 as the only reference for the

entire converter. In this solution, all of the stages after the first stage can be standard

Pipeline ADC stages. The first stage must have similar adjustments made to it as was

done for the remaining stages in the VREF2 single-reference solution.

The comparator on the first stage must have weighted capacitors similar to the

other single-reference solution. Like the original S/H removal comparator block, the

sampling in the comparator and MDAC must occur at the same time, necessitating a

charge-summing structure. The reference ladder sampling capacitor must be 2x the signal

sampling capacitor (Fig. 3.22) to account for the discrepancy between the signal range

and the available reference voltage. The added capacitance will reduce the sampling

accuracy between the MDAC sampling path and the comparator sampling path.
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Figure 3.22: Comparator Design for Single-Reference Pipeline (VREF1)
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Figure 3.23: MDAC Design for Single-Reference Pipeline (VREF1)

The first stage MDAC must change similarly to the remaining stages for the VREF2

single-reference solution. The DAC capacitors in the MDAC must now be twice as large

to subtract the equivalent of a signal with a VREF2 reference. This MDAC is shown in

Figure 3.23. The added capacitance to the input of the amplifier reduces the feedback

factor, requiring more power for the same speed. Furthermore, the extra capacitance

also injects more charge noise into the signal than the simple two-reference version of

the MDAC. An improvement to this design can be achieved if the sampling capacitors

are reused in the DAC (Fig. 3.24); however, the feedback factor degradation and extra
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charge-noise problems persist.
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Figure 3.24: Better MDAC Design for Single-Reference Pipeline (VREF1)

Both single-reference solutions are possible, but only the VREF1 single-reference

solution looks advantageous because it does not suffer from the kT/C and feedback factor

penalty experienced in the VREF2 single-reference solution. In the end, the two-reference

solution was chosen because of its simplicity and the possibility to calibrate other errors

at the same time as the reference mismatch is calibrated.

3.3.2. Reference Calibration

It was previously mentioned that any mismatch between the two reference levels

in the two-reference, rail-to-rail solution would cause non-linear error. Furthermore, this

error is derived from a gain-type of error at the boundary between the first stage and

the following stages.
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As mentioned in Chapter 2, gain errors can be corrected by the use of a radix

calibration scheme [37]. The correction is a two-step process: first, the actual radix

must be determined, and second, the actual radix should be used to create the final

value of the bits resolved. This is a computationally intensive step and often limits the

use of this calibration method.
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Figure 3.25: Reference Mismatch Extraction Circuit (Two Phases)

A circuit method for extracting the gain error is shown in Figure 3.25. It can

be shown that any one-bit code increase from (a) to (b) will produce a voltage on

the output equal to (1/4)VREF2 (assuming an input range between +/- VREF2). The

equation describing the relationship between VREF1 and VREF2 is

VREF2 = β·2VREF1, (3.20)

where β is the gain error. Rewriting 3.20 with respect to β gives
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β =
VREF2

2VREF1
=

(1/4)·VREF2

(1/2)·VREF1
=

DHR·VREF1

(1/2)·VREF1
= 2·DHR, (3.21)

where DHR is the digital half-reference as computed by the remaining stages in the

pipeline ADC. The value is computed with respect to the reference used in those stages,

which is VREF1.

The final value for beta (β) is extracted by averaging multiple measurements. A

floating-point multiplier is then used to determine a correction code for each first stage

code and is stored in a RAM memory using the first stage code as the address and the

correction code as the stored value. This is a simple startup task for a system with an

on-board processor that can divert resources for a startup calibration cycle.

0 0 0 0 0 0 0 0 0 0 0 0

+

x   B

memory address

reference−error correction

code−error correction

memory value

(overall correction value)

Figure 3.26: Generation of Correction Code

The reference mismatch measurement circuit is very similar to error extraction for

code-error calibration [21]. This circuit could conceivably be used to perform a code-error

calibration if it is required to compensate for capacitor mismatch in the first pipeline

stage. Figure 3.26 shows how the error correction code could be determined and stored.

Figure 3.27 shows the simulated improvement in linearity performance of a Pipeline

ADC with ∼0.7% reference mismatch and β measured with 13 bits of quantization (from

the back end of the ADC).
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Figure 3.27: Matlab-Simulated Reference Mismatch Calibration FFTs

3.4. Pipeline Optimization

The decision of what architecture to use in a given Pipeline ADC design ultimately

becomes an optimization problem. The variable quantities are per-stage resolution and

inter-stage power and capacitor scaling. The constraint for this optimization is a defined

noise performance, and the costs to be minimized are total area and power consumption.

3.4.1. Generalized Optimization

A basic optimization method for Pipeline ADC power was introduced by [42]

wherein two different levels of optimization are discussed (zeroth order and first order).

The basis of this optimization is to vary a taper factor that determines the rate at which

the sampling capacitors are scaled down the pipeline in a Pipeline ADC. This was done
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for several per-stage resolutions. The scaling is defined as

s = 2nx, (3.22)

where n is the per-stage-resolution and x is the taper factor.

The zeroth order optimization assumes that the load capacitance is dominated by

the sampling capacitance of the current stage. This ignores the effect of feedback factor

and loading of the following stage. The power is then assumed to be directly proportional

to the the load capacitance.

The first-order optimization takes into consideration both the feedback factor and

the following stage’s load capacitance when computing the total load. As in the zeroth-

order optimization, the power is assumed to be directly proportional to the load capac-

itance.
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Figure 3.28: Zeroth-Order Optimization Curves

Both optimization levels were built into Matlab scripts and the optimization curves
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Figure 3.29: First Order Optimization Curves

for both are shown in Figures 3.28 and 3.29. These match the curves shown in [42].

It should be noted that neither optimization considers the power consumption of the

comparator, which was previously noted to play a major role in how many bits-per-stage

is reasonable for a given design. Additionally, these optimizations assume a large number

of stages and the capacitors in the final stages are arbitrarily small, which is not possible

in a real design.

3.4.2. Design-Specific Optimization

The taper-factor optimization method was applied to the design structure adopted

in this work. That is, a two-reference Pipeline ADC design incorporating a half-gain

MDAC in the first pipeline state with an ENOB of 14 bits at 20 MSPS and at least 15

bits converted.

Power was calculated from the required tail current of the input pair of the MDAC
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opamp to reach the settling requirement on the output of each MDAC stage. Also

included in the power calculation is an estimate of comparator power consumption that

changes with the bits resolved per-stage.

CFB

CDAC

OAC

CCOMP CSAMPLE

Figure 3.30: MDAC Optimization Model

Capacitance load and feedback factor for each MDAC opamp is calculated based

on the model in Figure 3.30. This results in the following equations:

CL = CCOMP + CSAMPLE + CFB||(COA + CDAC) (3.23)

β =
CFB

CDAC + COA + CFB
(3.24)

where CDAC is the current stage’s input sampling capacitance and DAC subtraction

capacitance, COA is the opamp parasitic input capacitance, CFB is the feedback capaci-

tance that determines the gain during the amplification phase of the MDAC, CCOMP is

the comparator input capacitance, and CSAMPLE is the following stage’s input sampling

capacitance.

The opamp input capacitance and the comparator capacitor capacitance are esti-

mated based on initial circuit designs. The opamp input capacitance is directly scaled

with main capacitance scaling, and the comparator capacitance is scaled with stage-
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resolution assuming a unit input capacitance for each comparator.

A(s)

CF

CS R

Figure 3.31: “Real” MDAC Settling System

The allowable settling time is 22nS (half-clock phases at 20 MSPS plus some non-

overlap time.) The required bandwidth of an opamp is often calculated based on a

single-pole system assumption where tsettle = x · τ = x · ωtβ. Examination of the “real”

system shows a finite resistance between the sampling capacitance and the virtual ground

node as shown in Figure 3.31. The transfer function becomes

H(s) =
CSωpAo

s2(RCSCF ) + s(CS + CF + RCSCF ωp(1 + Ao)) + (CF ωp(1 + Ao))
, (3.25)

where A(s) = Ao/(1 + s/ωp).

It can be seen that the inclusion of a non-negligible R adds another pole to the

system. This slows down the step-response of the system. The extra pole can be sim-

ulated, and was done so for this work. It was determined that padding the required

UGBW by 20% would assure good settling and allow a simple model for the purposes of

the optimization.

The noise cost calculation is simple and results in the following equation for output

noise:
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v2
n =

4kT

βCF
, (3.26)

where CF is the feedback capacitance and β is the feedback factor of the MDAC amplifier

system.

The number of bits resolved per-stage were swept from 1.5 to 5.5 and the taper

factor was swept from 0 to 2 for each of the per-stage resolution settings. Power dissi-

pation for each stage and total capacitance in the pipeline were logged for each of the

bits-per-stage and scaling data points. The final result of the optimization is shown in

Figures 3.32 and 3.33. The first figure shows the optimum taper factor for each per-stage

resolution for noise performance, while the second figure shows the optimum taper factor

for total capacitance at each per-stage resolution.
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Figure 3.33: Pipeline Capacitance Area Optimization Curve

3.5. Final System Design Strategy

It has been shown that there are many things to consider in designing a high-

resolution Pipeline ADC efficiently. The most fundamental of these is the distribution

of bits to-be-resolved in each stage and the power and sampling-capacitor scaling. Ad-

ditionally, two major design concepts to boost the efficiency of the Pipeline design were

considered – both significantly improving the achievable performance of the pipeline.

3.5.1. Architecture

Based on the consideration of these concepts, a final architecture was chosen to

meet the 14-bit ENOB at 20 MSPS. This architecture includes an initial conversion

stage capable of handling rail-to-rail continuous-time signals. In addition, this stage

incorporates a MDAC with half of the normal MDAC gain to allow two reference domains
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in the pipeline. Finally there is calibration scheme for correcting reference mismatch.

The stage resolutions were chosen to be 3.5 bits-per-stage with a 1.1 taper factor.

Matlab simulation is Section 3.4 shows this to be a good solution for an efficient Pipeline

ADC design (in both power and area).

3.5.2. Noise Budgeting

Before actual circuit design can be started, the unit capacitors for each pipeline

stage must be determined. This can be calculated based on the desired SNR (kT/C noise

contribution) and taper factor. The allowable pipeline input-referred noise contribution

for kT/C thermal noise must be calculated. The first step is to calculation the SNR

ratio. The ratio is calculated at the output of the first stage because the output noise is

a more practical noise measure to connect with the optimization scheme used for Section

3.4. The signal-to-noise ratio at this point should be three bits less than the overall

pipeline SNR (these bits are already resolved in the first stage with no redundancy).

This is given by

SNR = 6.02dB(11) = 66.22dB; (3.27)

the value was rounded up to 67dB for convenience and converted to a “Voltage” measure

SNR = 67dB = 5.012× 106. (3.28)

Next the input signal power should be calculated:

σ2
u =

(FS/2)2

2
=

0.92

2
= 0.405 (3.29)

where FS is the maximum differential signal swing at this point in the circuit. The

combination of (3.28) and (3.29) results in the following equation for allowable noise

referred to the output of the first stage:
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σ2
u

σ2
n

= SNR =⇒ σ2
n =

σ2
u

SNR
=

0.405
5.012× 106

= 80, 800(µV )2 = 284µV − rms. (3.30)

The noise signal (σ2
n) is composed of several noise sources including jitter noise,

active circuit noise, and kT/C sampled thermal noise. It is expected that the kT/C

thermal noise will dominate the error in this design, therefore a conservative 50% budget

was chosen for the kT/C thermal noise within the allowable noise. This results in a total

noise voltage allowable of 40, 400 (µV )2 or 201µV-rms at the output of the first stage.

This value was applied to the final architecture with a taper factor of 1.1 from one

stage to the stage immediately following, across all stages.

STAGE Ceq NOISEout Cunit Cfb Cs

1 484 fF 185 µV-rms 1.1 pF 2.2 pF 8.8 pF

2 49.2 fF 580 µV-rms 0.4 pF 0.4 pF 3.2 pF

3 13.5 fF 1151 µV-rms 0.1 pF 0.1 pF 0.8 pF

4 13.5 fF 1151 µV-rms 0.1 pF 0.1 pF 0.8 pF

Table 3.1: Noise and Capacitor Stage Distribution

Table 3.1 shows the choice of sampling capacitor and noise contributed at each stages’

output node, where ‘Ceq’ is equal to β·CF . The output noise can be calculated as

v2
n(kT/C) =

4kT

Ceq
, (3.31)

where the ‘4’ kT multiplier is derived as 2x from the summing of noise between two

phases and another 2x from the summing of the positive and negative differential path.

The total first-stage output referred kT/C noise is 199.5µV-rms.

This stage structure is the starting point of the circuit design in the next chapter.

The per-stage resolution and capacitor sizes serve to constrain the circuit design to

a simpler set of solutions and set many circuit design specifications. These include
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open-loop gain, feedback factor, and capacitive load as well as digital specifications for

designing the calibration measurement control circuits and digital correction circuitry.
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CHAPTER 4. DESIGN IMPLEMENTATION

In the previous chapter a system architecture was chosen. This decision was based

on various power and area optimization considerations. The final result was a two-

reference Pipeline ADC with 3.5 bits per-stage.

The first stage is the most important stage in the design. The remaining stages see

the input after it has experienced a fair amount of gain and after some of the signal has

already been resolved; therefore, the requirements on the back-end stages will be much

lower than the first stage’s requirements.

Some of the specifications that the first stage must meet are: low-noise (∼180µV-

rms at the output, from all noise sources), >15 bits linearity sampling, >12 bits linearity

at the output, >14 bit settling during sampling, and >11 bit settling on the output. The

sampled, thermal noise portion of the overall noise has already been accounted for with

the optimization in the previous chapter. The linearity is a function of the linearity of

the components and open-loop amplifier gain. Settling time is determined by the pole

locations within the circuits and can be determined by RC-networks as well as opamp

bandwidth and stability.

4.1. First Stage Sampling

In Chapter 3, the matching of both sampling paths is discussed in detail; however,

the linearity requirements of the input sampling were not discussed. Furthermore, the

impact of rail-to-rail input on the input sampling circuits was not covered.
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4.1.1. Switch Linearity

The linearity requirements of the sampling circuit are determined by the the overall

desired linearity. The first stage sampling linearity must therefore be better than the

overall desired linearity. For a 14-bit ENOB Pipeline ADC it is desirable that the linearity

be at least 15 bits. This allows the noise component of the ENOB measurement to be

dominant. Additionally, if the linearity requirement is met for the entire system, then

the DNL and INL should also be at least 15 bits.

to Amplifier

!1

1

Csample

1p

Figure 4.1: Input Sampling with CMOS Switch

A common implementation of a switched-capacitor input sampling circuit is shown

in Figure 4.1. The “floating” CMOS switch (or transmission gate) passes signals any-

where in the range from the positive power supply to the negative power supply. This

switch experiences a signal-dependant change in resistance from the transistor “on resis-

tance” dependency on gate-source voltage

RON =
1

µnCox
W
L (VGS − VTH)

, (4.1)

where µnCox is a device constant, W and L are the physical dimensions of the MOSFET

channel, and (VGS − VTH) is the MOSFET overdrive voltage.

This signal-dependant resistance makes the sampled voltage on the input-sampling
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capacitor non-linear. The effects of this can be greatly reduced if the resistance contri-

butions of the PMOS and NMOS transistors are balanced. This improves the linearity

because signals near the positive power supply experience similar resistance from the

CMOS switch as signals near the negative power supply. To accomplish this balance,

usually the PMOS device needs to be 2 to 3 times larger that the NMOS device. Lin-

earities achievable in the available 0.18um CMOS process with CMOS switches are on

the order of 10 bits (Fig. 4.2).

Figure 4.2: CMOS Switch Sampling Linearity

4.1.2. Bootstrapping

The sampling linearity can be greatly improved if the gate-source voltage is held

constant for all input signals. A simple example of this would be to place a voltage

source between the input (source) and gate of an NMOS switch. Ideal voltage sources are

generally not within an IC design, therefore capacitors are often used as a replacement for

the voltage source. A sampling system incorporating a simplistic version of bootstrapping
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is shown in Figure 4.3.

Cboot

Csample

1p

to Amplifier

2

2 21

1

Figure 4.3: Input Sampling with Bootstrapped NMOS Switch

Figure 4.4: Bootstrapped NMOS Switch Sampling Linearity
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One of the major difficulties with bootstrapping clock circuits is keeping all tran-

sistors from experiencing voltages greater than the power supply. For example, the

switches on the gate of the NMOS switch (circled) would experience source-bulk and

drain-source voltages greater than the power supply. A popular circuit used to circum-

vent this problem was introduced by Dessouky [29] and is used in this work as well.

Linearities of about 15 bits can be achieved in the available 0.18um CMOS process with

a bootstrapped NMOS switch. (Fig. 4.4).

4.2. MDAC Opamp

The first stage MDAC is the most difficult circuit block to design in this system.

Not only does it need to meet stringent first-stage input and output linearity, settling,

and noise requirements, but it also must deal with a rail-to-rail input, and sample a

continuous-time signal.

The specifications that the opamp must meet are as follows:

• Open Loop Gain > 15 bits (90dB)

• Settling Accuracy > 12 bits

• Settling Time = ∼25nS

• Linear Output Range = 900mV single-ended

The large output range (900mV on a 1.8V supply) and high-speed requirements of

the system make the folded-cascode opamp a natural choice for the MDAC operational

amplifier. The folding provides maximum output range while maintaining the high-speed

simplicity of a single-stage amplifier. An example of how this amplifier will be used in

the MDAC is shown in Figure 4.5.
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Figure 4.5: General MDAC Circuit

4.2.1. Gain Boosting

Achieving gains of greater than 80dB in a 2x “gmro” stage (single cascode) in

modern, short-channel transistor processes is often not possible. For the output range

desired, multiple cascodes are not an option, and two-stage cascode or folded cascode

amplifiers would still suffer from the speed penalties associated with compensating a two

pole-system.

One useful technique in a situation such as this is gain boosting (also known as

active cascode) [16]. The concept behind this technique is quite simple. An auxiliary

amplifier is used to drive the gate of the second transistor in a cascode configuration

(shown in Fig. 4.6). The amplifier forces the drain node of the first transistor to be

steady with an accuracy inversely proportional to the open-loop gain of the amplifier.

This is an extra effect in addition to the resistance boost that the cascode transistor

provides.

The gain boosting can also be applied as a fully-differential amplifier. In this case,

the output common mode control of the amplifier sets the bias voltage of the cascode

transistor. The differential gain boosting technique was the approach taken in this work.
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It was chosen for its ease of implementation and symmetry properties.

−A

Vbias

Rin

Figure 4.6: Active Cascode Example

One potential problem with the active cascode technique is the addition of a pole-

zero doublet to the overall amplifier transfer function. This issue is discussed in [43]; in

this work it is determined that the pole-zero doublet can be accommodated if a certain

relationship between the amplifier poles is maintained. This is given as

βωugbw−main < ωugbw−boost < ωp2, (4.2)

where β is the feedback factor of the opamp system, ωugbw−main is the main amplifier

unity-gain bandwidth, ωugbw−boost is the boost amplifier unity-gain bandwidth, and ωp2 is

the main amplifier’s second pole. The amplifier was designed to meet these requirements.

This was verified by observing a transient step in the amplification phase configuration.

The step response was stable and settled to ∼14 bits accuracy within the desired 25nS

half-clock phase time.
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4.2.2. Common-Mode Feedback

The common-mode feedback was handled in two different ways for this amplifier.

First, in the main amplifier, a common switched-capacitor feedback system was employed

(Fig. 4.7 [16]). This circuit uses a capacitive divider to determine the common-mode

level of the amplifier and feedback is directly provided to the gate of a current source

within the amplifier. Every non-amplifying phase, the capacitor charge is refreshed to

keep the common-mode value from drifting.

Vcm_ctrl

Vcm_inVcm_in

Vbias Vbias

Vout_p Vout_m

4C 4CC C
2 1

12 2

21

1

Figure 4.7: Switched-Capacitor Common-Mode Feedback Circuit

The second method of common-mode feedback employed in the amplifier is a

linear-region MOSFET common-mode feedback [16]. This CMFB method is especially

appropriate in systems with small output swing as the linear range of a MOSFET tran-

sistor is not very large. As such, the boost amplifiers are a perfect location for this kind

of common-mode feedback. The outputs of the boost amplifiers only need to change

slightly to maintain their gain-boosting operation.

4.2.3. Full Amplifier Architecture

The final architecture of the first stage MDAC amplifier is shown in Figure 4.8.

Notice that gain-boosting is applied to both sets of cascode transistors. The common-
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mode feedback control is applied to the NMOS current sources because changes in current

through these devices only affect the output branch.

Vcm_ctrl

Vbias2

Vbias3

Vbias4

Vbias2

Vbias1

Vom
Vop

VimVip

Figure 4.8: Top Level Opamp Circuit

The boost amplifiers were implemented as two opposite polarity folded-cascode,

double-cascode amplifiers (NMOS input pair for the top amplifier (Fig. 4.9) and PMOS

input pair for the bottom amplifier). The additional cascode is available because of the

near-zero output swing required for the boost amplifiers. Additionally, minimal current

was required for these amplifiers as the output load is only the gate capacitance of the

main amplifier cascode devices.
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Figure 4.9: Gain-Boosting Amplifier (TOP)

4.2.4. Amplifier Linearity

The output linearity of the amplifier is an important specification that needs to

be achieved. The amplifier provides linearity through its open-loop gain. The portion

of the gain used in the feedback loop directly divides the non-linear components of the

amplifier’s gain; however, if the amplifier gain is not kept high enough over the entire

expected output range, then the linearity of signals experiencing the full output range

will suffer.

A common way of extrapolating the amplifier system linearity is to check the open-

loop gain of the amplifier over the entire amplifier output range. If the output open loop

gain stays higher than the desired input linearity over the entire output range, then

the system linearity requirements should be met by the design. This was done for the
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designed amplifier, and a plot of the gain over output range is shown in Figure 4.10.
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Figure 4.10: Open-Loop DC Gain Over Output Range

A more rigorous method of determining the linearity of the system incorporating

the designed amplifier is to extract the transfer function of the amplifier (linear and

non-linear components) and apply a sine wave to the input. The resultant waveform can

be examined for non-linear components and the output linearity of the amplifier can be

determined.

This process was completed for the designed amplifier. The transfer function was

extrapolated over many points (Fig. 4.11), and imported into Matlab. A polynomial

function fit was done on the imported curve and a sine wave was applied to the resultant

equation. The non-linear components were extracted from an FFT of the result and

provided a Total Harmonic Distortion (THD) value for the range of output signal am-

plitude. The results of this analysis are shown in Figure 4.12. This shows that the THD

(when divided by the open-loop gain) is more than sufficient for the output requirement

of >12 bits linearity.
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Figure 4.11: Amplifier DC Gain Curve
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Figure 4.12: Total Harmonic Distortion (THD) vs. Output Range



82

A transient simulation was also completed in SPECTRE that measured the output

linearity of a maximum-swing output signal with an input frequency of 11 MHz. It is

important to note that the input frequency of the Matlab simulation is essentially DC,

because the transfer curve is an extracted DC gain curve. The results show a better

than 13-bit linearity at the output (Fig. 4.13). Examination of the transient signal with

this setup also confirms the settling accuracy of ∼14 bits.

Figure 4.13: Opamp Output Linearity Simulation (SPECTRE)

4.2.5. Amplifier Noise

The noise of the amplifier should also be considered. The noise from the amplifier

will add to the sampled kT/C thermal noise in the system and further degrade the system

SNDR. The noise from other potential sources was included in the noise budgeting done

in Section 3.5.2. The allowable budget for “other noises” at the output of the first
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amplifier is 184µV -rms.

Noise simulation in SPECTRE gives 151µV -rms integrated noise over the whole

noise band. (This wide integration bound is due to the sampling that will fold all noise

frequencies into the fs/2 frequency band.)

4.3. Final MDAC System

The final MDAC implementation is shown in Figure 4.14. The input is differ-

entially sampled on sixteen unit-sized capacitors (eight on each side) with the middle

terminal held at the common mode of the input signal. There are four unit-sized capac-

itors on each side for feedback. Two of them are only used for the radix calibration β

extraction operation.

CAL

1

1

Vout(+)

Vout(−)

2C

2C

2C

2C
2

2

C1

C1 C2

C2

T1(+) T T2(+)

T T T8(−)2(−)1(−)

8(+)

Vin(−)

Vin(+)

2

2 2

2

2

2

11 11 11

111111

C

C

8

8
11p

11p 1

1

CAL CAL

CAL

 =Vcm (0.9V)

=Vcm (1.0V)

Figure 4.14: Final MDAC Implementation

The operation of the MDAC is as follows. During the first phase, the input is sam-

pled on the sixteen input capacitors. This phase is also known as the sampling phase.
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The opamp is isolated from the sampling operation, and has its inputs shorted together

and outputs shorted together. During this phase, the switched-capacitor common-mode

feedback within the main amplifier is also refreshed. The four non-calibration mea-

surement feedback capacitors are also pre-charged to the difference between the input

and output common mode of the amplifier; this keeps the input of the amplifier from

experiencing a glitch when the MDAC switches to the next phase.

Before the end of the first phase, the comparator has resolved the first stage’s bits

and generated a reference code to be used in the next phase of the MDAC operation.

During the next phase, called the amplification phase, the thermometer DAC codes are

applied to the capacitor reference selection switches. This forces some charge to be added

or subtracted from the signal, only allowing the unresolved signal to progress as charge

to the feedback capacitors. The capacitor ratio determines the voltage gain experienced

by the signal. The equation describing the function of the MDAC is

Vout = 4·Vin − di·VREF2, (4.3)

where di is determined by the comparator output and can experience the values {-8/2,

-7/2, -6/2, -5/2, -4/2, -3/2, -2/2, -1/2, 0, 1/2, 2/2, 3/2, 4/2, 5/2, 6/2, 7/2, 8/2}.

4.4. Comparator

The first stage comparator requires some specialized design to accommodate the

special timing needed for continuous-time sampling within the first stage of the Pipeline.

Additionally, an offset correction scheme is employed to allow for maximum sample

mismatch correction by the digital redundancy of the pipeline architecture.

The comparator circuit is shown in Figure 4.15. During the first phase (phase 11),

the input is sampled on one of the input capacitors while the appropriate reference is

sampled on the the other input capacitor. The comparator sampling circuit is matched
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to the MDAC sampling circuit but is 1/64 the size of the MDAC sampling circuit. Also,

during this phase, the inputs of the pre-amplifier are shorted together. The pre-amplifier

offset is sampled on the offset storage capacitor at the end of the first phase.

During the second phase (phase 22), the charge stored on the input sampling

capacitors is averaged together. This signal is then applied differentially to the inputs of

the pre-amplifier and amplified through the offset storage capacitors and applied to the

inputs of the differential latch. After a short delay, the latch is allowed to regenerate, and

the output value is available to the digital circuits that multiplex and buffer the signals

before sending them to the MDAC DAC inputs for the start of the MDAC amplification

phase.
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Figure 4.15: Top-Level Comparator Circuit

Simulation of the comparator verifies its operation. It can resolve 10mV (<0.1

LSB) comparison signals in 4nS (2nS for the pre-amp and 2nS for the latch regeneration).
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4.4.1. Pre-Amplifier

The pre-amplifier is a simple single-stage amplifier with low current and moderate

gain (Fig. 4.16). The common-mode feedback employed is the linear operation MOSFET

feedback. Their operation is poor over a wide input range; however, this is of minimal

importance as the most important comparator signals are the well-behaved, near-zero-

differential signals.

Vbias1

VimVip

Vbias2

Vom Vop

Figure 4.16: Comparator Pre-Amplifier
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4.4.2. Latch

The latch is composed of two cross-coupled positive feedback transistors, current

input PMOS transistors and a NMOS reset switch. The circuit is shown in Figure 4.17.

The reset switch allows the inputs to start near mid-rail and not depend on a race from

the supply rail to determine the latched value. This should reduce the effect of device

mismatch within the comparator.

Vim

Vom
LAT

Vip

Vop

Figure 4.17: Differential Positive-Feedback Latch

The DC current within the latch before regeneration is set by the common mode

input provided by the pre-amplifier. This value was chosen to be small (∼50µA) so

that the total power consumption of the comparator block within the Pipeline ADC

would be minimal in comparison to the required bias currents in the MDAC opamp

(∼5mA). The pre-amplifier burns approximately 20µA. This gives a comparator array

power consumption of 1.1mA.
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4.5. Digital Circuits

The digital portion of the chip begins at the output of the comparator latch and

ends at the switch selection circuitry that selects the references to be switched onto

the MDAC DAC capacitors during the the amplification phase. There are a few digital

circuit blocks needed for correct operation of the ADC. These include latches, bubble

correction logic, and digital signal multiplexer.

4.5.1. S.R. Latch

The Set-Reset Latch is a simple digital circuit that stores digital information within

the latch. The S.R. latch is constructed by connecting two cross-coupled NOR gates as

shown in Figure 4.18. The function of this circuit is to drive the output Q to a high

value whenever the set signal is asserted and drive Q to a low value whenever the the

reset signal is asserted. Additionally, this signal is held until the opposite signal (set or

reset) is asserted again. The operation of the circuit is summarized in Table 4.1.

S

Q
R

Figure 4.18: S.R. Latch Circuit

The S.R. latch is used to latch the digital data received by the differential latch at

the output of each comparator. The rest stage of the differential latch circuit is such that
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SR Q

00 Q

01 0

10 1

11 0

Table 4.1: S.R. Latch Operation

it looks similar to a logical ‘00’, which keeps the S.R. latch “latched” until the output

changes to a ‘01’ or ‘10’.

4.5.2. Bubble Correction

A bubble is an error artifact within thermometer code that occurs when comparison

levels are not in order or when a single comparator is not operating correctly. The error

is seen when the thermometer output code is not completely separated into one group

of ones and one group of zeros.

A straight-forward method of detecting and fixing these errors is by comparing

adjacent thermometer codes and by determining the actual code by a so-called “demo-

cratic” process. The more votes that occur for a ‘1’ or a ‘0’ determine the final code.

An implementation of a three-input version of this type of bubble correction is shown in

Figure 4.19 and Table 4.2 shows an example of the bubble correction’s operation. This

method can only correct for a single bubble code, but this should be enough for most

cases.
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Ti(n)

To(n)

Ti(n−1)
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Ti(n−1)

Ti(n)

Ti(n+1)

Figure 4.19: A Democratic Bubble Correction Implementation

COMP. OUT CORRECTED

0 0

0 0

1 0

0 1

1 1

1 1

Table 4.2: Example of Bubble Correction Operation

4.5.3. Digital Signal Mux

The operation of the digital signal multiplexer (MUX) is to allow the comparator

output to the DAC input channel to be overwritten with external calibration codes. The

operation of this MUX is shown in Figure 4.20. The MUX switches the external inputs

to the DAC during calibration mode for extraction of β in radix calibration.
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Figure 4.20: Digital Mux Operation

4.6. Layout

The layout of the first stage was completed as part of this thesis project. There

are many layout issues to be considered with the design of a high-resolution ADC. These

include signal and reference protection, analog circuit isolation, matching, and clock

routing.

4.6.1. Floor-Planning

The first major concern in floor-planning any mixed-signal circuit is isolation of

analog and digital circuits. This is best accomplished by segmenting the design into

analog and digital portions and keeping sensitive analog circuits as far away from the

digital circuits as possible. Additionally, analog and digital circuits should be on separate

power supplies, and each circuit should have a guard ring tied to a low impedance node.

Other major concerns when determining the general layout structure are isolation

signal traces themselves. The physical separation of analog and digital blocks will go a

long way towards helping this issue, but sometimes it is not possible to keep these signals
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apart (i.e. switches in the MDAC circuit). When sensitive analog signals must travel

near to any other signal, shielding the lines with parallel ground lines (and sometimes

top and/or bottom ground planes) is an effective strategy.

Figure 4.21: First Stage Layout

The layout for the first stage is shown in Figure 4.21. Notice that the analog

amplifier circuit is on the opposite side as the digital circuitry. Additionally, clock

signals only travel horizontally in dedicated clock channels – this avoids coupling of the

clock signals to signals traversing the height of the stage. The references are grouped

and isolated from any potential noise sources. They are also made from wide sheets of
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metal to improve the response of the node to any transient glitch coupled onto the node.

4.6.2. Common-Centroid Capacitor Array

The matching requirement in a good analog layout is usually addressed by placing

matched elements physically close to one another and by creating them from regular

elements. The component that needs to maintain the best matching in Pipeline ADCs

is generally the capacitor used as sampling and DAC capacitors within the MDAC.

Figure 4.22: Common-Centroid Multibit Capacitor Array
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These capacitors in the first stage need to have a matching equivalent to the entire

ADC linearity specification. In order to reach these goals, common-centroid layout

techniques should be used. This was done for the MDAC capacitor layout of the first

stage. The structure of this array is represented by Figure 4.22. Multi-bit DACs make

the common-centroid layout technique very difficult, but the approach taken limits the

unmatched parasitic capacitance seen by each capacitor and creates a great deal of

dispersal – an important property for cancelling of capacitance gradients. It is expected

that this common-centroid layout would perform very well compared to other lower-

resolution common-centroid arrays.
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CHAPTER 5. CONCLUSION

The difficulty of implementing a high-resolution Pipeline ADC in a low-voltage

process has been established and explored in detail in this thesis. Several solutions to

this problem have been explored and an implementation incorporating a few of these

solutions has been implemented on the modeling and simulation level.

5.1. Conclusions

The major components presented in this thesis towards the goal of a high-resolution

Pipeline ADC in low-voltage processes are as follows:

• Sample-and-Hold Removal: The removal of the Sample-and-Hold circuit greatly

reduces the power consumption and area use of the Pipeline ADC. This comes at

the cost of a higher complexity in the first stage of the Pipeline.

• Rail-to-Rail Input: A rail-to-rail input is achievable with the sample-and-hold stage

removed from the system. This increases the available signal range, thereby im-

proving the SNR of the system. Special consideration is made for the operation of

the MDAC in this situation. A final ADC structure incorporating two reference

voltages was perused and a calibration scheme for correcting reference mismatch

errors was developed.

• Stage Size/Scaling Optimization: The decision of how many bits to resolve in each

pipeline stage was explored and an optimization method was developed and ap-

plied to the design implementation chosen for this work. The optimization greatly

improved the noise and area performance in the design.

• Design Implementation: The design implementation portion of the thesis covered
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many important parts in the design of a high-resolution ADC Pipeline stage. The

first of these was the sampling structure which incorporated bootstrapped switches

for high linearity. A high-gain amplifier meeting stringent bandwidth and noise

consideration was also designed. Specialized, high-accuracy comparators were de-

veloped to handle the timing and strict matching requirements with the MDAC

sampling (allowing S/H removal). Digital support circuits were created to handle

such tasks as latching the comparator output data, performing bubble correction,

and providing calibration control to the first stage MDAC. Finally, layout was

completed on the first pipeline stage to show the feasibility of the implementation.

5.2. Future Work

Further development of this design strategy and completion of a test chip are an

important next step in the continuation of this work.

Some other extensions to this work are as follows:

• One other MDAC structure for the rail-to-rail input (the single-reference VREF2

MDAC in Figure 3.21) showed promise and did not require the use of a calibration

scheme. A rail-to-rail input Pipeline based on this structure may be a worthwhile

exploration.

• Stage scaling optimization schemes allowing independent changes in stage-resolution

and stage-scaling for each pipeline stage may find more optimum configurations for

high-resolution Pipeline ADCs. Also better modeling of power consumption of the

comparator stages would improve this optimization.

• Poor capacitor matching (even with common-centroid arrays) may require that

some form of capacitor error correction [33, 34] be incorporated into the design.
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