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ling nonlinear and highly coupled systems. In this work, we use neuro-evolutionary

control algorithms to develop a set-point controller for fuel cell flow rate in this

plant, and demonstrate a controller that can accurately track a desired turbine

speed profile within 50 RPM, even in the presence of 10% sensor noise. In order to
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Chapter 1 Introduction

Difficult real world problems, from air traffic control to self-driving cars, from

computer networking to power generation and distribution all require increasingly

complex systems as the demand for use increases. More and more often, these

complex systems require complex control decisions to regulate and optimize the

performance of the system. Implementation of complex systems has lead to dis-

tributed systems, hybrid technologies, and large amounts of data, yet the inter-

actions in the complex system are difficult to model and are often poorly under-

stood. Nonlinearites, system noise, stochastic dynamics, coupled control actions,

and heterogeneous technologies make control of these complex systems difficult

with traditional control methods.

Learning based control methods for these complex systems have been success-

ful in many of these challenging domains, such as air traffic control [1], planetary

exploration [18], computer networking [36], power grid managment [28], UAV co-

ordination [5], micro air vehicle control [32], fin-less rocket guidance [12], satellite

vibration elimination [24], nonlinear control for robots [13, 11, 15], power plant

boiler control [22] and many other real world applications [6, 8, 9, 26, 31]. By

taking advantage of statistical models, machine learning applied to control has the

ability to outperform many of the current state of the art control. Because models

are limited and subtle, complex interactions in the real world are difficult to find or
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quantify, traditional control methods are difficult to implement and limited in their

use for these systems. Learning based control can offer insights into the dynamics

of the system while providing a solution to these control problems.

One example of one of a complex system which is difficult to model and control

is the US Department of Energy’s Hybrid Performance Project (HyPer), a hybrid

power plant which incorporates both a gas turbine power cycle and a solid oxide fuel

cell. The increasing demand for efficient, clean, and cost-effective energy generation

sources has created a desire for energy sources which are thermally efficient and

flexible to rapidly changing load demands. New advanced and experimental power

plants are being designed to meet these demands, and many new power plant

designs incorporate many different types of technologies into their designs. The

HyPer plant’s hybrid configuration creates challenges in modeling and control [30].

HyPer is a hybrid fuel cell turbine plant in a direct fired configuration, a design

which offers many benefits. First, the turbine can recover waste heat from the

fuel cell which operates at high temperatures, resulting in high system efficiency.

Second, the fuel cell can act as a “thermal battery,” allowing for large amounts

of heat to quickly be transferred to the turbine. The design of HyPer allows the

fuel cell to operate as a baseline energy source, and the turbine can then quickly

respond to transient loads [42].

The single largest challenge in the development of HyPer is determining how

to adequately control the plant. Due to the hybrid nature of the plant, there are

highly nonlinear system dynamics and a high degree of coupling between state

variables. As a result, accurate physics based models of HyPer have been difficult
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or impossible to develop. Furthermore, empirical system models such as empirical

transfer functions are difficult to obtain, and typically only describe limited oper-

ating regimes [37]. Without an accurate model of the HyPer facility, traditional

model-based control techniques are inadequate for control of HyPer.

Learning-based controls, such as neuroevolution, offer advantages over tradi-

tional controllers since they are well suited to nonlinear control, reject noise, and

require no explicit system models [13, 14]. However, learning-based controllers

require a large number of calls to a simulator in order to evaluate different control

policies, meaning that a fast system simulator is required for these algorithms to

be computationally tractable. Current models of HyPer (both analytical and em-

pirical) are inaccurate and computationally expensive, and are thus inadequate for

training a learning-based controller.

In this paper, we develop a fast and computationally efficient simulator of

the HyPer facility, by training a neural-network with data collected from physical

HyPer experiments. This neural network can run orders of magnitude faster than

real time, allowing for different controllers to be quickly and efficiently evaluated.

We then use a neuro-evolutionary algorithm to develop a controller for HyPer,

and the learned controller is capable of controlling the HyPer plant across several

important variables. The specific contributions of this paper are outlined below.

1. Statistic based, learned model for the HyPer Facility which allows for efficient

simulation of the power plant and accurately matches the plant dynamics.

2. Robust, evolved neural network controller capable of reaching arbitrary set
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points for historic plant states.

3. Robust neural network control capable following an arbitrary turbine speed

trajectory

4. Expanded simulation of the plant and control results using all plant control

valves for high efficiency operation at a given state.

5. General method to expand the operation range of the power plant and im-

prove the power plant simulation.

The rest of this paper is organized as follows. Chapter 2 describes background

material and related work. Chapter 3 describes our plant simulator and neuro-

evolutionary algorithm. Chapter 4 presents our experimental results. Chapter 5

describes the results of the expanded simulation and control. Finally, Chapter 6

discusses the results and concludes the paper.
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Chapter 2 Background

In the following sections we describe the HyPer facility, current control methods,

neuro-evolutionary algorithms, and fitness approximation.

2.1 The HyPer Facility

The Hybrid Performance Project facility, HyPer, is located at the Department of

Energy’s National Energy Technology Laboratory campus in Morgantown, West

Virginia. The purpose of this experimental plant is to study the complex interac-

tions of the direct fired SOFC hybrid configuration, and to develop controllers for

this plant.

The HyPer project is a small scale SOFC hybrid hardware simulation, capable

of emulating 300 to 900 kilowatt hybrid plants [42]. HyPer uses real power plant

hardware in conjunction with a hardware in the loop simulation of a fuel cell to

study the interactions in these hybrid fuel cell systems. The fuel cell simulation

makes this plant unique in that it allows for a wide range of fuel cells to be simulated

without additional cost, and controllers may be tested without risk of damaging a

costly fuel cell. The plant can be reset in software rather than rebuilt in hardware,

allowing for significant progress in the understanding of such hybrid configurations

[34].
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The standard Brayton cycle plant with regeneration is a fundamental building

block of the HyPer plant. The Brayton cycle, shown in Figure 2.1 is the typical gas

turbine model for power generation. Gas cycle turbines are desirable because they

have fast start up times, can be built in a wide range of power outputs, and use

readily available fuels such as natural gas [41]. In a typical Brayton cycle power

Compressor Turbine

Heat 
Exchanger

Combustor

Fuel In

Air In

Exhaust

Figure 2.1: The Brayton cycle with regeneration. Air travels along the arrows
shown. First air enters the compressor, then is preheated before the combustor.
Hot air is then run through the turbine, and exhaust gasses are used to heat the
heat exchanger. Typical controls (not shown in diagram) include fuel in, compres-
sor bleed air valves and hot air bleed valves before the turbine. These valves control
flow rate and temperature at critical points in the cycle such as the entrance to
the turbine.

plant, atmospheric air is drawn through a compressor, the pressurized air is then

mixed with fuel in a combustion chamber and the fuel is ignited adding thermal

energy to the air. The exhaust gasses from the combustion chamber are then

expanded through a gas turbine, generating mechanical work in a rotating shaft
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used to drive the compressor and an electric generator. A standard gas turbine

then vents the exhaust gasses from the turbine out into the atmosphere. In a

turbine equipped with regeneration, the hot exhaust from the turbine is used to

preheat the air entering the combustion chamber with a heat exchanger, reducing

the amount of fuel required to heat the air.

C
at

ho
de

A
no

de
Electrolyte

Cool Air Inlet Fuel In

Hot Exhaust Excess Fuel

Electric Current

Figure 2.2: Fuel cell configuration. Fuel enters the anode of the fuel cell, air
enters the cathode. Hydrogen ions contained in the fuel are transported across the
ceramic electrolyte and creating an electric potential difference across the fuel cell.

Solid oxide fuel cells utilize a ceramic electrolyte to channel oxygen ions to

react with hydrogen producing an electric current. Fuel cells operate at a very

high efficiency, typically up to 60% and with low carbon emissions [42]. These fuel

cells operate at a high temperature, reforming natural gas or other hydrocarbon



8

fuels to produce the hydrogen needed for the reaction, and ionizing the hydrogen

and oxygen to be transported across the electrolyte. Temperatures can reach

upwards of 600◦ C, much of which is wasted in the exhaust gas. Stand alone fuel

cell generation facilities take significant time to heat and start up, limiting their

use in applications requiring fast plant startup [41]. Pressurized air enters the

cathode of the fuel cell, and fuel enters the anode. Hot exhaust leaves the fuel cell

at a high temperature, with any unconverted fuel and other gasses.

They HyPer project places a fuel cell in between the regeneration heat exchang-

ers and combustion chamber of the typical Brayton cycle shown above. Figure 2.3

on Page 11 shows the configuration of HyPer. Primary heat generation to run

the turbine comes from the fuel cell exhaust, the combustion chamber burns any

unspent fuel, assists in start up, and regulates turbine inlet temperature. Exhaust

from the turbine runs through a set of parallel heat exchangers to preheat air into

the fuel cell. 120 sensors are located across the plant designed to feed realtime

information to the controller and log the state of the system during experiments.

Along with the addition of the fuel cell, three bypass air valves are used as

actuators. These three valves in tandem with the fuel input are the controls to

HyPer. By utilizing bypass air, temperature and pressure can be regulated at

important locations in the system such as the entrance to the fuel cell or turbine.

These bypass valves are described below:

• Cold Air Bypass: This valve brings cold air to the cathode of the fuel cell.

• Hot Air Bypass: This valve brings high pressure hot air directly from the
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heat exchanges and sends it to the combustion chamber.

• Bleed Air Valve: Vents high pressure air from the compressor out to the

atmosphere.

• Fuel Valve: Besides the three bypass valves, fuel rate into the anode side of

the fuel cell. Some of the fuel is bled into the secondary combustor.



10

The HyPer plant uses a hardware simulation of the fuel cell. The hardware in

the loop simulation of the fuel cell uses a high fidelity model of a fuel cell in software

to control a combustion chamber with the flow and heat transfer characteristics of

the real fuel cell. Thus, novel control techniques can be studied with low risk of

damaging a costly fuel cell, while accurate interactions between plant components

can still be observed. This hardware simulation of the fuel cell has been validated

in the studies of the plant. By simulating the fuel cell in hardware, the interactions

between fuel cell and turbine can be studied in detail [34].

System wide analytic models and software simulations have yet to capture

authentic behavior of these interactions and limit the study of control systems for

this plant. In the next section we discuss the current modeling and methods of

control for this plant.
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2.2 Current Control Methods

Modern control theory was designed to deal with large, multi-input, multi-output

systems, and is the basis for modern power plant controls. Historically, develop-

ing models for traditional coal fired power plants has been successful in creating

advanced and robust controllers. Thermodynamics, heat transfer, and fluid dy-

namics within the plant can be modeled, and assumptions used to create these

models have typically held in real-world power plants. Model Predictive Control

(MPC) was developed to use these models for power plant systems to compute op-

timal controls [27]. Further, many model-based control methods in power plants,

including MPC, Linear Quadratic Regulator, and H∞, allow for control robust to

noise and nonlinearities [25]. As a result of the availability of relatively accurate

plant models, model based control methods are prevalent in many power plants.

These model based control methods rely on two major assumptions.

1. Accurate models exist for the system.

2. Models can be linearized about a feasible operation point.

In HyPer, accurate analytical models of the plant have been difficult to obtain

for several reasons. Operation characteristics for interaction of the control valves,

turbo machinery, and fuel cell is not well understood [3]. Computational models

of the system do not match the physical realities of the plant [37]. Stochastic

dynamics due to turbulence cause flow imbalance and can lead to stall surge in

the turbine further increasing the difficulty for modeling and control in the plant

[39]. Thus, most of the expirimental controllers in the plant have been derived
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using empirical data. Several of these empirical methods of modeling and control

of HyPer have been used to achieve some demonstration of the potential of the

hybrid fuel cell technology but lack the ability to control the full range of the

plant’s operation window [3, 30, 37, 38, 40].

Empirical data from plant runs was proposed by Tsai et al. in [37] to build

empirical transfer functions as models for controllers. Previous work on valve

characterization in [3, 40] used plant data to gain insights into the controllability

of the plant, but did not use the data to derive models for plant controllers. Tsai

uses systematic valve characterization to build empirical transfer functions. The

empricial transfer functions serve to model the frequency response of the plant by

fitting the data and mapping the controls to frequency response.

In [38], Tsai et al, use the empirical transfer functions described above to

implement a robust H∞ controller for the plant. Because sensor noise and model

inaccuracies are an issue in the plant, an optimal robust controller was implemented

in the plant. The controller is successful in setpoint control for several variables,

although nonlinearities in the plant cause difficulties in reaching many states in

the plant.

Restrepo in [30] uses Design of Experiment (DoE) techniques to expand these

empirical transfer functions and more accurately model the plants response to

control inputs. Factorial characterization data demonstrates the complex nonlinear

interactions of the bypass control valves. Using the updated transfer functions, a

Model Perdictive Controller is implemented for the HyPer plant.
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Most notably, an adaptive scheme presented by Tsai et al. in [39] offers some

solutions to the coupled, nonlinear control system in the HyPer plant. Using a

Model Reference Adaptive Control (MRAC) the plant was shown to be controllable

in simulation. This control scheme uses empirical transfer functions built from

plant characterization tests as a non-linear model of the plant. A control loop uses

these plant models to determine the optimal control input.

There are several disadvantages of this method for the HyPer facility. While

empirical transfer functions of the plant contain plant response data that captures

coupling and nonlinearities in the system, these functions are extremely costly to

acquire. These transfer functions are developed through costly and time consuming

plant characterization runs, where the frequency of actuation is varied and the

plant states captured. The work presented in [39] uses transfer functions outdated

by hardware changes. This method of control also causes unwanted oscillations

due to the nature of the empirical transfer functions, rapid fluctuations in valve

control and in plant state variables is undesired. The use of MRAC with dynamic

models is difficult to compute on the fly for the fast responses needed out of the

system. Methods for numerical simulation of the plant were found by trial and

error and by hand tuning the parameters. This method requires filtering plant

state data and sensor input into the controller, adding delay to control decisions.

The current state of the art controllers used in HyPer have many limitations.

First, these methods use empirical transfer functions as a model; these transfer

functions are difficult to develop and only describe a limited operating regime, so

the controllable region of the HyPer operating regime is fairly limited. Second,
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the empirical transfer functions run slower than real time, resulting in difficul-

ties for MRAC to make real-time control decisions. Finally, due to the limited

models, MRAC is extremely sensitive to noise, resulting in suboptimal control de-

cisions being made when sensor calibrations are incorrect. Also, nonlinearities in

the empirical models are significant, and when linearized, are not a sufficient ap-

proximation of the plant to base a controller upon. Although HyPer has potential

for providing efficient and reliable energy, the control of HyPer must be further

developed and refined prior to commercial implementation.

2.3 Neural Networks

Neural networks are a distributed computational model used for complex input/output

mappings, and are extremely robust to noise, making them good candidates to

model systems or encode controllers [4]. Further, neural networks can model any

continuous n-dimensional function to arbitrary accuracy [2].

As shown in Figure 2.4, inputs to the network are connected via weights to

hidden units. The hidden units are connected to the outputs. This is a fully

connected network, each unit is connected each unit in the following layer. Units

are made up of activation functions, in this work sigmoidal activation functions

are used and defined as follows:

H(x) =
1

1− ex
(2.1)

Where x is the input to the activation function.
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x =
∑
i

wixi (2.2)

By passing the inputs through the series of activation functions, highly non-

linear relationships can be encoded in the network weights. A wide range of in-

put/output mappings are quickly computed with a single pass through network.

Inputs'

Hidden'
Units'

Outputs'

Figure 2.4: Fully connected neural network representation.
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2.3.1 Backpropagation

Error backpropagation is an algorithm used to train a neural network based on

data. The weights of the network can be trained by computing the error between

the target data point and the output of the network. Once the error is computed,

the weights are updated by performing gradient descent in the weight space mini-

mizing mean squared error. The update rule for a particular weight of a network

is given by:

∆wij = −α ∂E

∂wij

= −αδjxi + η∆wt−1
ij (2.3)

δj =


(outputj − targetj)H(inj)(1−H(inj)) output unit

(
∑

l δlwjl)H(inj)(1−H(inj)) hidden unit

Where α is a learning rate and determines how far along the gradient we step,

δ is the gradient of the error backpropagated though the network and is unique

depending on the layer of the network being updated, and xi is the input to the

weight being updated. The second term is called momentum, momentum uses the

previous weight update ∆wt−1
ij scaled by a momentum factor η to prevent becoming

stuck in local optima.

After all data points are presented to the network, the data points are shuffled

and are presented again for another epoch. We split the data between a learning set

and a validation set. The mean squared error of the network for the training and

validation set is saved for each epoch. By comparing the error for the training and

validation set, we can determine the optimal stopping point for training. When
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the validation error stops decreasing, the ability for the network to generalize to

new inputs. By stopping learning at this point, the network will avoid over fitting

the data.

In Colby et al. a backpropagation network was used to decrease the computa-

tional complexity of simulation to determine fitness in a evolutionary algorithm to

optimize the configuration of a wave energy converter [6]. Through solving energy

and momentum equations and simulating many wave energy converter geometries,

they were able to decrease the computational time required to evolve new geome-

tries. By evolving geometry for the converter in question, the authors were able

to drastically improve the performance of the converter compared to the previous

state of the art geometry.

2.4 Neuro-evolutionary Control

Training neural networks with backpropagation is highly effective to learn weights

when the targets for learning are available, or when gradient information is present.

Neuro-evolution is used when no information about the targets is available [12]. In

difficult control problems, information about the optimal target control outputs is

often unavailable [1, 13, 15].

Neural network controllers can be trained with evolutionary algorithms, which

are stochastic optimization algorithms inspired by biological evolution [6]. Neuro-

evolutionary controllers are robust to noise, are computationally efficient (allowing

for real-time control), are inherently nonlinear, and are adaptive to rapidly chang-
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ing control inputs. Further, developing neuro-evolutionary controllers does not

require an explicit system model, making them ideal candidates for control of

systems in which accurate system models are unavailable (such as HyPer) [35] .

Neuro-evolutionary control has been demonstrated on many difficult control prob-

lems such as micro air vehicle control in wind currents [32], finless rocket altitude

and attitude control [12], wave energy converter ballast control [6], and even hybrid

power plants [31] .

In neuroevolution, a population of n neural networks is maintained. In each

generation, n new networks are created, which are slightly altered (mutated) ver-

sions of the networks currently in the population. Each of the 2n networks are

evaluated in the target system, and assigned fitness values based on their effective-

ness. Finally, n networks are selected to survive to the next generation, with higher

fitness values corresponding to a higher probability of selection. This process is

repeated until a desired performance threshold or maximum number of generations

is reached [6]. Many evolutionary algorithms use crossover in the mutation opera-

tion, combining solutions to create new population members. In neuro-evolution,

this is unnecessary as replacing sections of random weights with another section of

random weights is not often productive, and neuro-evolution is successful without

this step [6, 18, 32].
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2.5 Fitness Approximation

In order to assign fitness in the evolutionary algorithm, the candidate controller

must be evaluated. Fitness approximation techniques are used when fitness eval-

uation is difficult or expensive to compute [7, 21, 29]. In the case of the HyPer

power plant, models of the system exist, but are computationally costly and do

not accurately model all system coupling and nonlinearities. In order to preform

an neuro-evolutionary algorithm for control, a computationally efficient approxi-

mation of the plant is required. Work in fitness modeling has demonstrated the

ability to use approximations of the fitness function in lieu of costly simulations or

hardware experiments [16].

Many methods exist to use fitness models to speed up fitness evaluation. Ex-

amples of fitness modeling include online updates of the fitness model [23], the

use of simplified surrogate problems [10, 17, 20], or neural network approximation

trained with real world data [19]. Neural networks trained with backpropagation

are particularity powerful as fitness models since they have the representational

power to model highly nonlinear functions to an arbitrary degree [2, 4]. Neural

network fitness models have been shown to decrease computational cost of fitness

evaluation, while maintaining useful fidelity even while modeling highly nonlinear

functions [6, 33].

The use of fitness approximation to evaluate controllers, is a well established

tool for evolutionary algorithms. By applying it to the HyPer plant, we evolve

controllers which (i) match plant dynamics and (ii) can be computed efficiently.
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Chapter 3 Method

In this section, we describe the method to evolve neural network controllers for

the power plant. The outline of the method is shown in Figure 3.1. First, we

found measured data from actual HyPer experiments to train a neural network

simulator ( 1© in Figure 3.1). We use the data to train a neural network using

backpropagation, a gradient descent technique to find optimal network weights

( 2© in Figure 3.1). If the resulting simulator has insufficient accuracy, we find

regimes where more measurements needed and conduct more HyPer experiments

to collect measurements or use data from previous experiments.

Once the neural network simulator of HyPer is complete, we develop a neural

network-based time domain simulation of HyPer ( 3© in Figure 3.1). This time

domain simulator is used to evaluate and assign fitness to controllers developed by

the neuro-evolutionary algorithm ( 4© in Figure 3.1).

3.1 Function Approimation Plant Simulation

The neuro-evolutionary algorithm used to develop HyPer controllers requires that

many different controllers be evaluated. Current models of HyPer are either

computationally expensive or inaccurate, and are thus inadequate for the neuro-

evolutionary algorithm. To address this problem, we develop a neural network
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Figure 3.1: Visualization of the development of the neuro-evolutionary controller
for HyPer.

function approximator trained on data collected from physical HyPer runs to cre-

ate a fast and accurate simulator for HyPer.

Valve characterization runs in HyPer are used as a data source to learn a

controller for the cathode air flow rate. By using data from real plant runs, we can

learn a simulation of the plant that both matches underlying interactions in the

plant, but also represents a reasonable operating range of the plant. We selected

data from cold air valve characterization runs corresponding to 1© in Figure 3.1.

Valve characterization consists of varying the cold air valve between 10% and 80%
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and allowing the plant to reach steady state operation. Sensor outputs across the

plant were recorded at each timestep. The resultant data set contains 19 plant

state variables and two control variables.

The data set contained 30,626 data points sampled at 12.5 Hz, or about 10

minutes of run data. To decrease the training time for the neural network simu-

lator, data was downsampled by averaging every 25 timesteps. Thus, 1225 points

are presented to the network to learn. Each simulation step will then amount to 2

seconds in the real plant. Assuming control decisions for hot and cold air bypass

valves are made every 2 seconds does not limit the fidelity of the simulation, nor

does it limit the control of the plant, as these valves are simply used to tune the

steady state response of the plant.

A single hidden layer neural network is created with 21 inputs for the current

state and control inputs, and 19 outputs return the plant state at the next time

step. Initial network weights are initiated from a Gaussian distribution with a

standard deviation of 0.75 with full connections to the hidden unit layer and output

layer. The network is trained using backpropagation, where the collected data from

HyPer runs is used to tune the network weights.

Backpropagation is the process of training a neural network using gradient

descent. The gradient of the network approximation error as a function of the

network weights is determined, and this gradient is used to incrementally change

the weights in order to minimize approximation error. A training data set and

a validation data set are created. As neural networks can approximate functions

to arbitrary accuracy, they tend to “overfit” and learn noise in the training data.
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Network training is stopped once approximation error in the validation data con-

verges. As gradient descent has the property of converging to local optima, the

network training process is run for 750 independent trials, to ensure the trained

network is not located at an undesirable local optimum.

3.2 Time Domain Simulation

Once trained, the network is used to develop time domain simulation of the plant.

The network maps the current plant state and control decisions to the next plant

state, so a time domain simulator simply needs to record the current state of the

plant, get control decisions from the controller, and call the neural network at each

time step. Algorithm 1 describes the simulation in detail.

The learned simulation of the plant allows for fast evaluation of controllers.

Since physics based models of the power plant are difficult to simulate in real-time

and plant runs are costly and time consuming, a learning based controller using

these methods for simulation becomes computationally intractable. In Table 3.1

we compare the run-time of the learned simulation to the required run-time for

models computing at or near real-time.

Run-time Neural Network HyPer Models
Single Sim < 0.001 seconds 10 min
Single Generation < 1 seconds 160 hours
One EA (5000 Gen) 42 minutes 47.5 years

Table 3.1: Run-time comparisons for HyPer Plant, HyPer Model, and NN function
approximation.
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Algorithm 1 Time Domain Simulation

Input: Control commands, initial state, setpoints, controller F , plant model M
Output: Plant state trajectory, setpoint error

Initialize output = {}
Initialize error = {}
Initialize state = stateinitial
Initialize currentError = (state− setpoint)
For Each (Time Step)

output.Add(state)
For Each error.Add(currentError)

control = F (state, setpoint)
state = M(state, control)

return output

As seen in Table 3.1, a single simulation of the plant can be run in fractions of

a second for minutes of run-time. Even with an order of magnitude speed up in

simulation of the physics models of the plant, evolutionary methods for control of

the plant would still require far too much computation to be useful. By developing

a fast simulation of the plant, we can quickly evaluate controllers and assign them

fitness values in an evolutionary algorithm.

To validate the simulator’s performance, the time domain simulator is tested

against an actual HyPer run. The simulated and actual measured plant variables

are shown in Figures 4.1, 4.2, 4.3, and 4.4. The neural network approximation of

the plant rejects the noise found in the data, and qualitatively reflects an accurate

representation of the plant state.
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3.3 Evolutionary Algorithm

We use a neuro-evolutionary algorithm to train a controller for HyPer, using the

time domain simulator developed in Section 3.1 to assign fitness to controllers.

A population of 100 neural networks is randomly initialized, with weights drawn

from a normal distribution with zero mean and a standard deviation of 3.5. The

controller inputs include the current state of the system and the desired state of

the system. The controller outputs control decisions for the cold air bypass and

fuel valves.

Networks are mutated by selecting 33 randomly chosen weights and adding a

random value drawn from a normal distribution with zero mean and a standard

deviation of 1.0. Networks are assigned fitness using the time domain simulator

from Section 3.1, where controllers which keep the plant closer to a desired trajec-

tory have a higher fitness (error calculated using mean squared error). Networks

are selected for survival using a binary tournament selection technique, based on

their assigned fitness values. Ties are broken arbitrarily.

Two types of controllers are evolved for the plant. First we evolve a controller

capable of reaching an arbitrary setpoint. Secondly,we evolve a controller capable

of following a trajectory. Both are tested with and without the presence of noise.



27

Algorithm 2 Neuro-evolutionary Algorithm

Initialize n networks
For EachGeneration

For Each(Network in Population)
create a copy of Network;
mutate Network copy;

For Each (Network in Population)
Evaluate network in time domain simulation;
Assign fitness to network;

Select population members for survival;
return best network found;
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Chapter 4 Results

The following chapter provides the results of the learned plant model simulation

as well as control results for the initial model. Section 4.1 shows the results of the

model validation. Section 4.2 shows the evolved setpoint controller for fuel cell

flow rate. Section 4.3 shows the evolved trajectory controller for turbine speed.

4.1 Model Validation Results

To validate the neural networks simulation of the plant, the simulation is given the

initial plant state from the original data and then allowed to respond to the control

inputs from the original data. Figures 4.1. 4.2, 4.3, & 4.4 show the response of the

system to the original control inputs found in the data. We show the comparison of

the original data set to the learned simulation for several plant variables: turbine

speed, fuel cell flow rate, total fuel input, and turbine inlet temperature.
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Figure 4.1: Simulation validation for turbine speed. The neural network simulator

accurately models the HyPer facility, with the key difference between simulated

and hardware runs being the lack of noise in the simulator.
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Figure 4.2: Simulation validation for fuel cell flow rate.

Figure 4.3: Simulation validation for total fuel entering the plant system.
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Figure 4.4: Simulation validation for turbine inlet temperature.

Mean squared error across all data points is 0.115%. As seen in the validation

plots, the maximum error of the network approximation corresponds to about 5%

at any point in the simulation for turbine speed, one of the most difficult plant

state variables to model in the data. The large discrepancy in turbine speed shows

it is largely dependent on the time state of the system, intuitively this discrepancy

can be accounted for by turbine inertia, and that turbine speed is non-Markov

without turbine acceleration in the state. This is deemed acceptable since the

approximation of the state is within 5%, and the state information is directly

gathered from the sensors.

Fuel cell flow rate in Figure 4.2, shows the network capturing the behavior of

the flow rate very closely, with the network capturing underlying dynamics of the

plant. We conclude that the simulation of the plant captures plant dynamics and



32

can be used to assign fitness to controllers.

4.2 Setpoint Control

We ran three sets of experiments with the controller to demonstrate its effective-

ness. Control of the fuel cell flow rate of with the cold air valve is shown for several

set points. The evolved controller is then tested with sensor and actuator noise.

Figure 4.5: Control of fuel cell flow rate with the cold air valve response to step
input in control. Initial step down shows small controller overshoot, the step up
shows lightly damped behavior.

Setpoint Control: Figure 4.5 shows the fuel cell flow rate response for cold air

valve actuation with neuro-evolutionary control. Initial state of the plant indicates
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Figure 4.6: Evolved neural network controller response to 10% sensor noise. Notice
that 10% sensor noise is larger than the commanded control step input.

the normalized fuel cell flow rate is at 0.863. Two setpoints are given to the

controller after it has reached a steady state. As we can see in the figure, the

controller immediately corrects the flow to the desired initial setpoint. Slight

overshoot is observed with the first step down, indicative of the drastic change

in plant state occurring with the neural network control. When the setpoint is

switched at timestep 50, the controller follows a smooth trajectory to the desired

setpoint. Because the network is trained on many setpoints, it adaptively adjusts

its response due the the severity of the control change. Once the controller reaches

steady state, the error is minimal.
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Control with Sensor Noise: The evolved controller does very well for these

state changes on a variable that is difficult to directly control when the input to

the system reflects the actual state of the plant. As can be seen in Figures 4.1. 4.2,

4.3, & 4.4 the actual sensor readings of the plant are very noisy, with upwards of

6% noise on the states. In the actual power plant, the sensor noise is filtered and

averaged over several timesteps to obtain inputs for the controllers [39]. Neural

network controllers, on the other hand, have demonstrated to handle noise well in

the inputs. An ideal controller for this power plant will reject at least the same

level of noise found in the actual plant to control the plant to the desired setpoint.

The evolved controller now is given a noisy input from the plant. The con-

troller was not trained on with noisy states, but on true state data output by the

simulation. We now add 10% Gaussian noise to the input of the controller at each

timestep. Figure 4.6 shows the system response to noisy controller input. The

actual plant state is plotted for a noisy input.

10% noise on the input of the network is larger than the expected change in

the setpoint. In any controller with output directly proportional to the input,

one would expect noise to over shadow the control input. In our neural network

controller noisy inputs are averaged out since the output depends on all plant

state variables. The control decision is robust to the noise in the plant. Plant

output is still noisy, but at the worst 10% sensor noise maps to less than 2% noise

in the true output of the plant. This demonstration shows the noise rejection

capabilities of the neural network controller to be far greater than needed in the

plant. Implemented in the plant, this controller would receive filtered data with
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Figure 4.7: Control with 5% actuation noise. The level of noise in the flow rate is
les than 0.2%, although a small steady state error is present.

noise far below 5%.

Control with Actuation Noise In addition to sensor noise, we would like

to test the controller’s sensitivity to its own output. We know from the first

experiment that the control inputs can very change the plant state in few timesteps,

and do so very drastically. If there are any deviations in control input to the system

compared to the control command, the controller must be able to recover without

damaging the system or causing drastic changes in plant state. In this experiment

5% actuation noise is added to the output of the controller, while sensors report

the true plant state.
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Figure 4.7, shows the results of adding actuation noise to the system. Large

actuator noise in the plant is unlikely. Each control valve is equipped with its

own feedback system. This experiment demonstrates that if the learned controller

makes unexpected decisions, the impact on the plant operations will be minimal.

5% actuation noise corresponds to less than 0.2% noise in the plant state.

4.3 Trajectory Tracking

The evolved controller was tested for a turbine speed trajectory for an arbitrary

load cycle. We performed two experiments on the controller using the learned

simulation of the plant. First we track a turbine speed trajectory, in order to

demonstrate the ability of our learned controller to adequately control the plant,

and provide a baseline performance level to compare against. Second, we add noise

to the plant sensors and actuators, in order to demonstrate the capabilities of the

learned controller in a more realistic environment.

We present an arbitrary trajectory to the controller to track, where the initial

plant state was chosen arbitrarily within the simulator operating range. The con-

troller tracks the turbine to within a maximum of 0.001% of the desired trajectory.

As can be seen in Figure 4.8, initial turbine speed is at 41,500 rpm. In 25 seconds

the turbine speed has reached the desired setpoint, and continues to accurately

track the desired response from that point forward. This result demonstrates the

ability of the learned controller to track a desired trajectory. In addition to turbine

speed of the plant, the cold air valve actuation command is plotted. This shows
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Figure 4.8: Neruroevolutionary control of turbine speed in the power plant. The
control action to produce the tracking is shown as the out of phase signal on the
plot.

that even for drastic changes in state control remains within actuation limits and

does not put unrealistic requirements on valve actuation. The process of develop-

ing a neuro-evolutionary controller would not have been possible without the fast

time domain simulation developed in Section 3.1, because the neuro-evolutionary

algorithm requires every controller created to be evaluated in simulation. By de-

veloping a fast and computationally efficient simulator, we ensured that a neuro-

evolutionary algorithm was computationally tractable.

The results of the addition of 10% sensor and actuator noise noise(approximately

150 RPM) for the same trajectory are shown in Figure 4.9. The addition of noise
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Figure 4.9: Neruroevolutionary control with 5% noise. The controller is able to
track the trajectory to within approximatly 50 rpm at any given point in the
simulation.

does not significantly alter the performance of the learned controller, demonstrat-

ing the ability of the neural network controller to adequately reject noise and

disturbances while still maintaining control of the plant.
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Chapter 5 Expanded Simulation and Control Results

As we can see above, control is limited to the range of data found in the original

data set. This chapter describes the expansion of the original simulation to a wider

operation regime based on factorial characterization of the control valves. Section

5.1 describes the neural network architecture for the updated simulation. Section

5.2 shows the performance of the updated function approximation simulation, and

Section 5.3 shows the results of controlling the HyPer simulation for high efficiency

operation.

Factorial characterization data is from plant experiments systematically chang-

ing all actuators simultaneously. By changing all of the controls, the resulting data

demonstrates a wider range of plant states, as well as contains the dynamics of the

interacting actuators. Expanding the simulation to include these actuators and

map the plant states, allows us to create a controller able to control the whole

plant.

5.1 Neural Network Architecture

In order to expand the simulation of the power plant to include more states and

actuators, the neural network simulation must be updated. We found it to be

difficult to replicate the results of for the cold air characterization data with a
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Table 5.1: Table of factorial data vs cold air data learning parameters and MSE
Data Set Hidden Units Best MSE
Cold Air(best network) 35 0.115
Factorial 10 8.35
Factorial 15 5.52
Factorial 25 3.43
Factorial 35 2.69

factorial valve characterization set. Recall from Chapter 3, that the optimal neural

network weights for the learned simulation required many random restarts to find a

suitable network accurate enough to be used as a fitness approximation. When the

back propagation algorithm used was to learn a simulation based on the factorial

data, the resulting networks were not comparable in accuracy to the original cold

air data set. Results showing the comparison of the data sets is shown in Table

5.1.

The factorial data set is far more complex than the original cold air data set.

4 control valves are simultaneously adjusted, demonstrating the nonlinear nature

of the plant to the coupled control inputs. The neural networks learned from this

data suffered from cross-talk.

Cross-talk occurs when a network has insufficient hidden units to learn the

underlying function to the data. For example, the cold air valve will cause a drop

in flow rate entering the fuel cell while simultaneously increasing the flow rate at

the turbine. The effects of the opposite signs on the weights average out in the

network, and the output is not consistent with the data.

To solve the cross-talk problem, increasing the number of hidden units is useful,
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but the more complex network takes more time to train, and also required many

random restarts to find the globally optimal weights.

Inputs	
  

Hidden	
  
Units	
  

Outputs	
  

Figure 5.1: Example of network architecture for the expanded simulation. The
input layer is fully connected to the hidden layer, however outputs are isolated
from one another using a sparse network. This prevents cross-talk and allows us
to learn a plant simulation from more complex data.

Instead, we change the network architecture to isolate the outputs of the net-

work. Rather than a fully connected network as shown in Figure 2.4, a sparse

network is created. Figure 5.1 shows the architecture scheme applied to the facto-

rial data sets.

Each output is given by a sub-network isolated from each other output. For

each sub-network for an output, an independent network is created with the cur-

rent full state and actuation decision as input, a single hidden layer, and a single
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output: the variable at the next time step. Each of the sub-networks can be trained

independently and have individualized hidden units. A sub-network is created for

each variable in the output vector for the next time step. Thus, the combined

network can be used for a time domain simulation in place of the original neural

network simulation described in Chapter 3.

5.2 Simulation Performance

All the sub-networks are trained as outlined in Chapter 3. Each sub-network

is trained with 3 hidden unit neurons for 1000 epochs and 100 random restarts.

As can be seen comparing Figure 4.1 with Figure 5.2, the new neural network

architecture outperforms the single network.

When presented with the factorial data, the learned simulation outperforms all

of the single networks found in the earlier search shown in Table 5.1. With fewer

neurons and fewer random restarts.

As can be seen in Figure 5.4, the isolated network architecture can learn com-

plex functions for in the data. The simulation also expands the states to learn

controllers from.

5.3 Control Results

One difficult control problem for the plant is operating at peak fuel efficiency for a

given power plant state. With an accurate simulation that uses all plant actuators,
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Figure 5.2: Verification of the new network architecture for the turbine speed, com-
pared to Figure 4.1 we can see that the expanded simulation network architecture
outperforms the single hidden layer network. At any given point, the network is
error is less than that of the previous simulation.

we can now control the plant for maximum fuel efficiency.

Since we know plant state variables such as turbine speed, temperatures, air

mass flow rates, and fuel mass flow rate, we can approximate the power output of

the plant and the fuel efficiency. Power out of the turbine is proportional to the

air mass flow and the temperature difference across the turbine at steady state.

Wturbine ∝ ˙mair(Tin − Tout) (5.1)

Power output of the fuel cell is also proportional to the air mass flow and

temperature across the fuel cell at steady state.
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Figure 5.3: Verification of the new network architecture for turbine inlet temper-
ature.

Wfuelcell ∝ ˙mair(Tout − Tin) (5.2)

By maximizing the sum of power output per unit of fuel at each timestep in

the simulation, we can learn a controller to operate the plant at a high efficiency.

We perform an evolutionary algorithm using the approximate power output and

the fuel mass flow rate to regulate the plant. The equation used for the fitness of

the plant is shown below in equation 5.3.
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Figure 5.4: Verification of the new network architecture for mass flow rate.

Fitness =
∑

timesteps

ApproximateTotalPowerOutput

FuelIn
(5.3)

A neuro-evolutionary algorithm is applied as outlined in Chapter 3, using the

above fitness as an evaluation function. The resulting controller is an open loop

neural network controller which seeks to maximize plant fuel efficiency. Input to

the network is current plant state, output is control decisions to improve plant

efficiency.
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Looking at the Figure 5.5 it appears as though little is going on in the plant.

The approximate plant efficiency remains relatively level, except in the first several

time steps and after timestep 50. Figure 5.5 shows the control action being taken

by the plant. The bleed air valve is changing dramatically, while the other valves

remain in their standard open or closed positions. The bleed air valve is chang-

ing rapidly, but the total power output remains relatively constant. Plant state

variable must be also be changing in order to keep relative power output constant.

Figure 5.6 shows some plant state variables response to the controller. Here

plant state variables are imposed on the same graph to show the relative changes

in the plant state. All plant state variables, including approximate power output,

are shown in the normalized form output from the simulator to show the dramatic

changes in plant state compared to the power output.

The controller uses the bleed air valve to control many plant state variable to

work together in order to output at maximum efficiency. Figure 5.6 demonstrates

the complexity of the power plant. Distinct operation regimes and nonlinear re-

lationships are evident between all variables shown. As we would expect, we see

the power output by the fuel cell increase while the temperature at the turbine

inlet decreases. Here we see the controller taking advantage of the high efficiency

found in the fuel cell. Also, we see use of the bypass control valve to cyclically

decrease the total flow rate, which is proportional to both power output and fuel

consumption. Oscillations occur where operation regimes transition such as when

the bleed air valve is fully open. These oscillations could also be caused by the

effects of the heat exchanges capturing waste exhaust heat. The controller bleeds
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Figure 5.5: Approximate plant efficiency for 150 time step simulation showing
the control action taken by the bleed air valve. Plant power output is relatively
constant despite the large changes in control actuation. The periodic response
of the plant control valve suggests that other plant state variables are changing
significantly.
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Figure 5.6: Approximate plant efficiency for 150 time step simulation including
plant state. The bleed air valve causes many changes in turbine speed, flow rate,
and temperature across the fuel cell. These effects add to produce power at a lower
fuel cost compared to nominal operation at this power output. The controller
decreases the reliance on the turbine speed for power generation and increases fuel
cell utilization to operate at a higher efficiency.
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off air when the fuel cell begins to run hot, such as at time step 50 in Figure 5.6.

Only the bleed air valve is being used by this controller, which leads us to

conclude that a controller which primarily relies on the bleed air valve is easy to

find in the neural network weight space, and represents a local optima. Future

work should address the difficulty of using interacting valves to control the plant,

algorithms such as cooperative co-evolution or multi-objective fitness assignment

methods could address these difficulties.

It is worth noting that the approximate power output and efficiency scale is

arbitrary and means little in the reality of the plant as presented here. The use of

these metrics as an evaluation function serve to demonstrate that we can control

the plant at a given state with a decreased fuel cost. The problem of controlling the

power plant at maximum efficiency is inherently full of trade offs. More research

is needed to quantify these trade offs and transition between desired power output

levels.
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Chapter 6 Discussion

Advanced power generation systems such as HyPer are growing increasingly com-

plex in order to meet the demands for clean, efficient, and available energy needs.

As the complexity of these plants increase, they become more more difficult to

control due to complex interactions between plant components not yet well un-

derstood. Plant noise, variable coupling, system nonlinearities, and stochastic dy-

namics lead to inaccurate physics based models. Further, empirical models based

on plant runs are difficult and expensive to obtain, run slower than real time, and

often only describe a limited operating regime. The inability to develop accurate

system models results in traditional model based control techniques to be inade-

quate for newly designed advanced power generation systems such as the HyPer

hybrid plant.

In this work, we developed a computationally efficient simulator of the HyPer

facility by training a neural network function approximator using actual plant run

data. Rather than developing a simulator through physics based models, we used

plant operational data to train a data based simulation to capture the complex

mapping between the plant state and control decisions to the following plant state.

The resulting time domain simulator can quickly and accurately model the response

of the HyPer facility. As opposed to other empirical methods, the neural network

simulation of the plant is both fast to compute and accurately captures plant



51

dynamics.

We then used an evolutionary algorithm to train a neural network controller

for HyPer. Fitness assignment in the neuro-evolutionary algorithm was conducted

using our time domain simulator, which allowed for thousands of controllers to be

quickly evaluated. Without the fast time domain simulator, a neuro-evolutionary

algorithm would have been computationally intractable. The function approxima-

tion using neural networks to approximate fitness in of controllers in the plant is

crucial to make this work possible. The evolutionary algorithm with our learned

simulation runs in hours as opposed to years if current state of the art models of

the HyPer faccility were used to evaluate controllers.

The evolved neural network controller were able to reach arbitrary setpoints

to a high degree of accuracy, and the trained controller was shown to accurately

track desired system trajectories within 0.001% tracking error, even in the presence

of 10% noise. Further, we demonstrate that the control policy learned during

evolution does not place undue stress on actuators, and outputs feasible control

policies at each time step.

In general, this method is applicable to learn controllers for any system with

computationally difficult models or no models without data. Evolved neural net-

work controllers are particularly well suited to these highly nonlinear problems

with a high degree of noise and multiple inputs and outputs. Once a controller is

found, we can use the simulation in conjunction with the power plant, and exist-

ing experimental data to determine where more plant measurements are needed.

By expanding the simulation, we can evolve a controller capable of reaching more
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states and utilizing more control actuators.

The controllers developed in this work demonstrate the potential of the hybrid

technology in the configuration above, as well as the capabilities of the learning

based control methods at the heart of this work, but in many ways shows the

limitations of the process as well. Three areas of future research into the power

plant have been identified. First, further work on the power plant will need to

include using multiple plant controls to track power demands while optimizing for

the multiple objectives found in the plant, such as fuel cost and power output, or

turbine and fuel cell wear. Secondly, both the model and the evolved controllers

were prone to local optima and required many random restarts and large popula-

tion sizes to find better solutions. Future work will need to answer these limitations

before implementation in the power plant. Third, work is still needed on how to

combine the benefits of setpoint control, trajectory tracking and open loop power

output control to create a unified system for operation of the plant.
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