Enhanced turbulence due to the superposition of internal gravity waves and a coastal upwelling jet
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[1] The upwelling-driven coastal jet off Oregon is in geostrophic balance to first order. The accompanying thermal wind shear is stable to shear instability. Yet enhanced turbulence is observed in the upwelling jet, typically as long, thin patches with horizontal to vertical aspect ratios of $10^2$ to $10^3$ (median value $\sim$300). These patches are clearly defined by regions of low Richardson number and occur where and when the linear superposition of the three dominant shear constituents (near-inertial, $M_2$, and thermal wind) interferes constructively. This is most pronounced at the base of the coastal jet, where the thermal wind shear is largest. While the effect of the turbulence stress divergence on the jet is small compared to geostrophy ($\sim$1%), it is significant in the second-order force balance governing secondary circulation. The timescale associated with the decay of the thermal wind shear via turbulence stress is $O(10)$ days. We confirm that the vertical salt flux due to mixing is comparable to the net Ekman transport of salt onto the shelf within the bottom boundary layer. Because numerical models of coastal circulation lack turbulence in midwater column, any vertical transport of scalars, including salt and heat, must be achieved inshore of the 40-m isobath. This is inconsistent with the observations presented in this study, in which significant vertical turbulent salt transport is found to exist across the entire shelf.


1. Introduction

[2] During spring and summer off Oregon’s coast the wind blows predominantly toward the south. This drives a cross-shelf upwelling circulation which in turn forms a set down in sea surface height and elevated isopycnals at the coast that drive an along-shelf (geostrophically balanced) jet [e.g., Huyer et al., 1978; Huyer, 1983]. Maximum jet velocities of 0.4–0.8 m/s are typically located near the 100-m isobath.

[3] In addition to the upwelling jet, there exists an energetic internal gravity wave field. Nonlinear internal waves of elevation [Klymak and Moum, 2003; Moum and Smyth, 2006; Moum et al., 2007a] and depression [Moum et al., 2003, 2007b] have both been observed on the Oregon shelf: the former during downwelling conditions (winter), the latter during upwelling conditions (summer). Linear internal gravity waves (IGW) also have significant signatures on the shelf [Denbo and Allen, 1984]. Baroclinic velocities associated with IGWs of $M_2$ and near-$f$ frequency (where the descriptor “$M_2$” refers to the 12.42-hour tidal frequency and “$f$” refers to the inertial frequency) are reported to be $O(0.1)$ m s$^{-1}$ [Torgrimson and Hickey, 1978].

[4] Turbulence in the coastal ocean is generated from a variety of sources, and is a topic of some importance. The transport of scalars (salt, heat, pollutants, nutrients, etc.) depends on both the magnitude and variability of the turbulent mixing. In this study we consider the role of the enhanced shear, from superposition of IGW shear and that of the upwelling jet, in generating turbulence in midwater column. Because numerical models of coastal circulation do not include IGWs, it is particularly important to identify the role that they play in mixing of both scalars and momentum.

[5] Field studies of mixing and turbulence in coastal waters have examined bottom boundary layer dynamics [Chriess and Caldwell, 1982; Dewey and Crawford, 1988; Sanford and Lien, 1999; Perlin et al., 2005a, 2005b], flow around and above topographic features [Moum and Nash, 2000; Nash and Moum, 2001], the role of turbulent mixing in enhancing cross-shelf exchange [Dewey et al., 1993], and tidally generated turbulence in shallow seas due to tidal straining [Rippeth et al., 2001]. In the latter case, the strain associated with the tidal velocity leads to periods during which the water becomes nearly unstratified, resulting in bottom-to-surface mixing. In addition, MacKinnon and Gregg [2003a, 2003b, 2005a, 2005b] examined midwater column turbulence generation in the Mid-Atlantic Bight; in particular, turbulence generation by an IGW field (primarily $M_2$ and near $f$) in the absence of a coastal jet. The MacKinnon and Gregg data set provides the most relevant
data set for comparison to this study as they also examine coastal midwater turbulence generation. Their study provides an instructive contrast to ours and is considered in detail by G. S. Avicola et al. (A turbulence parameterization scheme for a coastal internal wave field in the presence of thermal wind shear, submitted to Journal of Physical Oceanography, 2006).

The primary goal of this paper is to examine the consequences of the superposition of the internal wave field and a geostrophic jet and to evaluate the effect of the resultant enhanced dissipation on the jet. The details of the study configuration are summarized in section 2 (more detail is given by Perlin et al. [2005a]). A discussion of the observations appears in section 3; in particular, the characteristics of the midwater turbulence and shear. Shear data were obtained from both shipboard acoustic Doppler current profiler (ADCP) and three mooring records, providing two quite different perspectives. In section 4 we consider how the enhanced turbulence affects the jet dynamically and how it affects mixing in the coastal ocean. A summary and conclusions are presented in section 5.

2. Instrumentation and Study Configuration

Data discussed in this study were obtained off the Oregon coast during the spring of 2001 as part of the Coastal Ocean Advances in Shelf Transport (COAST) experiment (Figure 1) [Barth and Wheeler, 2005]. Shipboard data were collected from R/V Thomas G. Thompson, from 19 to 28 May 2001 along 12 successive cross-shelf transects at approximately 45°N. Transects are labeled in hours from the beginning of the first transect, and cross-shelf distance is shown in kilometers, following the convention used in earlier papers [Perlin et al., 2005a]. Transects ranged from inside of the 40-m isobath to the 250-m isobath, for a total length of ~25 km. Vectors have been decomposed into cross-shelf (x) and along-shelf (y) vectors with positive values indicating shoreward and northward, respectively. Along-shelf and cross-shelf directions are oriented along the local shelf axis (for which the +y direction has been rotated 7° clockwise from true north).

Shipboard data include velocity profiles obtained with a 150-kHz ADCP sampled once every 6 s with 4-m depth bins averaged into 3-min blocks. Vertical profiles were made continuously with our loosely tethered microstructure profiler, Chameleon, equipped with sensors to measure pressure, acceleration, temperature, conductivity, turbidity (880-nm backscatter), and microstructure shear, from which the turbulence dissipation rate $\varepsilon$ was computed [Moum et al., 1995]. The profiler fell at ~1 m s$^{-1}$, yielding profiles every 1–5 min, depending upon water depth. Chameleon was fitted with a bottom crasher ring which allowed the

Figure 1. Map of COAST experiment, northern line. Green diamonds indicate the positions of the moorings: NIS (north in shelf) at 50-m depth, NMS (north midshelf) at 80-m depth, and NSB (north shelf break) at 130-m depth. Isobaths are shown with 25-m spacing, the innermost of which is the 25-m isobath. The ship transect line is denoted by the yellow line. Twelve sequential transects were made, moving onshore to offshore.
instrument to be run directly into the bottom, yielding measurements to 2 cm above bottom. The noise floor of $\varepsilon$ is approximately $10^{-9} \text{ m}^2 \text{s}^{-3}$ with the nose crasher ring configuration employed here.

Three moorings were deployed along the transect line (45°N) during an overlapping three month period, 15 May to 27 August, 2001 [Boyd et al., 2002]. The moorings were located at north shelf break (NSB), north midshelf (NMS), and north inner shelf (NIS) in water depths of 130, 81, and 50 m, respectively. A meteorological buoy was colocated with the midshelf mooring. The moorings were instrumented with a number of $T$ and $C$ sensors as well as acoustic Doppler profilers. The NSB mooring was equipped with a SonTek 250 kHz acoustic Doppler profiler (ADP) sampling 4-m bins set 6 m above bottom, while the NIS mooring was equipped with a RDI 300-kHz ADCP sampling 2-m bins set 4 m above the bottom. The NMS mooring was equipped with two Doppler profilers: a RDI 300 kHz ADCP sampling 2-m bins set 4 m above the bottom and a 1 MHz Aquadopp current profiler placed 10 m above the bottom (looking downward) sampling 1/2-m bins, to capture the near-bottom flow. The placement of sensors and further details are given by Boyd et al. [2002].

3. Observations

3.1. Moored Observations of Velocity and Shear

Previous observations of Oregon’s upwelling show that along-shelf depth-averaged velocity responds quickly (within a few hours) to changes in along-shelf wind [e.g., Huyer et al., 1972]. There exists a strong correspondence between the reversals of the depth-averaged velocity measured at each of the moorings with wind relaxation/reversal events, with little lag [Barth et al., 2005]; a response that is reflected in this data set (Figure 2). A subset of the mooring record which coincides with our observation period (Figures 3a and 3b) shows two wind relaxation events; the ocean’s response is clearly seen in the along-shelf velocities (Figure 3b). One relaxation event occurred from...
23 to 25 May, coincident with transects +85 hours through +142 hours. The second relaxation event had just begun at the end of the 9-day study period, coincident with transect +197 hours.

[11] In addition to the slow variation seen in Figure 2, the data record also includes higher-frequency variability; the cross-shelf signal is dominated by narrowband (in frequency) oscillations with a period of the order of 10 hours: we will demonstrate subsequently that these oscillations are primarily the signature of M₂ and near-f IGWs (Figure 3a). These higher-frequency oscillations are present in the along-shelf velocity (Figure 3b) along with a strong barotropic and baroclinic low-frequency velocity signal associated with the upwelling jet. The maximum velocities in the coastal jet observed during this study period are \( \sim 0.7 \text{ m s}^{-1} \). In comparison, higher-frequency velocity fluctuations have magnitudes of \( \sim 0.2 \text{ m s}^{-1} \).

[12] Unlike the along-shelf velocity, the response of along-shelf shear to wind relaxation/reversal events is weak. While the depth-averaged velocity includes many reversals of direction (Figure 2), the 36-hour low-pass filtered along-shelf shear is positive for the entire 3-month record (Figure 4). This insulation of subinertial along-shelf shear to wind relaxation events was first described by Huyer et al. [1979], who noted that the upwelled isopycnal structure and associated shear vary over timescales of weeks. The subinertial shear weakened over the duration of the mooring deployment, from a typical maximum value of \( \sim 0.01 \text{ s}^{-1} \) at the base of the upwelling jet (e.g., NMS, 40-m depth) to approximately half that value 2 months later (Figure 4).

[13] Higher-frequency shear is apparent in the shorter 1-hour low-pass-filtered record (Figures 5a and 5b). This is associated with IGWs of primarily near-f and M₂ frequency (Figure 6). These records highlight the fact that the dominant shear contributions arise from two sources widely separated in frequency, the IGW field with a timescale of \( O(10) \) hours and the thermal wind shear of \( O(10) \) days. Therefore we employ a construct based upon a three-term decomposition of the flow based on these two timescales and that of the turbulence. We describe the shear field as

\[
S = S₀ + \tilde{S} + s',
\]

where the \( S = [\partial u/\partial z, \partial v/\partial z] \) has been decomposed into three components: a microstructure component \( s' \), which represents the shear on turbulence timescales; a wave component \( \tilde{S} \), which represents shear associated with the IGW field; and a “low-frequency” component \( S₀ \), which represents the field at subinertial frequencies. (Although equation (1) explicitly describes the decomposition in shear, this timescale decomposition is used generally for all variables in this study.) The microstructure component \( s' \), while measured via the shear sensors on Chameleon, is not discussed directly; instead, we use those data to calculate \( \varepsilon \).
The low-frequency component $S_0$ is defined as the mean value of $S$ calculated over the duration of the 9-day experiment. (This is necessitated by the fact that the data collected via the ship transects do not resolve variability over timescales of $O(10)$ days.) Quantities measured from mooring data will be denoted by the identifier "M," while those measured from shipboard measurements will be denoted by "S." Thus the low-frequency thermal wind shear evaluated at a mooring $M S_0$, is simply the 9-day mean as a function of depth. We discuss the method by which we estimate the low-frequency thermal wind shear from the ship transects $S S_0$ in section 3.2.

The wave component of shear $\tilde{S}$ includes internal wave shear spread over a wide frequency band. Spectra of shear computed using 10-day record lengths with 5-day overlap exhibit dominant peaks at near-$f$ and $M_2$ frequencies (Figure 6). The magnitude of the $M_2$ shear variance is largest at the inshore mooring. There is an order of magnitude decrease in $M_2$ shear variance between that observed at the inner mooring and that observed at the outer mooring. In contrast, near-$f$ shear variance is comparable at all three moorings. The middle mooring shear contains approximately equal shear variance between the near-$f$ and $M_2$ bands.

Maximum values of the IGW shear are about twice that of the shear associated with the thermal wind. (Maximum amplitude of $\tilde{S}$ over the 9-day study period is $\sim 0.02 \text{ s}^{-1}$, as shown in Figure 5a. This value ($\sim 0.02 \text{ s}^{-1}$) is the $2\sigma$ value during this period. Maximum values of $S_0$ are found at the base of the upwelling jet, with values of $\sim 0.01 \text{ s}^{-1}$, as shown in Figure 4, third panel.) The largest values of $S^2$ occur when $S_0$ and $S$ interfere constructively, producing values of $S^2 \sim 10^{-3} \text{ s}^{-2}$, 10 times greater than that from the thermal wind shear and $\sim 2.5$ times greater than that from the internal wave shear alone. We quantify the contribution of $S_0$ to $S$ via histograms (Figure 7). At each mooring and for the ship data (see section 3.2) the thermal wind shear is broken into two subsets: one which includes the smallest 25% of $S_0$ data, the other which includes the largest 25% of $S_0$ data.

Histograms are computed for both the IGW shear and the total shear based upon these two subsets; the distributions are nearly identical for the low thermal wind shear subset of the data (and thus the mean values of the two distributions are approximately equal). In contrast, both the mean and maximum values of $S$ are considerably larger than $\tilde{S}$ alone for the high thermal wind shear subset, except in the case of the data taken at NSB. For this location, all four histograms are nearly identical; the reason being that the thermal wind shear at this distance offshore is very weak; consequently, $\tilde{S}$ is the dominant contributor to $S$. The histograms produced from the ship data are, in effect a weighted average of the shear distributions of all three moorings.

Figure 3b. (top) Along-shelf wind stress (northward positive). (bottom) Along-shelf velocity $v$ from moorings NIS, NMS, and NSB during the same time period as the ship measurements. Vertical black lines indicate times at which the ship crossed the cross-shelf position of the mooring. Velocities were low-pass filtered with a 1-hour cutoff.
Also note that the mean value of $\dot{S}$ is larger for the large thermal wind subset compared to the small thermal wind subset (or $\dot{S}$ tends to be larger when $S_0$ is large) at moorings NIS and NMS. It is possible that this is associated with the density structure, in that when the isopycnals are packed closely together (e.g., near the surface), both the buoyancy frequency and the baroclinic pressure gradient will be larger than at locations where the isopycnals are well separated. Thermal wind shear and the IGW shear will both be larger in regions of increased horizontal density gradient and vertical density gradients. This has the important consequence that larger values of both thermal wind and IGW shear are found at the base of the upwelling jet.

It is also possible that nonlinear transfer of energy between $\dot{S}$ and $S_0$ occurs. In order to ascertain if there is some further interaction between $\dot{S}$ and $S_0$, one must isolate the influence of the density gradient, perhaps via the use of WKB-scaled coordinates. Unfortunately, this analysis was not possible with the current data set.

Although both near-$f$ and $M_2$ shear are first-order contributors to $\dot{S}$, the cross-shelf structure of $\dot{S}$ is not uniform; their contributions vary across the shelf. The magnitude of $\dot{S}$ tends to increase toward the shore, a trend that is visible in Figures 5a and 5b. Additionally, the near-$f$ and $M_2$ shear magnitudes vary differently with cross-shelf distance. Near-$f$ shear variance decreases slightly offshore, in contrast to $M_2$ variance which decreases by over an order of magnitude (Figure 6) over the same distance. Using a coastal WKB scaling [Levine, 2002] to stretch the vertical coordinate and thus weight the shear with respect to the local buoyancy frequency, we find that the depth-integrated near-$f$ shear variance is constant, while the depth-integrated $M_2$ shear variance decreases significantly offshore (Figure 6 inset). As a result, the observed internal wave shear shifts from primarily near-inertial offshore to primarily $M_2$ onshore; in addition, the total shear variance increases toward the coast.

3.2. Shipboard Observations of Velocity and Shear

The shipboard observations are temporally aliased as an individual transect was completed in approximately 9 hours, close to an $M_2$ tidal period. Because the internal wave field contains spatial variability (cross-shelf positional
dependence, in both phase and amplitude), identification of frequency components from ship’s ADCP is more difficult than from velocities obtained from fixed moorings.

While a clear signature of the internal wave field is difficult to discern in shipboard-derived shear measurements (Figures 8a and 8b), the data do contain features consistent with those observed in the moored data (Figures 5a and 5b). Thin layers of shear with multiple reversals are seen in the transect data, sometimes as coherent cross-shelf structures, for example, three bands in transect +181 hours stretching from \( x = 5 \) km to \( x = 22 \) km. As in the mooring data, the depth-averaged cross-shelf shear is nearly zero, while the along-shelf shear \( \langle S \rangle \) is offset to positive values because of the presence of the low-frequency thermal wind shear.

To separate the internal wave shear from thermal wind shear in the transect data, we employ a phase-weighted average (PWA). The entire 9-day transect shear record is binned by cross-shelf position (bin width 400 m) and depth. Each bin is sparsely populated temporally by 12 clusters of data each corresponding to one of the 12 cross-shelf transects, separated over the 9-day sampling period (with a mean temporal separation of \( \sim 19 \) hours). Fortunately, this sampling period is not phase locked to either the near-\( f \) or \( M_2 \) frequency bands.

While an arithmetic mean will partially separate \( S_0 \) and \( S \), portions of the phase space are oversampled while other portions are undersampled, leading to cross-talk between the two signals. To mitigate this, we weight each measurement by its position in phase space, such that all phases are equally weighted for one frequency: We choose our weightings such that the \( M_2 \) frequency is equally represented in phase. While potentially better than a simple unweighted average of all data, the PWA has a drawback in that only one frequency can be weighted properly. Because our data have significant (and nearly equal) internal wave shear variance at both \( M_2 \) and near-\( f \), the averaging is not optimum for a significant portion of the shear signal. The \( M_2 \) frequency was chosen as the weighting frequency because \( M_2 \) variance is relatively narrowband compared to near-\( f \) variance, the weighted average will have the most impact on the narrowband signal. Additionally, implementing the PWA on the \( M_2 \) frequency band extracts the low-frequency signal most cleanly near the coast, where both the \( M_2 \) shear variance and the shear associated with the upwelling jet are largest.

The accuracy of the PWA technique in extracting \( S_0 \) (Figure 9b) from \( \langle S \rangle \) is evaluated in two ways. First, we compare the thermal wind shear computed directly from the PWA density field (denoted \( \langle S \rangle \)) with the thermal wind shear computed directly from the density field (denoted \( S_0 \)). The two estimates are similar, both in magnitude and structure. The correspondence between these two fields suggests that we have done a reasonable job in both removing the higher-frequency internal wave field from the data and in isolating
the thermal wind shear in the velocity measurements, as internal wave perturbations to the density and velocity structure would not be geostrophic. Second, we compare these two shear estimates $S_0$ and $S$ with $M_0$, computed directly from the mooring data (Figure 9a, the locations of each mooring are denoted as vertical lines). Both estimates of along-shelf low-frequency shear are in good agreement in magnitude and depth dependence when compared to the mooring data. The region of maximum low-frequency shear is contained between the $C_{24}$ 100-m isobath inshore to the $C_{24}$ 40-m isobath, occupying a width of $\sim$10 km. Offshore of this core, there exists a weak thermal wind shear, decreasing to near-zero approximately 10 km farther offshore. The implementation of our PWA technique on the shear signal produced encouraging results, and on the basis of this we extend its use in section 4.

As with the mooring data, shipboard data demonstrate that maximum $|S|$ occurs when both $S_0$ and $S$ are large (Figure 7, bottom). We note that the character of the histograms computed from the shipboard data is highly weighted toward data such as that found at NSB because of the fact that $\sim 3/4$ of the total data per transect (in area) were obtained offshore of the 100-m isobath. Additionally, we note that all values of shear obtained from the ship are smaller in magnitude than that observed at the moorings: This is a consequence of the larger bin size on the shipboard ADCP along with the necessary spatial averaging in that data set to reduce the noise.

3.3. Shipboard Observations of $\varepsilon$

[27] Observed values of $\varepsilon$ vary by 5 orders of magnitude, from $10^{-9}$ to $10^{-4}$ W kg$^{-1}$ (Figure 10). The largest values were found in the surface mixed layer and bottom boundary layer and are discussed elsewhere [e.g., Perlin et al., 2005a]; here we focus on the midwater column turbulence. The physical extent of the boundary layers was determined by identifying surface and bottom regions for which the observed dissipation was at least $10^{-4}$ W kg$^{-1}$ continuously from the boundary. In practice, however, the region of the water column for which there was no ADCP data was always larger than the layers so defined. (Sidelobe reflection and the near-ADCP blanking region prevent measurements of near-bottom and near-surface velocity, respectively.) We therefore avoid including data from either the surface or bottom boundary layer by including only data within the ADCP depth range where there are simultaneous measurements of turbulence, large-scale velocity and shear, and density (through $T$ and $S$).

[28] Away from boundaries, values of $\varepsilon$ range from $10^{-9}$ to $10^{-6}$ W kg$^{-1}$. Small values of $\varepsilon$ make up the majority of observations within the midwater column and are associated with the noise floor of the instrument. Visual inspection of these data indicates that values above the noise floor are...
primarily found in thin (10 m thick) but horizontally coherent (1–10 km) bands of elevated dissipation observed in all transects (Figure 10). These “sheets” of active turbulence have horizontal to vertical aspect ratios of order of 100–1000. The word sheets, rather than “filaments,” is chosen because we assume some three dimensionality to the observed layers of high \( S^2 \); this three dimensionality is not observed directly but can be inferred by the fact that these structures are coherent over both many kilometers of across-shelf distance but also over many hours required to complete the transect as the flow is being advected past the ship (via the along-shelf jet). One example of such a feature is apparent in transect +197 hours, which contains two sheets separated by 30 m, each of which extend offshore nearly 15 km. We will demonstrate that this structure in dissipation is related to the structure of the shear; in particular, it is associated with regions in which constructive interference between the internal wave shear and the background shear produces very large values of \( S^2 \).

[29] The inverse Richardson number, \( Ri^{-1} = S^2/N^2 \), was computed for the thermal wind shear alone, internal wave shear alone, and the total shear field (Figure 11, one transect shown, other transects are similar). \( Ri^{-1} \) was chosen to aid visual comparison between regions unstable to shear instabilities (large \( Ri^{-1} \)) and elevated \( \varepsilon \). Most striking is the clear correspondence of \( \varepsilon \) with regions of large IGW-derived \( Ri^{-1} \), both of which take the form of long, thin patches. In contrast, the shear associated with the thermal wind field is weak and insufficient to elevate \( Ri^{-1} \) to near-critical values: The geostrophically adjusted jet, in the absence of the IGW field, would be unable to generate regions unstable to shear instability. Nevertheless, the thermal wind shear contributes to the elevated \( S^2 \) via superposition. Values of \( Ri^{-1} \) inside the 100-m isobath are generally higher than values outside (Figure 10), a result of the \( S^0 \) contribution to the total shear.

[30] The intermittent nature of the dissipation signal makes objective determination of a sheet of elevated \( \varepsilon \) difficult. Instead, we identify regions of large inverse Richardson number (\( Ri^{-1} > 1 \)). We refer to data falling within these regions as masked data; this mask has been contoured onto the dissipation map in white (Figure 11, bottom). The patches delineated by the mask are typically long (1–10 km) and thin (10 m) and clearly contain much of the observed elevated dissipation. Normalized histograms of \( \log_{10}(\varepsilon) \) for the entire data set, data within the \( Ri \) mask, and data outside of the mask were computed.

Figure 6. Magnitude of the shear spectra computed for each mooring as a function of frequency and depth. (top) Log of the power spectral intensity for each of the three moorings as a function of depth. (bottom) Vertically averaged spectral intensity for each mooring plotted in variance preserving form (the \( M_2 \) peak of mooring NIS has a peak value of \( 6 \times 10^{-4} \text{ s}^{-2} \)). Also shown is the location of the inertial frequency \( f \) and the semidiurnal frequency \( M_2 \). Shown in inset is the vertically integrated (in stretched coordinates) shear variance in the \( M_2 \) (solid line with circle) and near-\( f \) (dotted line with square) bands for each mooring. The shear variance of the near-\( f \) band and the \( M_2 \) band is estimated by integrating the frequency spectrum over periods 13.5–18 hours and 11.3–13.5 hours, respectively.
Mean values of $\varepsilon$ for each histogram demonstrate that the masked data contain a much higher-percentage of large $\varepsilon$; there is a factor of 5 difference in $\varepsilon$ between data falling within and data falling outside the masked regions. Because of the low occurrence of high-$\varepsilon$ events relative to low-$\varepsilon$ events we include a second metric to ascertain the usefulness of the masks in isolating high-$\varepsilon$ events: the cumulative distribution function (Figure 12b). We find that ~65% of the “large” $\varepsilon$ data ($\varepsilon > 3 \times 10^{-8}$ W kg$^{-1}$) is included in the masked regions, while only ~15% of “small” $\varepsilon$ data ($\varepsilon < 3 \times 10^{-9}$ W kg$^{-1}$) falls inside the mask. The percent of total area falling inside the mask is slightly less than 14% of the total cross-sectional area shown.

We define contiguous regions within the $R_i$ mask and refer to each as a “patch.” Patch statistics provide a quantitative description of the “shape” of the turbulence sheets identified by the mask. Note that the patches, in general, underestimate the cross-shelf length of mixing sheets because a small gap in the masked region will delineate two separate patches in the calculation. The horizontal resolution of the data is based upon the spatial distance between Chameleon profiles (~150 m). The vertical resolution of the data is based upon the vertical spacing of Chameleon data and ADCP bins. Although the data have been mapped onto 1-m vertical bins for dissipation and conductivity-temperature-depth (CTD) data, the resolution of the ADCP data (and therefore the patches) is ~4 m in the vertical. Patches included within these calculations were required to include at least 25 contiguous data points, effectively eliminating the effect of very small patches. An obvious concern is that the aspect ratio of the sampling may weight the observed aspect ratio simply because the vertical resolution is so much finer than the horizontal resolution. However, the aspect ratio associated with the measurements in the mask is ~40 (~150 m horizontal, cast to cast distance, and ~4 m vertical, bin size of ADCP), a value well below the peak of the distribution. This results in a total of 157 patches.

Histograms of patch width and patch height are shown in Figure 12c. The distribution of patch height shows a strong preference for patches with 5–15 m thickness: The largest patch height in the record is 30 m. In contrast, the patch width histogram does not have a similar unimodal
distribution. There are a large number of observed patches between 1 and 5 km in length, but there is a second peak in the distribution indicating a large number of ~25-km patches (patches that span the entire width of the cross-shelf transect). These very long patches correspond to the sheets of high-ε described previously qualitatively, such as that shown in the example cross section of Figure 10. Patch aspect ratio (path length divided by patch height) is characterized by a histogram that shows a broad peak corresponding to aspect ratios between 100 and 1000, with a maximum at 400 (Figure 11). Another concern is the proper way to measure patch width and height, given the large anisotropy of the patch dimensions and the fact that the patches often slope. Consequently, we define patch width as the maximum horizontal distance between all the contiguous points defining a single patch. In contrast, patch height is defined as the mean top-to-bottom separation of the patch across its entire extent.

4. Discussion

The preceding analysis demonstrates that regions of high Ri/C0 (formed by the superposition of the IGW field with the background thermal wind shear) coincide with regions of high ε. We expect that this is dependent upon the specifics of the flow: the topography of the shelf, the internal wave field propagating upon it, and the specific form of the low-frequency shear component, all of which may vary from region to region. Thus it is possible that there is an along-shelf spatial dependence that we cannot address here. However, we submit that the coincidence of a linear IGW field with geostrophically driven jets and coastal currents must be common in the coastal environment and therefore the elevated dissipation observed here should also be common.

Midwater turbulence generation in this data set requires the IGW field to provide the necessary shear. Another source of critical shear requiring an IGW field (resulting in midwater turbulence generation) was discussed by MacKinnon and Gregg [2003a, 2003b, 2005a, 2005b] wherein coastal midwater turbulence (somewhat weaker than described here, although still significantly above background levels) was hypothesized to be driven via transfer of energy through the IGW field to small scales. Thus the presence of a linear IGW field appears to be a critical component in the generation of coastal turbulence and mixing. Winkel et al. [2002] also found larger values of dissipation corresponding to region in which IGW shear was superimposed upon a low-frequency current shear (in their case, this occurred in the Florida Current; unfortunately,
their data were such that they were unable to decompose the IGW shear to determine if it was a Garrett Munk (GM)-like field or a narrowband wave field such as that observed here).

Unfortunately, oceanographic studies often ignore the dynamical impact of the internal wave field in experimental and modeling studies of the coastal ocean. This is particularly troubling in numerical models which employ a turbulence closure scheme (be it Mellor-Yamada, $k-$e, etc.) requiring knowledge of local $N^2$ and $S^2$. For models to properly account for mixing, either the model must include a realistic internal wave field (so as to properly drive the closure scheme) or an improved parameterization must be included to account for these processes. As the shear associated with the geostrophic flow is typically weak compared to the stratification, turbulence viscosity in the model will default to a “background” value within the core of such currents [Garvine, 1999] in the absence of a secondary shear source. This effect can be seen in a direct comparison between the observed flow field for the first of the 12 transects and a model simulation of that same flow field [Kurapov et al., 2005]. This model, as is the case with nearly all coastal models, did not include a IGW field (either M$_2$ or near f) and therefore produces a midwater column devoid of turbulence (and mixing) above background values.

4.1. Role of the Turbulent Stress Divergence in Jet Deceleration

Having discussed the observations of elevated midwater turbulence, we now discuss the effect this turbulence has on the background flow. To do so, we again turn to the PWA technique in order to calculate estimates of average turbulence quantities over timescales of the geostrophic flow’s variability (“low-frequency” timescales with respect to equation (1)). In order to ascertain the role of the enhanced turbulence on the geostrophic flow field we estimate an eddy viscosity and subsequently a turbulence stress. As discussed previously (equation (1)), we employ a three-scale decomposition to derive these quantities [e.g., Anis and Moum, 1995]. Dissipation $\varepsilon$ is estimated from shear microstructure measurements on timescales of seconds, derived from velocity fluctuations of the same timescale $u'$. Quantities averaged over that turbulence timescale are denoted by an overbar:

$$ \overline{S} = S_0 + \overline{\epsilon} \quad (2) $$

Having split the momentum equation into turbulence and averaged parts, one easily arrives at the turbulence kinetic energy equation. Introducing the assumption that the
turbulence is nearly steady state and turbulent advection is small,

\[ P = B + \varepsilon, \]  

where \( P \) and \( B \) represent the turbulence shear production and buoyancy production terms, respectively. For a turbulence energy balance as written in equation (3), eddy viscosity is estimated [Dillon et al., 1989] as

\[ K_V = \frac{\left(1 + \Gamma\right) \varepsilon}{|\mathbf{S}|^2}, \]  

where the mixing efficiency \( \Gamma \) is the ratio of the work done in increasing the potential energy of the system compared to that dissipated by viscosity: We use a typical oceanic value of 0.2 here [Peltier and Caulfield, 2003]. The denominator of equation (4) is the square of the shear of the averaged velocity field which we now expand into the thermal wind and IGW components:

\[ K_V = \frac{\left(1 + \Gamma\right) \varepsilon}{\left(|\mathbf{S}_\theta + \mathbf{S}|\right)^2}. \]  

Finally, turbulence stress \( \tau \) is defined as simply the product of \( K_V \) and the shear of the averaged velocity:

\[ \tau = K_V \rho \mathbf{S} = \frac{\left(1 + \Gamma\right) \varepsilon}{\left(|\mathbf{S}_\theta + \mathbf{S}|\right)^2} \left(\mathbf{S}_\theta + \mathbf{S}\right). \]
Equations (5) and (6) are estimates of the eddy viscosity and turbulent stress in the averaged momentum equations, where that averaging is on timescales long compared to turbulent timescales. In the context of the three-scale decomposition of equation (1) we wish to average this equation again, separating fluctuations on the timescales of the IGWs field from that of the “low-frequency” thermal wind jet. Again, within this study that averaging was defined as the 9-day average, for which we used angle brackets to denote, such that $S_0 = \langle S \rangle$. As all the microstructure data were obtained from shipboard Chameleon measurements, this averaging process is necessarily performed using the PWA in the same manner as discussed previously:

$$K_{F0} = \frac{(1 + \Gamma)\varepsilon}{\langle S_0 + \bar{S} \rangle^2}_{\text{PWA}}.$$  \hspace{1cm} (7)

$K_{F0}$ ranges from $10^{-5}$ to $10^{-4}$ m$^2$ s$^{-1}$ in the core of the jet. The cross-shelf structure of $\tau_0^D$ is shown in Figure 13 (right); $\tau_0^D$ is large within the region of thermal wind shear, with near-zero values offshore; for comparison, $\varepsilon_0$ (Figures 12a and 12c) is also shown; $\tau_0^D$ is largest at the base of the upwelling jet inside the 100-m isobath (with a value of $\sim 10^{-7}$ W kg$^{-1}$), coincident with the location of maximum thermal wind shear (contours, Figure 13). A significant correlation ($r = 0.42-95\%$ confidence interval [0.40–0.45]) is found between $\tau_0^D$ and log$_{10}(\varepsilon_0)$; $\varepsilon_0$ tends to be highest where the upwelling jet shear is also large.

The vertical divergence of turbulence stress acts to accelerate/decelerate the local flow

$$\frac{\partial \tau}{\partial t} \propto \frac{1}{\rho_0} \frac{\partial \tau v}{\partial z}.$$  \hspace{1cm} (8)

Figure 10. Observed cross-shelf dissipation sections for each of the 12 transects conducted. The first transect is shown at the top left, moving sequentially to the right and down. Values in the bottom and surface mixed layers are typically higher than $10^{-7}$, and are therefore saturated.
Differentiation of equation (8) with depth reveals that the curvature of the stress profile produces time rate of change of the vertical shear profile:

$$\frac{\partial S_y}{\partial t} = \frac{1}{\rho_0} \frac{\partial^2 \tau_y}{\partial z^2}.$$  

(9)

Using equation (9), we estimate the impact of $\tau_y^0$ on the thermal wind jet. While this quantity is noisy, there is clearly a band of elevated $\tau_y^0$ at middepth; the mean profile contains a maximum in $\tau_y^0$ near the center of the water column, colocated with the region of maximum shear in the thermal wind jet (Figure 14). (The mean profile was calculated from profiles in a 10-km swath, centered at the 100-m isobath.) The convex curvature associated with this profile is negative, indicating that the effect of the turbulent stress is to decrease $S_y$ with time. We employ a second-order polynomial fit over a selected region of a spatially averaged profile of $\tau_y^0$ (between $x = 5$ km and $x = 15$ km) to estimate the curvature. The fit was performed across data that fall between water depths of 40 and 70 m, chosen as the region over which the thermal wind shear is a maximum. (This fit is chosen as a reasonable estimate of the curvature associated with the midwater maximum in stress shown in Figure 12. The minimum bound on stress curvature would be that associated with the fit from surface to bottom, while the maximum would be the curvature associated with the peak found at $\sim$50-m depth (Figure 13). We chose the discussed fit on the basis of the width of the peak in thermal wind shear, also found at $\sim$50 m (but with a considerably wider profile) as a reasonable estimate of the curvature associated with the stress found at the peak of the thermal

Figure 11. Richardson number dissipation comparison for transect +197 hours. (top) Three images maps of a Richardson number quantity $\log_{10}(\text{Ri}^-1)$, such that positive values (yellow-red) correspond to unstable $\text{Ri}^-1$ and negative values (blues) indicate stable $\text{Ri}^-1$. (left) $\text{Ri}^-1$ calculated from the thermal wind shear alone, (middle) $\text{Ri}^-1$ calculated from the IGW shear alone, and (right) $\text{Ri}^-1$ from the total shear field. (bottom) Plot of $\log_{10}(\varepsilon)$ for the same transect. Note the qualitative correspondence between the observed dissipation and regions of elevated $\text{Ri}^-1$, with a contour (white) which delineates a mask in which $\text{Ri}^-1 > 1$. 

Richardson number dissipation comparison for transect +197 hours. (top) Three images maps of a Richardson number quantity $\log_{10}(\text{Ri}^-1)$, such that positive values (yellow-red) correspond to unstable $\text{Ri}^-1$ and negative values (blues) indicate stable $\text{Ri}^-1$. (left) $\text{Ri}^-1$ calculated from the thermal wind shear alone, (middle) $\text{Ri}^-1$ calculated from the IGW shear alone, and (right) $\text{Ri}^-1$ from the total shear field. (bottom) Plot of $\log_{10}(\varepsilon)$ for the same transect. Note the qualitative correspondence between the observed dissipation and regions of elevated $\text{Ri}^-1$, with a contour (white) which delineates a mask in which $\text{Ri}^-1 > 1$. 
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wind shear layer. Given the range of reasonable estimates of curvature in the stress, this temporal estimate is likely to be accurate within a factor of \( \sim 3 \).}

A decay timescale associated with changes in shear magnitude can be estimated using the fit to the turbulence stress profile. Fitting to the region of maximum velocity shear between 20 and 50-m depth (dashed black line) results in \( \left(1/\rho_o \right) \left( \partial^2 \tau / \partial z^2 \right) \approx 4 \times 10^{-3} \) s\(^{-1}\). This value is consistent with the fact that the thermal wind jet is geostrophic to first order, as the magnitude of the geostrophic terms in this flow is \( f S_0 \gamma \approx 5 \times 10^{-1} \) s\(^{-2}\) or 2 orders of magnitude larger than the turbulent stress curvature. While the jet is most certainly in near-geostrophic balance, the turbulent stress divergence is significant in the second-order force balance. In the absence of any additional energy input (removal of the surface wind stress) the spin-down time of the geostrophic shear from internal turbulent stress is \( \Delta t = O(10) \) days.

\[ K_{o,\theta} = \frac{T \varepsilon}{\left( \nabla^2 \right)_{\rho,\alpha}} \]  

Values of \( K_{o,\theta} \) resulting from equation (10) are at least 5 orders of magnitude above molecular diffusivity of salt, over the entire cross section. To illustrate the result of this

---

**Figure 12.** Statistics associated with the masking routines used to identify dissipation patches. (top left) Normalized histograms of \( \varepsilon \) for various subsets of data. Also shown are the mean values of dissipation for each subset, marked by small vertical lines along the abscissa. (top right) Percent of total dissipation values in each bin included within each subset. (bottom left) Histograms of patch width (maximum across-shore extent of each patch) (black line) and patch height (average height of each patch) (blue line). (bottom right) Histogram of patch aspect ratio.

4.2. Enhanced Coastal Mixing

Irreversible mixing affects any scalar within the coastal waters, including both dynamically important (temperature and salinity) and biologically important (e.g., dissolved oxygen) scalars. As a particularly relevant example, Hales et al. [2005] examined nitrate flux off Oregon’s coast. They found that the flux of nitrate from near-bottom to near-surface waters due to turbulent mixing was approximately 1/4 of the total transport: a significant and irreversible contributor to the nitrate flux which plays a significant role to the high-productivity seen on the shelf. (The remaining 3/4 of the total nitrate flux to surface waters was contributed directly by Ekman transport.)

Enhanced mixing may be indirectly important to the dynamics of the thermal wind shear by mixing the temperature and salinity fields which support the cross-shelf pressure gradient [e.g., Dewey and Moum, 1990]. The 9-day mean eddy diffusivity is defined as [Osborn, 1980]
Figure 13. (left) Mean dissipation cross section $\varepsilon_0$. (right) Along-shelf turbulent stress estimate $\tau_0^y$. Averages were computed using the phase-weighted averaging technique described in text. Also plotted are contours of the low-frequency along-shelf shear.

Figure 14. Comparison between (left) thermal wind shear estimate $dv/dz$ and (right) low-frequency turbulent stress $\tau_0^y$. Both the shear and the turbulent stress are an along-shelf average of profiles centered at between $x = 5$ km and $x = 15$ km. A second-order polynomial is fit to the observed curvature in the turbulent stress (dashed black curve). The region fit to the polynomial corresponds to the region in which the thermal wind shear is a maximum, between 40-m and 70-m depth. The curvature of the fit is an overestimate of the curvature of the water column from top to bottom, but it is clearly an underestimate of the curvature associated with the peak of the thermal wind shear.
enhanced diffusivity, we employ Chameleon’s observations of salinity $S_a$ to calculate the salt flux:

$$F_{S_a} = \left( K_r \frac{dS_a}{dz} \right)_{\text{PWA}}.$$  \hspace{1cm} (11)

[46] The turbulence driven salt flux is most significant inside the 100 m isobath ($\sim 10^{-6}$ practical salinity units (psu) m s$^{-1}$, Figure 15) where $F_{S_a}$ exceeds that outside this turbulent “core” by more than an order of magnitude. Offshore of this region, we observe a band of high salt flux near the base of the isopycnal structure associated with the upwelling jet ($\sim 10^{-7}$ psu m s$^{-1}$). This band also has significantly elevated salt flux, albeit slightly less than that present in the core. Although the salt flux is particularly large along the base of the jet, we note that the salt stratification is not particularly large in this location (as shown by the isohaline contours). Instead, this band of elevated flux is driven by the enhanced turbulence (as suggested by the stress profile in Figure 14). Both the salt flux found inshore of the 100-m isobath and that along the base of upwelling jet offshore of that location are many orders of magnitude higher than that predicted by “background” eddy diffusivity of numerical models acting upon the same salinity gradient.

[47] We compare this to the salt transported by advection toward the coast by the upwelling circulation. Assuming a value of $F_{S_a}$ along the bottom of the upwelling jet of $\sim 5 \times 10^{-7}$ psu m s$^{-1}$ across a 30-km-wide shelf, there is an upward salt transport of 0.006 psu m$^2$ s$^{-1}$. During upwelling season, dense salty fluid is being advected toward shore in the bottom mixed layer, while simultaneously mixed upward via the turbulence. From CHAMELEON profiles we estimate that the salt differential $\Delta S_a$ between the bottom boundary layer and the coastal environment above is typically $\sim 0.5$ psu. To balance this upward salt transport, the average transport in the BBL must therefore be $\sim 0.03$ m$^2$ s$^{-1}$. Perlin et al. [2005a] estimated the transport within the BBL by tracking the movement of isopycnals over a 9-day period. Typical BBL thickness was $\sim 10$ m, requiring an average BBL velocity $\sim 0.003$ m s$^{-1}$ ($\sim 300$ m d$^{-1}$) onshore. In comparison, Perlin et al. [2005a] observed BBL velocities ranging from 6 km d$^{-1}$ (onshore) to $-4$ km d$^{-1}$ (offshore) over the study period.

[48] Dynamically, an enhanced vertical transport of salt (combined with a similar enhanced transport of heat) should result in a significantly weakened cross-shelf density gradient and likewise a weakened thermal wind shear. If mixing were significantly reduced (for instance, if the IGW field were absent) in the midwater coastal ocean, the only strong surface-to-bottom transport will occur very near the shore where the surface mixed layer (SML) and BBL merge. In this case, the salt advected onshore in the bottom Ekman layer will tend to be transported farther onshore, producing a saltier coastal ocean near-shore, with stronger density gradients.

5. Summary and Conclusions

[49] The major results of this study are summarized as follows:

[50] 1. Three primary contributors to the shear are the slowly varying thermal wind, the $M_2$ internal tide, and near-$f$ waves, all of which were of similar magnitude, with the thermal wind shear being approximately a factor of 2 less than the magnitude of the higher-frequency fluctuations.

[51] 2. The $M_2$ internal tide was found to dominate the internal wave signal near shore, while the near-$f$ band was
found to be more important offshore. The IGW shear magnitude was found to be larger, on average, in locations at which the thermal wind shear was also larger. This correspondence effectively concentrates the largest values of both shear components at the base of the upwelling jet where the largest values of (average) dissipation are also observed. We are unable to determine if this effect is simply due to the presence of increased density gradient in the same region or if there is nonlinear interaction between the two signals that contributes.

[53] 3. Sheets of elevated dissipation are found to be colocated with regions of large inverse Richardson number. Continuous regions (referred to as patches) were located, and statistics on these patches were computed. The patches were found to be typically ~10 m in height and many kilometers in cross-shelf width. Elevated dissipation values are most densely concentrated inshore of the 100-m isobath colocated with the region of maximum thermal wind shear.

[54] 4. The mean turbulent stress was calculated via the weighted averaging technique used to resolve the low-frequency shear from shipboard observations. The stress divergence is found to be of secondary importance in the momentum balance. The spin-down timescale of the geostrophic shear (isopycnal flattening) due to the turbulent stress is ~2 weeks.

[55] 5. Most importantly, it is demonstrated that the enhanced turbulence greatly increases the turbulent diffusivity within the upwelling jet. It was found that values of turbulent diffusivity are increased 5 to 6 orders of magnitude above molecular in the case of salt. Using the salt flux estimates calculated from this study, we find that the necessary salt transport in the bottom boundary layer from Ekman dynamics is consistent with observations. The enhanced on-shelf turbulent mixing therefore produces scalar transports consistent with the salt flux driven by the midshelf turbulence. This enhanced coastal mixing via turbulent transport is clearly important to the ecology of the shelf [e.g., Hales et al., 2005], in that a whole host of biologically relevant scalars are affected by the magnitude of the vertical turbulent transport.
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