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The dynamic behavior of the joint operation of the phase-locked loop and auto­

mated gain control is studied in computer simulations. Filters providing phase-lag 
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FEEDBACK DESIGN FOR SAMPLED ANALOG
 
PHASE AND GAIN DETECTION IN MDFE
 

1. INTRODUCTION
 

Multi-level decision feedback equalization (MDFE) was developed by 

J.G. Kenney, L.R. Carley and R. Wood [1]. It is a sampled analog signal pro­

cessing scheme for the recovery of data from hard disk drives. The data is stored by 

alternating the polarity of the magnetic flux on a track. The playback head senses 

changes in the flux polarity and outputs a pulse based upon a transition. For cor­

rect detection of the symbols by MDFE, the sampling of the signal and the clocking 

of the sampled analog components in the system are essentially dependent on the 

timing intervals of the readback signal. The recovery of this timing information by 

a phase-locked loop is a crucial issue for the functionality of MDFE. In this thesis, 

simple functions for determining timing information will be examined. Another es­

sential building block within MDFE is the automatic gain control. Detection of the 

signal gain and adjustment is required for obtaining distinct signal levels. This ne­

cessity emerges from the principles of digital communication systems which require 

specific signal levels for correct operation. 

Decision feedback is one of the basic concepts for symbol detection within 

a magnetic recording system. As the upcoming information age has created an 

enormous demand for the storage of digital data, the density stored in a single 

system needs to be increased to meet these demands. Besides technological issues 

like the design of the magnetic head and suitable disk media, the storage density 
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USER BITS BIT OUTPUT 

DECODER 

DETECTOR 

EQUALIZATION 

MEDIA 

Figure 1.1. System for magnetic recording 

is highly related to the signal processing techniques available for the problem of 

data recovery. The general similarity of the disk read and write processes to data-

detection and transmission in communication systems has spawned considerable 

interest in applying coding and equalization methods for magnetic recording and 

developing similar signal processing schemes. 

The entire system for magnetic recording described in general is shown in 

figure 1.1 and consists of six main parts: (1) Data encoding (2) symbol generation 

by the precoder (3) the magnetic recording channel (4) equalization and shaping of 

the received signal (5) symbol detection device and finally (6) data decoding. 

One of the first and widely used concepts is peak detection [2]. As shown 

in figure 1.2, the write head changes the polarity of the flux on the disk when an 

encoded data value of 1 is to be stored. Consequently the detection method retrieves 

these peaks of the readback current. An implementation is shown in figure 1.3. 

Transitions are detected via computation of the derivative of the readback signal 

and checked on zero crossings. A clock is necessary for enabling this checking, 

which has to be retrieved from the readback signal. To improve the perfomance, 
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Figure 1.4. Decision Feedback system 

a minimum number d of sample clock cycles between transitions is used. This 

contributes to a reduction of linear Intersymbol Interference (ISI) in the readback 

channel and nonlinear ISI during the writing process. Peak detection has inherent 

deficiencies, when the density of the stored symbols is increased and the minimum 

run length limitation d no longer sufficiently separates transitions. Peak shifts or 

missing peak errors may result from the ISI. 

A more advanced concept to cope with ISI is called Decision Feedback Equal­

ization (DFE), which is explained in [4]. DFE cancels post-cursor ISI by convolving 

previously detected symbols with the estimated impulse response of the caused ISI. 

A block diagram is displayed in figure 1..4. The forward path consists of a matched 

filter which matches the step response of the magnetic recording channel. The read-

back signal is equalized to minimum phase yielding causal intersymbol interference. 

The causal intersymbol interference is introduced by previous symbols. A cancella­

tion of this ISI can be achieved by subtracting the output of a feedback filter from 

the signal at the end of the forward equalizer. The feedback filter uses the already 
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detected symbols for shaping the corresponding cancellation signal. The complexity 

of this filter increases linearly with the impulse-response length of the allowed ISI. 

Detection of the symbols is performed by a single threshold slicer which is an advan­

tage over systems implementing complex detection algorithms. The cancellation of 

ISI is very effective and achieved with limited complexity of the equalization filters. 

Complexity impacts power consumption of the system and required chip area. Both 

are important factors for a practical design. 

The bit error rate can be improved significantly if the detection scheme im­

plements knowledge of the symbol coding. A highly recognized detection algorithm 

is referred to Viterbi detection and is described in [3]. Viterbi detection is based on 

maximum likelihood schemes comparing the possible symbol paths (trellis) back un­

til the paths converge. The depth of this search may vary depending on the symbol 

sequence and requires a large number of additions. 

A simplification of this algorithm proposed by Moon et al. [5] is called Fixed 

Delay Tree Search with Decision Feedback (FDTS/DF). The block structure is 

shown in figure 1.5. It merges the concept of DFE combined with a simplified 

maximum likelihood detector implemented as a linear comparator stage in combi­

nation with a single threshold slicer. While the depth of the tree search is limited to 

two symbols, there remains considerable complexity in the linear comparator stage, 

as several multiplications and additions have to be carried out which demands con­

siderable effort for a fast realization. 

Multi-level Decision Feedback Equalization (MDFE) is a more recent devel­

opment which performs within 2dB of the matched filter-bound for channels using 

the 2/3(1,7) run length limited code. Its power has been demonstrated in several 

publications [5] [1]. The concept of MDFE is based upon FDTS/DF with a consid­

erably simpler detector than FDTS/DF while it achieves exactly the same perfor­



6 

Linear 

Readback 

Signal 
W(D) 

r(kT) 

Tree-Search 
Stage

y(kT) 

BO(D) 

slicer 

detected 

symbols 

A 

a(kT) 

Forward-
Filter 

q(kT) 

B 1(D) 

Feedback-
Filter 

Figure 1.5. FDTS/DF system 

mance. MDFE advantageously integrates the functionality of the linear comparator 

stage used in FDTS/DF for realizing the tree search into the forward and backward 

path. The forward path of MDFE is implemented in contiuous-tim analog analog 

architecture rendering fast and simple circuits. As the detection scheme operates 

on a sampled basis in discrete-time domain, the output of the forward equalizer 

has to be sampled at the appropriate instants to ensure the detection capability 

and prober cancellation of post-cursor ISI. Furthermore, as the signal levels of the 

feedback path are determined by the FIR coefficients and the detected symbols with 

fixed amplitude of +1, the gain of the forward path has to be set accordingly to 

preserve the multi-level eye of the detection scheme. 

This thesis presents suitable phase and gain detection schemes and the fil­

ters included in the phase locked loop for the timing recovery and the automatic 

gain control. In the next chapter the structure and signal processing of MDFE is 

described as background of the sample and phase detection. In a third chapter, the 

coding scheme is briefly explained as well as its statistical properties which can be 
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used for simplified evaluation of the system behavior. The symbol patterns during 

both acquisition and tracking mode are explained. Noise and ISI characteristics of 

MDFE are given. With this knowledge an optimal point for sampling the mainlobe 

in the pulse response of the forward path is computed and optimal backward equal­

izer coefficients are selected. Chapter 4 describes concepts for the phase and gain 

detection derived from a minimum mean square criterion and evaluates the perfo­

mance of different concepts. Then the loop filters for both the timing recovery and 

the automatic gain control are designed and their transient behaviors displayed. For 

the case of acquisition mode the transfer-functions are developed and their frequency 

behavior evaluated. A hardware implementation in CMOS technology for both the 

phase and the gain detection is presented in Chapter 5. The applied switched cur­

rent mode technique ensures fast and low power consuming circuits. Additionally a 

discussion of nonideal effects is given. Chapter 6 contains the conclusion and in the 

Appendix the SABER simulator and the MATLAB simulation are described. 
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2. BACKGROUND - MDFE 

One of the advantages of MDFE proposed in its most recent version [6] is 

its analog architecture of most components implying low complexity. The complete 

architecture is displayed in the appendix. 

2.1. FORWARD PATH 

controlling 

voltage p(t)*g(t) p(t)*g(t)*f(t) w(t) 

T 

g(t) --4-1 f(t) c(t) 
r(kT) 

anti aliasing Leaky Integrator
Readhead alIpass Sampling 

One pole Lowpassfilter 

Figure 2.1. Forward path of MDFE 

The block diagram of the forward path is pictured in figure 2.1. A thorough 

understanding of the underlying signal processing is an essential prerequisite for the 

design of the phase and gain detection. The starting point for a detailed analysis 

of the MDFE system is the input of the forward path. The RLL coded symbols ak 

form a symbol stream consisting of +1 and 1. The data symbols are fed into the 

recording channel at a rate of 100 Mbit/s which equals a symbol spacing of 10 ns. 

Each symbol can assume an amplitude of +1 or 1. The recording process can be 

characterized by the response of the readhead to a unit positive transition. It is a 
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Figure 2.2. Step response s(t) 

common practice to model the step response s(t) of the magnetic read head by the 

symmetric Lorentzian pulse, which is given as 

s(t) = 
1 

2x 1 < x < 1.5 (2.1)
2i 

1 
_L (PW50) 

The parameter PW50 is called the 'half-height-width' of the Lorentzian pulse, while 

t stands for the time variable. For the original Lorentzian, parameter x is set to 1. 

However, x > 1 can yield a more accurate model [2]. The response to a data symbol 

pulse can be expressed by a convolution with the term (1 D), where D refers to 

a unit delay. This renders the so-called dibit response p(t): 

p(t) = s(t) s(t T) (2.2) 

The dibit response is implemented in the simulation as FIR filter. The real behavior 
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Figure 2.3. Dibit response p(t) 
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of the readhead is transformed into a valid model by introducing an oversampling 

factor of four for the head response. In sampled data systems oversampling effects 

an interpolation between the regularly spaced samples [7]. The frequency charac­

teristics of the readback signal exhibits bandpass behavior with the bulk of energy 

shifted towards lower frequencies as the storage density PW50 increases. 

As the amplitude levels may vary due to changes of tracks or flying height 

variations of the readhead, the gain has to be adjusted dynamically according to the 

measured gain error. The appropriate control of the variable-vain amplifier (VGA), 

which is used for this purpose, is a major part of this thesis. 

At the output of the VGA the signal u(t) is obtained as 

Tu(mT) = E ak_np(kT mT) v(kT) + n(kT)v(kT); To = ity (2.3) 

m = 4 k + {0,1,2,3} 

The variable v expresses the gain of the VGA. T is the symbol period, while M 

stands for the oversampling factor. 

It has been shown in [8] that high density recording channels using a 2/3 

(1,7) run-length limited code are sufficiently bandlimited. An anti-aliasing filter 

is used to attenuate high-frequency noise, which is implemented as a fourth-order 

Butterworth low-pass filter with a cutoff frequency of .d--,,,-, where T denotes the 

symbol period divided by the oversampling factor. This filter achieves a reduction 

of high frequency noise. 

It has been found [6] that an additional leaky integrator with impulse re­

sponse f(t) provides better equalization. Allpass-equalization, which follows next, 

has been shown to be an advantageous forward filter for decision feedback equaliza­

tion [9]. The allpass filter c(t) is designed to achieve a minimum phase system by 
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Impulse responses g(t) g(t) f(t) 1(t) = g(t) ' f(t) ' c(t) 
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Figure 2.4. Impulse responses of g(t) g(t) * f (t) 1(t) 

a pole-zero cancellation. The output is characterized by a sharpened leading edge 

compared to the pure dibit response to reduce uncancellable pre-cursor ISI. The 

bulk of energy is moved to the mainlobe and the trailing end, where the concept of 

DFE can cancel this post-cursor ISI. Hereby an asymmetric response is shaped. Un­

fortunately, a slight pre-cursor undershoot is evident in the signal from the allpass 

filter. 

The impulse response of the anti-aliasing filter (AAF) g(t), together with the 

following intergrator f(t) and the allpass c(t) form the impulse response 1(t) of the 

entire forward equalizer 

1(t) = g(t) * f (t) * c(t) (2.4) 

The impulse responses are shown in figure 2.4. At the output of the forward 
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equalizer, the signal is sampled. This is a decisive point for the performance of 

the detector. As the phase and the frequency of the received signal may vary as a 

result of phase jitter and noise, the timing of the sampling has to be adjusted in a 

dynamic manner to guarantee the functionality of the following detection process. 

The oversampled channel response to a pulse ak is determined by the equation 

w(kT) = [u(mT) *1(mT)]kT = [u(mT) * g(t) * f(t) * c(t)]kT (2.5) 

The graph of w(t) together with the other impulse responses appearing in the for­

ward path is shown in figure 2.5. For a symbol sequence {ak} we obtain at the 

output of the Forward-path, shown in figure 2.6: 

r(kT) = E ak_nw(To + nT) + n' (kT) (2.6) 

The sampling phase is denoted by To; coloured noise is represented by n'. 

2.2. FEEDBACK AND DECISIONS 

Past decisions a, E { +1, 1} serve as input to the backward equalizer. The 

goal of the feedback path is to cancel as much intersymbol interference as possible. 

The bulk of the intersymbol interference was shifted by the forward equalizer to 

the trailing end of the pulse response w(t) where it causes post-cursor ISI. This is 

desired, as the corresponding symbols have already been detected. The principle of 

DFE provides compensation of this ISI by convolution of the past decisions with 

the corresponding values of wk in an FIR filter. The coefficients bk of the backward 

equalizer im MDFE are then determined in the following way: 

{w1 w-1 k = 1 
bk = (2.7) 

wk 2 < k < L 
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It is shown in [6] that the entire tree search of the Viterbi maximum likelihood 

detection can be expressed by a 2-tap FIR-Filter. In MDFE, this filter is contained 

in the forward and backward path, which jointly shape the multi-level eye. The 

summed slicer-input takes the form 3.7 

Y(k11) = w-i(ak+i + ak-1) + ak + /Sit, + n'(kT) (2.8) 

where the term /S/ti denotes uncancelled intersymbol interference. This is illus­

trated in figure 3.7 and further explained in chapter 3. Decisions are made on the 

middle symbol according to the decision rule 

+1 y(kT)> 0 
ak (2.9) 

-1 y(kT) < 0 

Because the symbols are coded with a minimum run-length constraint in 2/3(1,7) 

RLL code, there must be at least d = 1 symbols between transitions ak_i = 

+1 ak = -1 and ak_i = -1 -* ak = +1, respectively, such that at least two se­

quent symbols a have the same polarity. For that reason the sequences { -1, +1, -1} 

and { +1, -1, +1} are not allowed. 

Neglecting the uncancelled ISI and the noise, the input to the slicer can take 

on the following four values 

yk e {-2w_i 1; 1; +1; +2w_1 + 1} (2.10) 

This leads to the characteristic waveforms for the slicer-input. A simulation plot of 

the sampled forward equalizer response, the output of the feedback filter and the 

slicer-input as summation is displayed in figure 2.7. 
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Figure 2.8. Block diagram of the Timing Recovery system 

2.3. TIMING RECOVERY AND GAIN ADJUSTMENT 

All the discrete-time operated blocks in MDFE are clocked by the timing 

recovery system. It uses the block diagram depicted in figure 2.8 . Phase detection 

is performed based on the prior decisions a k and the slicer-input values yk. The 

phase error 0 is passed to the loop filter which is a sampled filter with impulse 

response ph(z). In the following voltage-controlled oscillator (VCO) the sampling 

frequency is added as basic frequency and the adjusted clock signals are obtained 

as output. 

The slicer-input and past decisions are also passed on to the automatic gain 

control as can be seen from figure 2.9. The gain error Ag is modified in the sampled 

analog loop filter; an integrator is a necessary component for noisy gain error signals. 

The controlling voltage for the VGA is comprised of a constant nominal gain and 

the output of the loop filter. 
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Figure 2.9. Block diagram of the Automatic Gain Control 
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3. SIGNALS AND SYMBOLS IN MDFE 

3.1. 2/3 (1,7) RLL CODING 

Incoming user bits are encoded in two steps into symbols ak which are suitable 

for transmission and detection in a communication system. The input consists of 

user bits 0 and 1, which are equally likely. It has become a common practice to use 

mln(d,k) run-length limited codes, specifying both the minimum and maximum 

number of data symbols 0 between two symbols 1 in the encoded symbol string. The 

minimum run-length constraint d was introduced to increase the minimum spacing 

between magnetic transitions; as already mentioned, this contributes to attaining a 

reliable detection of peaks. MDFE depends on the presence of this constraint. The 

maximum run-length constraint k puts an upper limit on the number of consecutive 

zeros. As the phase and the gain updating depend on the occurence of transitions, 

this ensures that these values can be updated within reasonable time periods. The 

rate m/n indicates the ratio between the number of symbols n used to encode m 

user bits; an upper limit for this ratio is inherently determined by the run-length 

constraints (d, k). In our case, 3 symbols are used to encode 2 user bits. Given these 

constraints, we can draw the run-length-diagram shown in the appendix. The coding 

of the user bits into the actual symbol sequences is defined by a look-up table shown 

in table 3.1, which incorporates the coding rules. Certain combinations of user 

bits would lead to violations of the constraints. In this case, the assignment of the 

current and preceding codewords are changed according to the substitution table. 

A finite state description is found in the appendix. By this coding scheme there 

is an inherent correlation between symbols introduced which is explained in more 
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User Bits Code (Basic) User Bits Code (Violations) 

00 101 00.00 101.000 

01 100 00.01 100.000 

10 001 10.00 001.000 

11 010 10.01 010.000 

Table 3.1. RLL 2/3(1,7) Look-up table 

ao al a2 a3 a4 a5 a6 a7 a8 

(-1) (trans.) 1 1 0.2185 -0.2816 -0.2816 -0.0813 0.048 0.046 

1 0.3909 -0.2180 -0.3427 -0.1612 0.0169 0.0843 0.0637 0.032 

Table 3.2. Mean values for symbols ak given ao = 1 and transition 

detail in the appendix. After the encoding, the coded sequences 01001000 are 

converted into the binary symbol sequence a E {1, 1} by the precoder to achieve 

a zero mean value suitable for the magnetic recording operation. Each 1 translates 

into a change of polarity, while a 0 keeps the same polarity, e.g. 

{ 01001000 - } ---> { 1,1, 1, 1, 1,1,1,1 } 

Expected values .E{ a, 
1 ao = 1} were calculated for the sequence 

ak+i, ak+2, based upon the inherent correlation provided by the coding. This 

was done both for the case of just one detected symbol elk in general and also if a 

transition has occured between ak_i and ak. The results are stated in table 3.2. 

An important quantity is the average run-length, which is well confirmed by the 

random sequences generated for the SABER simulation and given in [11] as 
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240
Erunlength = 73 = 3.2877 compare to SABER: E = 3.28322 (3.1) 

Those results allow a convenient computation of average behaviors of the system 

which can be used advantageously for evaluating phase error curves quickly; thereby 

giving a true representation of the behavior with actual random data as the summed 

variance decreases with the inverse of the number of data symbols. The knowledge 

about correlated symbols can also be used to introduce a compensation for pre-

cursing undershoot, as from the detected symbol ak the mean values for ak+Ilak+2 

canbe used as prediction. 

3.2. NOISE AND INTERSYMBOL INTERFERENCE 

Noise may be generated in the recording channel as an effect of track changes, 

unequally spaced transitions and by noisy components. Further discussion of noise 

is found e.g. in [20]. In the simulation model, noise is introduced as white noise in 

front of the VGA and then passes through the anti-aliasing filter, the integrator and 

the allpass. The power-spectrum of the white noise at the input is denoted as 

No = o- n2 = constant (3.2) 

The power spectrum of the colored noise after the forward equalizer 

1(t) = g(t) * f (t) * c(t) can be written as 

+co 

Unc = Prn 2 1 GUW)F(il.4))C(.7W) 12 cL, (3.3)
27r 

+co 

= 2 f 1(02 dt (3.4)un 

,2 . `-' E l(mT + To + 7)2 (3.5)to2(n7,0) 
m 

http:GUW)F(il.4))C(.7W
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Eqn. 3.4 can be written in accordance to Parseval's Theorem due to the fact that 

the noise at the input is assumed to be white and uncorrelated, the integral of 

eqn. 3.4 simplifies in the discrete-time domain to the sum of eqn. 3.5 scaled by the 

normalization factor w2 (To ) Parameter To stands for the desired sampling point and 

T represents a phaseshift within the range of a half time interval. The noise is not 

affected seriously by a small phaseshift, as can be seen from figure 3.1. Intersymbol 

interference (ISI) is present in the system as a result of the superposition of the 

responses of the readhead to symbol transitions. Equation 3.6 gives an expression 

for the ISI at the slicer-input as a function of sampling point To and phaseshift T. 

N 
1-2 EY/S/ = w2(To) kak, w(nT + To + 7)] ao W(To T) ak_i bi]

[
n=-00;n0 i=1 

(3.6) 

Reasonable upper and lower bounds for the summation > a w are +14 and 7, 

respectively, as only the samples w_7 w14 contribute nonnegligible values. The 

backward equalizer is assumed to be shorter than the causal ISI. Undershoot caused 

by post-cursor ISI is responsible for the lower margin of the ISI, so that even in the 

case of perfect settling at the sampling point To selected by the backward equalizer 

coefficients at phaseshift T = 0 a small amount of ISI remains, which was measured 

to be -14 dB. The ISI and the noise as a function of phaseshift 'r are depicted 

in figure 3.1. This plot was taken at a Signal-to-Noise-Ratio (SNR) of -20 dB. 

It becomes clear that the correct timing recovery and dynamic adjustment of the 

sampling phase is a major requirement for proper functionality of MDFE: i.e. the 

signal suffers severe of ISI when it is not sampled at the optimum phase. Therefore 

a fast and reliable timing adjustment is necessary. A variation of the gain gives a 

deviation proportional to the value of v(kT). 
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ISI & Noise (dB) as a function of phaseshift 

16 

18 
Noise (p=1)
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5 4 3 2 1 50 1 

phaseshift x109 

Figure 3.1. /S/2 and noisepower as a function of phaseshift r 

For the Signal-to-noise-ratio (SNR) we use the sum of the colored noise power 

and the power of the ISI present at the input to the phase and gain detectors. MDFE 

uses the slicer-input to generate gain phase errors. We define 

2 

SNR = (3.7)
an2c(noise) 

-g2using for the signal-power the contribution of the symbol upon which a decision 

is carried out 

-g2 w0)2 
1 for correct sampling phase (3.8) 

The bit error rate P, and the power of ISI and noise are related by the Q-function, 

using a Gaussian random variable with ois/ = Os/ as approximation for the influ­

ence of ISI as presented in [14]. If we let the sum of ISI and noise 
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S = E
co 

[(ak, w(nT + To + 7) ao w(To + 7) E ak_i bi + n'(kT) 
n=po;n00 i=1 

(3.9) 

then with vs = an2c 

approximately by 

als/ the worst-case probability P, for a biterror is defined 

P, = P[I S > 1] (3.10) 
+00 

= pe(u)du (3.11) 
1
 

1 (t)2 du (3.12)fiTras 
1 

Applying the Q-function 

+co 

Qe((/) = 1 f e-lu2 du
"Tr a 

we obtain finally 

+00 

P, = 1 f C2u2du (3.13)
VTir 

Qs
 

I \ 
= (3.14) 

The bit error probability as a function of phaseshift is shown in figure 3.2. 

3.3. SYMBOL PATTERNS AND SIGNAL SHAPES 

3.3.1. Tracking mode 

In tracking mode, user bits are received from the magnetic recording channel. 

Assuming them to be completely random, the properties in terms of the probabilities 



26 

biterror probability vs. phaseshift 
10° 

10" 

lc" 

10305 4 3 2 1 0 1 2 3 4 5 
phaseshift in ns 

Figure 3.2. P, as a function of phaseshift 

derived in chapter 3.1 apply. Resulting from eqn. 2.8 the multi-level eye can take 

on all of the values of 

E 1; 1; +1; +2w_i + 1} 

for the sequences listed in table 3.3: Changes in these levels occur only between 

adjacent levels. Hence the steepest slopes will appear in jumps from +1 -4 1 
and 1 +1. For that reason, a phase detection scheme will focus only on these 

parts of the received signal. 

3.3.2. Acquisition mode 

For fast initial adjustment of gain and timing phase, a known preamble is 

stored. During the acquisition phase, the preamble is fed synchronously to the 
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ak_i ak ak-1-1 

-1 -1 -1 2w_1 1 

-1 -1 +I 1 
-1 +1 -1 not allowed 

-1 +1 +1 +1 

+1 -1 -1 1 
+1 -1 +1 not allowed 

+1 +1 -1 +1 

+1 +1 +1 +2w_i + 1 

Table 3.3. Ideal values for slicerin 

backward-equalizer. By the choice of the minimum run-length of d = 1, i.e. just 

two consecutive symbols share the same polarity, the largest number of transitions 

is achieved and hence the maximum number of phase- and gain updates can be car­

ried out. By usage of the preamble {1, 1, 1, 1,1,1, 1 -1, these equations hold: 

Equation 2.1 defines the stepresponse s(t); the Fourier transform of this Lorentzian 

pulse is described by 

.1-- 1- APW50
s(t) 0 S(St) = exp(PW50 -wW) (3.15) 

wwith radians sampling frequency ci..,, = 27r100MHz, the normalized frequency S2 = 
Ws 

and Sampling interval T,. The readback-signal, assuming no noise, is a superposition 

of step responses in distances of 2 i's with amplitude 2 as shown in figure 3.3: 

u(t) = - 2s(t + 2T) + 2s(t) 2s(t 2T, ) + 2s(t 4T, ) (3.16) 

or in the frequency domain 
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(1 / 4T) pattem, s ( t - mT ) 
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Figure 3.3. Superposition of step responses in readback signal 

e3W2T,	 e-suAT,U(w) = 2S(11)	 2.5(S) 2S(I1) 2S(12)
 
+co
 

= 2S(S2)(1 6-1'22;) E e---2vce4T, (3.18) 
u=-00 

It can be shown via Fourier-Series 

+00
 cos	 cow2T, 6.(w )AA(w) = 2S(C2)(1	 (3.19)
4 

The anti-aliasing Filter, with M = 4 has a cutoff-frequency of M2 As5T., 5ir 

it is of order four and AA(w) is a line spectrum, the limits of the integration in 

the Fourier-integral can be approximated by the cutoff frequency. The magnitudes 

in the frequency domain are shown in figure 3.4. Filtering yields for the Fourier­

backtransformation of the signal at its output 
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Figure 3.4. Magnitudes of AA(w), anti-aliasing filter 

4.4* 

aa(t) = 2 1 f rAPW50 exp(PW50 e--7"/2T3)(:'-'1 E (5(u) v--4s)e3wtdu.,
27r 4 ws 4,, 

(3.20) 

leading to 

APW50aa(t) = exp(PW50 ) cos (.c,_.2.1 t) (3.21)
16 4 4 

and hence, the output of the forward-path is a sinusoidal wave with frequency A
4 

verification is provided by the output of the SABER- Simulator for the acquisition 

period in figure 3.5. This can be used for some examples and explanations later 

on, where the following equation with 77 = const., a selected phase T1 and feedback 

qk is used for the slicer-input 

Y(kT) = Yk = sin(7-Ti) qk (3.22) 

The signal r(t) during the acquisition phase together with the slicer-input is plotted 

in figure 3.5. After the summing node the slicer-input signal during acquisition is 

rectangular with widths 2 Ts if phase and gain are adjusted correctly. 
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3.4. DETERMINATION OF SAMPLING POINT To 

For a given set of values in the the backward equalizer, an optimal sampling 

point To exists. The factor A = w(7,10), , where w(To) = wo denotes a scaling factor, 

determined by the height of the main-sample, by which the entire response is scaled. 

Three criteria have to be taken into consideration: 

1. The energy contained in the mainlobe-sample wo upon which decisions are 

made should be as large as possible, expressed as 

w(To)2 w(To)4 
(3.23)Emain-sample ' f.,2 A2 = 

'-'
,,2 

nc nc 

By choosing the scaling factor A, the noise is scaled as well. 

2. Pre-cursor ISI caused by undershoot in the transition response of the forward 

path has to be minimized, i.e. a small value for the sum 

n=-2 
Epre-cursor = E [w(To n * T)] 2 (3.24) 

n=m 

A value of m = 7 works well. 

3. The signal r(kT) exhibits steep slopes at the times a transition is transmitted. 

For the timing recovery this can be exploited to extract phase error informa­

tion. A selection for the sampling point in the middle of a region of steep 

slope renders a maximal range in which phaseshift causes a fairly linear error. 

If the signal r(t) is sinusoidal, for example, the region around a zero-crossing 

is suitable for placing a sampling point to extract the phase error. This is 

especially important during the acquisition period where this can be written 

in an analyical expression as SNRph: 
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sampling of mainlobe 

SNR phasesampling 

TO 95 10090 
time in ns 

Figure 3.6. Criteria for sampling point To 

2[En(-1)2+1[w(To + 2nT) + w(To + (2k + 1)T)]]
SNR ph = (3.25)

of7L A2 

All three criteria are depicted in figure 3.6 with a reasonable sampling point. The 

distribution of the sample values along w(t) are displayed in figure 3.7 together with 

the corresponding backward-equalizer coefficient values shown as crosses. Additional 

improvement of ISI due to undershoot in the leading edge of w(t) is achievable by 

applying the knowledge about the correlation of sequent symbols ak. The expected 

values from chapter 3.1 can be used to compute estimation for the post-cursor ISI 

z(t), given a detected ak_l as 

6 

E{z(t)} = E Ey,-k+n}i W-n (3.26) 
n=2 

In tracking mode with random data a value of E {z(t)} = 0.0188 is obtained, 

during the acquisition phase the value is E {z(t)} = 0.0362 for {1, 1, 1, 1, 1} and 
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w(t) and backward eq. coefficients 
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Figure 3.7. Pulse response w(t) with sampling instants nT and backward equalizer 

E{z(t)} = 0.0699 for {1, 1, 1, 1, 1}. An undershoot-correction can be accom­

plished by changing the first coefficient of the backward-equalizer into 

bi = bl 0.0203 (3.27) 

The selection of the Backward-equalization FIR filter coefficients can be seen from 

figure 3.7. Slicer-input signals are well equalized, if they show the described eye-

levels. As the decision is made in comparison with 0, especially the levels +1 around 

transitions are taken into consideration for the worst case limit on the bit-error and 

should therefore be kept at their prescribed levels very closely. Figure 2.7 shows 

an example of the slicer-input during tracking mode. Scaling-factor A = w(7,10)2 of 

the entire response is 1.002 with wo = 0.998. For a user density of 2.5PW50 and a 

symbol density of 3.75PW50 and the forward equalizer as described in chapter 2, 

the following values are suitable for the backward equalizer: 
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b1 b2 b3 b4 b5 b6 b7 

0.1265 -0.1117 -0.4721 -0.4382 -0.3406 -0.2682 -0.2051 

b8 b9 b10 b11 b12 b13 b14 

-0.1341 -0.0757 -0.0436 -0.0266 -0.0156 -0.0089 -0.0053 

Table 3.4. Backward equalizer coefficients for a user density of 2.5PW50 
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4. TIMING RECOVERY AND AUTOMATIC GAIN CONTROL 

Timing recovery is done by a phase-locked loop which tries to maintain the 

correct phase and frequency of the sampling clock. A general description can be 

found, for example, in [18]. The block structure of the PLL used in MDFE is shown 

in figure 2.8. It will be shown later, that the slicer-input and the detected symbols 

ak are relevant signals for the phase detection. While the VCO is a given element, 

the loop filter is besides the phase detector the other crucial block which has to be 

designed. 

The automatic gain control requires at first a gain detector to extract reli­

able information about the deviation caused by amplitude mismatch between the 

output of the forward and backward equalizers. As the backward equalizer works 

with the detected symbols as input, the output of the decision-feedback FIR filter 

has constant amplitudes. Irregularities in the amplitude of the readback signal in 

the forward path have to be adjusted by a variable gain amplifier (VGA) so that 

the multi-level eye at the slicer-input is not distorted. 

4.1. DETECTION CONCEPTS 

4.1.1. Phasedetector 

The PLL has two modes. During acquisition, the clock has to be settled 

correctly by recovery from the readback signal. In the tracking mode, variations of 
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Figure 4.1. Example for phase error 

the timing information in the readback signal have to be followed by the clock. The 

phase of the sampling and clocking of the digital components has to be adjusted to 

reject possible perturbations in the forward path such as track changes of the read 

head and thin-film media nonlinearities on the disk translating into a phase step 

and (white) noise in the circuitry. So the system should be able to detect phase 

steps in a noisy environment. The computation of the phase error can be explained 

by an example of a shifted sine-wave plotted in figure 4.1 as it may occur during 

acquisition. Assuming that the phase is shifted by T, we encounter a deviation in 

the signal of ek from the ideal level for the slicer-input. A phaseshift increases the 

ISI and thereby lowers the SNR. 

The essential requirements for the phasedetector are a suitable output and 

additionally that the complexity stays in a low level. Possible strategies were pro­

posed for DFE in detection schemes in [13] and for a PRML system in [3]; a timing 

recovery processing in the case of a digital Forward equalizer was described in [15]. 

The most suitable technique for retrieving a phase error uses the derivative of the 

mean square error with respect to the phaseshift T. It is pointed out in [16], that 

the obtained curve for the phase error signal should exhibit a monotonic charac­

teristic and a unique zero-crossing, moreover it is desirable if the function yields 
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linear behavior and has a fair amount of slope. For fulfilling these criteria, it is ad­

vantageous to pick the sampling points where transitions occur for a phase update, 

as mentioned in chapter 3.3. By inspection of the signal r(t) as sketched in figure 

2.7 and the corresponding slicer-input curves, it becomes clear, that the slicer-input 

after a transition-jump is suited best for this purpose. Additionally, a function can 

be designed for computation of the phase error. Using the following abbreviation 

where v(t) stands for the current gain value 

w(t To)
71(0 

v(t) 

and for the output of the backward-equalizer q(kT) 

L 

q(kT) = f(7) (4.1)beak -2 

the slicer-input can be written including gain, colored noise n' and phaseshift T as 

y(kT +T) = r(kT +T) q(kT) (4.2) 

1 n'(kT)
= (7)[akvk n___,,,olcilk_nyk_nib(nT + 7) + q(kT) (4.3) 

It has been stated in [17] that the value v for the gain can be regarded as slowly 

varying and therefore as a multiplicative constant in terms of the phase error for 

a first order approximation. The slicer-input is an inherently nonlinear function 

of the phaseshift T because it is driven by recovered data. A feasible approach is 

the minimum-mean-square error (MMSE) timing recovery explained in [18]. MMSE 

time recovery adjusts the phaseshift T to minimize the expected square error between 

the slicer-input and the correct symbol ak. In the presence of noise, estimate values 

are used; ek denotes the error: 

Efek(702} = E{(y(kT Tic) (4.4)ak wo)2} 
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1. Direct gradient algorithm 

An expression for the phase error 0 can be derived as 

= Vrk = -Etbklek(rk )i2 (4.5) 

by(kT +
= 2 E{ ekk-rk (4.6)(5,71 

where 

Tk) (nT Tk)ibby(kT

E ak_n (4.7) 
67-k 87-k 

previous work [15] has shown that 4.7 can be simplified using 

To521)(nT rk)(-1)n-mEm;nom/ 7,(nT-f(72T + (4.8)= n-m
ark 

With wo = 1, OA is rewritten as
 

Ifb(nT 7-k)(-1)'

= 2 [(y(kT Tk) ad E ak_n E (4.9) 

n m;n$in n 172 

Using this method directly would require a large number of multiplications to 

compute the derivative of 17)(kT Tk) and is therefore not suitable for direct 

applications. However, its performance was evaluated for several settings of 

the gain v in figure 4.2. These plots were created using the expected values 

of table 3.2 for the symbols ak, as a fixed sequence. This is a fast method to 

obtain the curves and justified, since over a large number of runs the estimate 

for the mean value would also converge to this same mean value. 

2. Baud-rate technique 

A simple approximation to eqn. 4.9 whose result follows is described in [16]. 
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phase error phi(A) with 0.7 <= gain(VGA) <= 1.3 
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Figure 4.2. Phase error OA 

= ak-1Y(kT Tk) aky((k 1)T + "Tic) (4.10) 

In case of correct detection, ak,elk_i are opposite in signs at transitions in 

MDFE, i.e. 

ak = ak -1 

so 4.10 changes into 

= ak(y(kT Tk) y((k 1)T + 1k)) (4.11) 

A first-order estimate of the slicer-input as a function of timing phase is 

y(kT Tk) = ak 1 + ek(Tk) 

this leads to the following expression for the phase error 
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phase error phi(B) with 0.7 <= gain(VGA) <= 1.3 
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Figure 4.3. Phase error OB 

= aklek(rk) akek-i(Tk-1) (4.12) 

when a transition occurs the phase error is 

{a = 1 --+ +1 : OB = ek(7k) + ek--1(Tk-1) 

a = +1 1 : OB = ek(Tk) ek-1(Tk-1) 

under the assumption that ek(Tk) N ek_i(rk_i) and with the signum-function 

sgn{- } indicating the sign of the argument within the braces, this can be 

written as 

6y(kT Tk)\ 
CZ,-' 2 ek(rk) sgn (4.13) 

it easily can be seen that this has a similar structure to equation 4.6. The 

curves generated by this function are displayed in figure 4.3. 
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3. Fixed reference 

A feasible alternative to the formula for cB can be attained by replacing the 

argument y((k 1)TH- rk) in eqn. 4.11 with the ideal reference value. A scaling 

factor A normalizes the amplitude of the slicer-input around the transitions 

to +1. The above term can be substituted in 4.11 using 

y((k 1)T +1-k) ti sgn[y((k 1)T +1-k)] = sgn[ak-1] = 

which leads for both possible combinations ak,ak_, to the approximation 

= ak y(kT + Tk) 1 (4.14) 

This equation yields for transition events 

a = 1 > +1 : Oc = + y(kT + TO 1 

a = +1 4 1 : qc = y(kT + TO 1 

In eqn. 4.14 just one, value of y(kT + 7-k) is used which provides advantages in 

terms of circuit design for the detectors compared to the usage of two values 

in eqn. 4.11. A performance analysis with different gain settings is shown in 

figure 4.4. 

All three phase error expressions applying a gain value of v = 1 and SNR of -20dB are 

plotted with normalized gains with mean and standard deviation in figure 4.5 and 

figure 4.6, respectively. Comparing the curves it is obvious to see that all concepts 

pass thru the origin. The expression for OA shows a poor linearity and monotonity 

behavior as well as a high standard deviation. Concepts cbg and Oc are similar in 

terms of linearity and their standard deviations show only slight differences. Having 

the goals of low power consumption and low complexity in mind, the third concept 

cc of eqn. 4.14 satisfies these principles best, as no addition of two variables, which 



42 

phase error phi(C) with 0.7 <= gain(VGA) <= 1.3 
3 

1 

0 

1 

2 

63 4 2 0 2 4 6 
phaseshift in ns 
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Figure 4.6. Phase error 0 std 

will be carried out by summing of currents, has to be performed and therefore the 

magnitude of the current will be limited to this of one current alone. Furthermore, 

this also yields an effective decoupling of the circuits for phase and gain detection 

as will be seen in chapter 5. The selected concept 0c also performs well during 

acquisition mode, when the known preamble sequence is being detected; the result 

is depicted in figure 4.7. 

4.1.2. Gaindetector 

Gain updates should be generated from signals which have large amplitude 

as they leave the forward equalizer. From figure 2.7 it can be seen that the output 

of the forward equalizer is large just prior to a transition. The effect of a gain error 

is shown in figure 4.8. A rectification has to be done to retrieve the correct sign for 
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Figure 4.7. Phase error cbc during Acquisition mean and std 

the gain error Ag because the direction of the transition has to be considered. This 

will be achieved by a multiplication with ak. Assuming that the gain is set too high, 

the amplitudes are overamplified leading to miscancellation of ISI in the summing 

node. A simple and straightforward error-function also derived from a minimum 

mean-square error renders an expression for the gain error. Starting with the error 

ek we can write 

ek = y(kT)	 (4.15) 

A gradient of the mean-square error is then obtained as 

Og	 Vv = E{ s-t--)k[ek(vk)]2} (4.16) 

2Efek(vk)} s g n 8Y6cvicT 2E {ek(vk)} sgn ( k T )) (4.17) 
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Figure 4.8. Example for gain error 

The derivative of y(kT)) with respect to the gain vk is replaced by the sign of 

the slicer-input as a first order approximation. This expression in eqn. 4.17 can 

be substituted in MDFE by ak. Therefore a proper equation for the gain error is 

provided as follows, where for the ideal slicer-input value holds ak = 

Ag = ak [y(kT) Yk] = ak y(kT) 1 (4.18) 

The results of measuring the gain error according to eqn. 4.18 as a function of gain 

is shown in figure 4.9 for a range of phaseshifts. These curves are very linear for a 

large range of phaseshifts. 

For a phaseshift of zero, the estimation of the gain error is approximately 

zero for a gain of v = 1. The statistical behavior is demonstrated in figure 4.10, 

where the mean value and standard deviation were taken with an SNR of -20dB 

over 50 runs . The standard deviation shows very slight variation, while the mean 

value is identical to the noiseless simulation of figure 4.9. 

4.1.3. DC Offset detection 

DC Offset can occur as a result of write current offset in the MR head as 

explained in [24]. A DC Offset results in a bit error performance degradation, as the 
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Figure 4.11. Selection of phase and gain error updating instants 

margins for the zero- threshold slicer to the levels +1 and 1 will become smaller 

in one direction. A feasible detection may employ 

ADC = (y(kT Tk) y((k 1)T +1-k)) (4.19) 

This formula is identical to the one for the phase error for positive transitions, 

however, as it does not contain a, the result is a true indication for a dc offset error 

if the negative transition is taken into account as well. 

4.1.4. Sampling instants for Phase- and Gain detection 

Timing and gain errors are independent over time. They cannot be distin­

guished on a sample by sample basis. A phase error might show up as gain error and 

vice versa. But these interferences are rather small, resulting from the selection of 

the instants when phase and gain error updates are taken as shown in figure 4.11. 

It shows the sinusoidal output r(t) of the forward equalizer and the instants for 

taking phase and gain updates. The phase error is updated by slicer-input values 
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at instants Tph, in areas of low amplitude and high slope of the sinusoidal forward 

equalizer output curve. A change of amplitude does not have much effect whereas 

a phaseshift causes a large error signal. The gain error vice versa is updated at the 

instants T9, where the amplitude is maximum and the slope very small, so that a 

gain different from one causes mainly gain error. 

4.2. DIGITAL PHASE LOCKED LOOP FOR TIMING RECOVERY 

The joint behavior of the PLL and AGC is a non-linear, highly correlated 

process, thereby analysis is difficult. For this reason, the whole system was simulated 

in MATLAB. The block diagram of the model used is provided in Appendix A. The 

SIMULINK toolbox offers a convenient way of implementing control systems on a 

block diagram level while allowing the opportunity of having customized Mat lab 

functions. Data export and -import to/from the Mat lab workspace is easily possible 

and thereby enabling output evaluation with the full Mat lab facilities. The entire 

system comprised of forward and backward equalizer is completely represented in 

the Mat lab-functional block 'combierr' by impulse responses. The actual data are 

presented as input to the system as well as power-adjustable, bandlimited white 

noise. The bandlimiting hereby is introduced by a zero-hold function with length 

of one sampling interval. The phase of the sampling clock generated by the VCO is 

compared to the ideal phase generated by a digital clock with a staircase output; the 

VCO was modeled by cascading an inverting function which converts the frequency-

information into a sampling time followed by a discrete-time integrator. 

The automatic gain-control loop was realized by a gaindetector realizing 

eqn. 4.18 followed by an integrating filter. The output of this filter together with a 

constant nominal gain comprises the gain by which the readback signal is amplified. 
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Figure 4.12. Architecture of the Loop filter for Timing Recovery 

This is carried out within the system-function 'combierr' which also processes the 

phaseshift information. The observed variables are phdif for the difference between 

ideal and actual phase and gain as the current gain setting valid for the mainsample 

ak 

4.2.1. Loop filter architecture for DPLL 

This next section will deal with the design of the loop filter in the phase-

locked loop. Conflicting objectives are fast settling time to zero-phaseshift and 

nominal gain and small steady-state error. The bandwith of the filter should not 

be unnecessarily wide, otherwise the influence of noise, especially high frequency 

noise, will get too high. Also the stability of the system should be preserved for 

phase ranges within a sampling interval around the point of zero-phase shift. The 

functionality of the loop filter is discussed in [19]. An architectural sketch is shown 

in figure 4.12. The phase error 0 generated in the phasedetector, is amplified by fug 
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which stands for "frequency-update-gain" and is integrated in the frequency register. 

The lower path of the filter takes care of phaseshifts of the signal due to underlying 

frequency shifts. In the upper path an amplification by "the phase-update-gain" 

phug takes place. Both paths are added to the reference voltage resembling the 

sampling frequency fo. In the real system and also in the SABER-implementation, 

the VCO follows. The VCO is modelled by a block 1/u for conversion of frequency 

into timing information; the timing instants are obtained as the result of integration 

which leads to a staircase-like function for the phase in the discrete-time simulation. 

A simple model of the VCO can be approximated by a first-order Taylor expansion. 

The following equation holds for the signal AT after this element: 

1 1 1 1AT = 1
An2 lAf.o .Af = Af (4.20)fo + Af fo Af lAf=° fo fo 

with = To:
fo 

AT = To 
1 Af Af (4.21) 

Now the equation for the integration within the VCO is written as 

Tk = Tk_l + AT (4.22) 

Applying the Z-transform for the loop filter, we get easily 

fuggA f (z) = phug 0(z) + 0(z) (4.23)
1 1 

phug 
phug+= (phug + fug) (4.24)

Z 

Equations 4.21, 4.22 and 4.24 describe a second order discrete-time phase-locked 

loop. Transformation of the parameters to the actual loop filter coefficients are 

carried out by substituting 

106 phug(phug fug) = K and
fs phug fug 
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As a starting point for investigations, the values suggested in [3] are taken as 

phug = 2 10-3 K = 0.5 

fug = 2 10-6 a = 0.999 

The VCO reacts much slower to frequency variations than phase variation, because 

fug < phug. Simulations were performed using the program Combisys in MAT­

LAB, measuring the phase difference phdif f as a controlled variable. phdif f is 

the difference between the sampling phase from the VCO and the ideal sampling 

phase. To compare different responses of the system, a suitable quantity has to be 

defined which focusses on both the steady-state error and the settling time. This 

is the motivation for selecting a costfunction in discrete-time domain as follows, 

commonly referred to in control engineering as Integral of Time-multiplied square 

value of Error (ITSE) criterion: 

cost = E(phdif f)2 (kT) (4.25) 

4.2.2. Results for uncompensated DPLL 

A first series of investigations was done by applying a step in phase of 3.9ns. 

The noise power was calibrated such that the SNR at the input of the phasedetector 

equals -20dB for a setting of the system's noise power coefficient p = 1. A variation of 

the noise power with the gain K as parameter renders as results for the cost function 

figure 4.13: Low values for K fail to respond quickly enough to the phase step and 

for that reason their costfunction is high; the PLL is not able to adequately respond 

to perturbations in the sampling clock. In the disk drive application, sampling clock 

variations are due to changes in the speed at which the disk spins. By increasing the 

size of K, a minimum of the cost function is reached when K is in range between 
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Figure 4.13. Cost function of noise, parameter K 

6 and 7. Here, a good balance has been achieved between good settling behavior 

and low noise amplification. When K is larger than 7, the noise is amplified causing 

jitter in the sampling clock. Too large values for K may also cause the PLL to 

become unstable. 

For the parameter a there is a trade off between overshoot in the stepresponse 

and steady state error. For small values of a in the range up to 0.95, an overshoot 

occurs after the first zero crossing before the signal settles in. This tends to happen 

faster the smaller the a values are. However, if a is below 0.5, oscillating grows large. 

When a is selected above 0.95, the overshoot becomes small, but the rise time, i.e 

the time to the first zero-crossing increases as well as the final settling time, which 

yields a steady state error. A joint variation of parameters a and K leads to a chart 

for the costfunction like figure 4.14 
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a 

Figure 4.14. Cost function with parameters a, K 

4.2.3. DPLL during Acquisition mode 

During clock acquisition, phase errors are generated every other clock cycle. 

The samples that are used have high slope as they leave the forward equalizer, while 

the samples that are ignored are peaks. The simplified block diagram of the PLL 

is drawn in figure 4.15. The block containing the sequence {10101 } indicates 

transition/no transition. In the cycles of no transitions, no phase update is taken 

and the value of phase error 0 is set to zero. This leads to a power of two in the 

equation for the loop filter. With K' = Kiio6-, the functionality of the PLL is 

described by the following equations, starting with the loop filter: 

OT (z) = K' 
z2 a 

0(Z) (4.26)
z2 1 
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Figure 4.15. Block diagram of DPLL, during acquisition 

Replacing sin(l-(Ti + 7)) in eqn. 3.22 by the approximation 

[sin((='4:-T1) "if-T}, the equation for the phase error is modified, starting 

from 4.14 into 

0 =77- sin(-2-w Ti) qk -07 sini(--lw -1u) 1 (4.27)
4 4 4 

cos cos 
77 cos(TT1). 4 7 (4.28) 

The VCO is modelled using eqn. 4.22 as 

Tk = (k 1) To + ATk ATk = ATk_i 1 Of (4.29) 
fs
 

The transfer function from T(z) to 0(z) is 

z)
G(z) = = cos(--wsTi) (4.30)4 7 

while the transfer function from 0(z) to T(z) is 

T (z) K' z2 a
H(z) = (4.31)

z 1 z2 1 
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Figure 4.16. Root-locus diagram for DPLL open-loop during acquisition 

The open loop transfer function is 

T (z) 
G(z) H(z) (4.32)r(z) 

2 ws K' z a 
n sin'(-117i) (4.33)

4 z 1 z2 1 

Open loop poles are from eqn. 4.33 located at z1 = 1 and z213 = ±1. The root-locus 

diagram is shown in figure 4.16. The steady-state error is calculated according to 

the expression which was taken from [21] p. 357 

1 

esso (4.34)1-1) G H (z) 1 1 

1 
= lim (4.35) z-4 G H(z) 1
 

(z 1)(z2 1)
= lim (4.36)K' (z2 a) (z 1)(z2 1) 

= 0 for a 1 (4.37) 

http:lim(4.35


56 

As shown here, the steady-state error due to a step input is zero. The same is true 

for the steady-stae error due to a ramp input as shown below: 

Ts 
es* si = !LT, G = 0 (4.38) 

By this means we have demonstrated that the steady-state response to steps in 

phase and frequency can be exactly tracked. This is also valid for tracking mode, 

as the poles at z = 1 remain in case of a replacement of (z2 1) by (z7n 1). The 

PLL during tracking mode is not easily analysed as phase errors only are computed 

after transitions whose intervals are stochastic and thus the timing of phase updates 

as well. The closed loop transferfunction for the block diagram of figure 4.15 in 

acquisition mode is obtained from 

G(z)0(z) = 7P(z) (4.39)
G(z)H(z) 1 

which renders 

0(z) sin' (?Ti) (z 1)(z2 1)7 7 `1-.):,­

(1)(z) = = (4.40) 
770(z) sin'( '''-i TO V- K' (z2 a) (z 1)(z2 1) 

4.2.4. Phase-lag compensation of the DPLL 

Due to some inherent delays in the response to a phase or frequency jump 

introduced by the fact that updates can only be taken when transitions occur, a 

varying amount of lag is present in the DPLL. In the area of discrete-time control 

phase-lag compensation can improve the response of the system [21] [22]. Phase-

lag compensation increases the low frequency gain of the system while at the same 

time reducing the high frequency gain. Thus the high frequency noise entering the 

PLL is attenuated. Therefore the gain of the system can be increased. Phase-lag 

compensation adds a stage of the form 
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L(z) = 
Z Zo 

with 0 < zo < zp < 1 (4.41) 
Z Zp 

A continuous-time equivalent is determined by the bilinear W-transformation. 

w = (4.42)
Ts z +1 

which will allow the plotting of Bode diagrams: 

1 + " 
L(w) = WO tuz wz > WP (4.43)1 + "Wp 

1 + Ow
=WO (4.44)

1 + Ow 

the parameters transform into 

Ts 1 + zp 1. -= (4.45)
2 1 zp wp 

1 + Zo1 Zp Wp
K = < 1 (4.46) 

1 Zo 1 -I- Zp wz 
1 ZoW0= (4.47) 
1 Zp 

A Bode-plot showing the influence of wz and top is shown in figure 4.17. In [23] it 

is asserted that the gain crossover of the uncompensated system can be moved to a 

lower frequency to achieve the desired phase margin. Phase-lag compensation places 

a zero to the left of a real-axis pole. To ensure good phase margin at the crossover 

frequency, the pole at w = =LI should be significantly below the unity gain frequency.0 

An exhaustive search was done over wp and wz using the program combisys for 

SIMULINK within the MATLAB Software package. A detailled description of the 

used simulation system is given in Appendix B. 

4.2.5. Results for compensated DPLL 

The coefficients for the tracking-mode PLL were varied over the ranges stated 

in table 4.5. Evaluation of the result was performed simulating the joint adjustment 
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Figure 4.17. Bode plot of Phase-lag compensating stage L(w) 

Coefficient from step to 

k 0.1 0.1 1.0 

a 0.99 0.001 0.999 

b (= zo) 0.2 0.01 0.98
 

c (= zp) b+0.01 0.01 0.99
 

Table 4.5. Variation range for parameter search (DPLL, tracking mode) 
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Tracking k a b c COST 

(1T) 0.7 0.998 0.89 0.95 2.05 

(2T) 0.7 0.998 0.95 0.99 2.24 

(3T) 0.5 0.999 0 0 5.37 

Table 4.6. Set of best coefficients (DPLL, tracking mode) 

of phase and gain after a timing phase step of i. = 0.25, applying the costfunction 

defined in equation 4.25. The SNR was set to -20dB. The best results were obtained 

for the settings listed in table 4.6. The PLL was characterized using the settings 

in table j.6. The AGC was also enabled. Figure 4.18 shows the mean time-domain 

response of the PLL to a step in phase of T = I -+ T = 2.5ns with a symbol 

period T = 1Ons. An ensemble was generated by running the PLL 50 times and 

averaging the results. Similarly, the standard deviation of the timing phase which 

indicated clock jitter is plotted in figure 4.19. For the settings named "(1T)", a 

fast response is observed and the steady-state error as well as the overshoot are 

minimal. In curve "(2T)" the settling time is lengthed by a dramatic undershoot 

and subsequent ringing. The response without compensation stage is fairly slow but 

does not oscillate. Coefficients b = zo and c = zp in the set "(1T)" relate to values 

#c and /3 in eqn. 4.43 via the W-Transform as 

b = zo = 0.89 k = 0.4406 and c = zp = 0.95 p = 39.5e-9 WO = 2.2 

A similar search was conducted for the acquisition mode; the parameters providing 

good results in SIMULINK are listed in table 4.7. The SIMULNIK transient 

responses are plotted for these settings of coefficients in figure 4.20. Phase-lag 
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Figure 4.19. Phase step, standard deviation (Tracking mode) 
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Acquisition k a b c COST 

(1A) 5 0.999 0.89 0.95 1.76 

(2A) 7 0.994 0.81 0.85 1.59 

(3A) 5 0.999 0 0 1.85 

Table 4.7. Set of best coefficients (DPLL, acquisition mode) 
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Figure 4.20. Phase step, mean values (Acquisition mode) 
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Figure 4.22. Bode plot of Phase-lag uncomp./compensated system 0(z) 

compensation provides advantages when the updates are irregularly and largely 

spaced. However, in the acquisition mode more memory in the system introduced 

by the phase-lag compensation stage implies slower settling time if operated in a real 

acquisition process, simulated with SABER, as can be seen from 4.21. Therefore 

the phase-lag compensation should be disabled during acquisition mode and the 

gain K be switchable between acquisition and tracking mode. Extra complexity is 

introduced into the system by the addition of the phase-lag compensation stage. 

However, the faster responses during tracking mode justify this extra expense. The 

Bode plots for the both uncompensated and compensated system 0(z) of eqn. 4.40 

are shown in figure 4.22. The plots were performed without the scaling factor t-L'.5.4 

in the numerator. From these Bode plots it is visible, how the gain is enhanced 
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and therefore a higher stability margin achieved, while the higher frequencies are 

attenuated. 

4.3. AUTOMATIC GAIN CONTROL 

The next section will deal with the design of the loop filter in the automatic 

gain control. Gain updates are performed when transitions have occured and are 

taken at the instants Tg in figure 4.11. The loop filter carries out an integration 

and provides a gain kg. No dependencies on derivatives of time are expected for the 

gain, so the loop filter is designed using 

kg
AG(z) = z 1 (4.48)

Ag(z) 

After this filter, a constant nominal gain is added and this sum renders the amplifi­

cation factor for the forward equalizer. The multiplication actually realized however 

causes some problems for linear control analysis. 

4.3.1. AGC during Acquisition 

Transitions occuring every other clock cycle lead to a gain-update on every 

second sampling period; otherwise the updating value is set to zero. The simplified 

block diagram is drawn for this case in figure 4.23: Zeroing every second gainde­

tector output is contained in the subsequent equation by a power of 2 for z: 

kg
AG(z) = z2 1 

Ag(z) (4.49) 

The whole system is described by the following equations: 

Ag = [ v sin(Ti) q(4Ti)] (4.50)1 

=const. 
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Figure 4.23. Block diagram of AGC, during acquisition 

Using the z-Transform 

Ag(z) = t) sin(711) [1 + q(E:Ti.)] (4.51) 
z 1 

AGN(z) v sin( [1 q (ws TO] z (4.52)
z2 kg 1 4 4 z 1 

The expression for AGN(z) can be considered an open loop response to an input 

signal v. 

4.3.2. Results for AGC 

Phase-lag is generated in the loop for the AGC as well by updating the gain 

only after transitions. It seems feasible to introduce a phase-lag compensation block 

like the one used for the DPLL: 

LG(z) = 
z bg 

with bg < cg (4.53)
z cg 

Simulations were performed with the SIMULINK as a joint adjustment of phase 

and gain. Evaluations were based on the cost function defined in 4.25 after a gain 



66 

kg bg = 0 /cg = 0 0.72/0.79 0.83/0.88 0.89/0.94 0.92/0.97 

0.01 5.93 4.67 4.76 3.42 3.24 

0.02 3.37 2.45 2.60 2.47 2.42 

Table 4.8. Cost function for AGC coefficients (tracking mode) 

kg bg cg COST 

(1T) 0.02 0 0 3.37 

(2T) 0.02 0.72 0.79 2.45 

(3T) 0.02 0.89 0.94 2.47 

Table 4.9. Best sets for AGC coefficients (tracking mode) 

step of 0.2 with a SNR of 20dB in tracking mode. After a big parameter search, 

the coefficients listed in table 4.8 with their values for the cost function were 

examined statistically in a larger number of runs for each set. Including the shape 

of the curves into the performance evaluation, the following sets of coefficients are 

chosen for a graphical visualization: The transient responses of the joint phase 

and gain adjustment after a gain step are plotted in figure 4.24 and 4.25. The 

set (3) performs slightly faster than (1) and (2); the steady state is found to be 

virtually identical for all three plots of the mean values. Implementing an additional 

stage has to be well justified by the improvement accomplished by its insertion, as 

extra expenses in terms of complexity, area and power consumption are related. 

Comparison of the results for the cost function in table 4.8 shows just a small 

enhancement of a factor 1.39 for the effect of the compensational stage. Before a 

decision about inserting a phase-lag compensation stage is made, the acquisition 

http:0.92/0.97
http:0.89/0.94
http:0.83/0.88
http:0.72/0.79
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kg bg cg COST 

(1A) 0.2 0 0 5.79 

(2A) 0.1 0.89 0.94 9.30 

(3A) 0.2 0.89 0.94 9.19 

Table 4.10. Best sets for AGC coefficients (Acquisition mode) 

mode is evaluated as well. The transient behavior after a gain pulse of 0.2 was 

examined with an SNR of 20dB. Sets of coefficients yielding the best results for 

the acquisition mode are shown in table 4.10. Including the shape of the curves 

into the performance evaluation, the following sets of coefficients are chosen for a 

graphical visualization: The charts are given as figure 4.26. The response (1A) 

without any compensation exhibits the best trade off between settling speed and an 

overshoot at the top. This behavior suggests omitting an additional stage for phase-

lag compensation, especially if the additional implementation costs are considered. 

The best choice for the filter of the AGC are the coefficients 

k = 2 for acquisition and k = 0.2 for tracking 

4.4. JOINT SETTLING OF PHASE AND GAIN 

With the filters designed it is possible to obtain a dynamic behavioral chart 

by extracting the values phdif f and gain. Various pulses for gain and phase were 

selected. The obtained trajectories are shown as figure 4.27. 
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5. HARDWARE IMPLEMENTATION FOR DETECTION OF PHASE
 
AND GAIN 

This chapter examines hardware implementation issues for the phase-, gain-

and dc offset detection. Architectures are presented using analog circuitry. The 

necessary operations are additions, subractions and switching which are all fairly 

well manageable in CMOS technology. The proposed circuits operate in current 

mode and thus can be designed using CMOS. 

5.1. SI-CIRCUITS 

Since its introduction, the current copier technique has been implemented 

in various applications such as data converters and filters. Enormous complexity is 

available in state-of-the-art CMOS processing and hence an integration of complete 

systems has been made possible. As the level of integration rises, the scaling of 

feature sizes into the sub-micron range is likely to demand lower working voltages, 

as the issue of power consumption and cooling becomes more and more serious. 

A supply voltage of 3.3V is likely to become a future industry standard. Opamps 

and analog switches required to operate in the voltage domain will therefore suffer. 

Future analog circuits for VLSI applications have to adopt strategies capable of op­

erating at low voltages. A sampled data technique called switched-current circuits 

was proposed for that purpose in [26]. Switched-current circuits are based on the 

principles of current mirroring and copying. A basic current copier cell displayed in 

figure 5.1 consists of a single MOSFET with switches implemented as MOS transi­

tors. When S1 is closed, the gate-to-source voltage 1/Gs is adujsted by charging up 
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Figure 5.1. Current copier cell 

the gate-capacitance, until the current I is passed through the transistor. When the 

switch is opened, the charge remains on the gate capacitance and by this means the 

current I is "stored" in this basic memory cell, though there are some shortcomings 

like charge-injection caused by the opening of the switch. An important advantage 

switched-current (SI) circuits have over switched-capacitor (SC) circuits is that they 

do not require linear capacitors. In addition, there is no need to completely charge or 

discharge the capacitances in the signal path. These circuits provide the necessary 

speed, because the symbol timing interval is only lOns long. The power consumption 

is comparatively low in integrated switched-current circuits. Work is being done on 

the summing-node, the comparator and the forward and backward equalizer. In this 

chapter an analog circuit approach for generating phase, gain and dc offset errors 

will be presented together with the corresponding timing for the correct sampling 

and switching. 
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ABCD 

TH 1 5 0 0 0 

TH 2 0 5 0 0 

TH 3 0 0 5 o 

TH 4 o o o 5 

Table 5.11. Commutator signaling 

5.2. SAMPLING ARRAY AND SWITCHING 

5.2.1. Track-and-Hold stages 

Analog signals are desired as output of the AGC and DPLL. Since the slicer-

input is already in sampled analog form, an entire analog path for the timing recovery 

circuitry and automatic gain control is feasible. Thus a strategy in which a bank of 

Track-and-hold stages is used in conjuntion with a finite state machine to generate 

the requisite phase, gain and dc offset information is employed. These error-signals 

have been formulated in such a way that simple current-steering principles can 

be utilized. A current-mode Track-and-hold is implemented by sampling the gate 

voltage of a signal carrying transistor onto the gate of a mirroring device. Figure 

5.2 shows a differential Track-and-hold. 

Sampling of the slicer-input is done by 4 Track-and-holds (TH), realized 

as fully-differential, low power switched-current circuits. The commutator, whose 

state-diagram is shown in table 5.11, sequences through the bank of TH's such that 

each one samples every fourth symbol. When the corresponding controlling signal is 

high, the switches at the intersection of the branches labeled /1, /2, /3 and /4 and the 
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Figure 5.2. Track-and-Hold circuit 

outputs of the Track-and-holds close. For a better understanding of the operation 

of the Track-and-holds, we monitor the operations of TH1 and TH2. The timing 

relation between the slicer-input, the detected signals ak and the controlling signals 

for the Track-and-holds are depicted in figure 5.3, indicating a positive transition 

from ak_l to ak. 

1. Starting with a slicer-input of yk_i, the signal A is high. So TH1 samples 

the slicer-input yk_i in state COM while the drains of the MOS transistors 

comprising TH1 are tied off to a reference voltage. The drains of M1, M2, M3 

and M4 are therefore at the same potential. TH2 has its output node GEP 

connected to the subsequent gain detector circuit. 

2. When A goes low, the slicer-input signal is sampled and the comparator begins 

to resolve the input into a bit resembling the decision ak_i. During B, we 

cannot do anything with the signal in TH1, because its corresponding decision 



74 

Slicer-input
 

Y k
 

Gainupdate TH 1
 

Phaseupdate TH 2
 

Slicer-input 
Y k-1 Y k Y k+ 1 

... 

Detected symbol ... a 
k -1 

a 
k 

... 

T H 1 COM COM1 PEP GEP 

T 14 2 GEP COM COM 1 PEP 

Figure 5.3. Timing of slicer-input and phase/gain detection 
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ak_, is unknown. Thus it cannot be determined whether a transition has 

occured. Therefore the drains of the transistors in the Track-and-hold are tied 

off to a reference voltage during state COM1. TH2 samples the slicer-input 

yk in this commutator period. 

3. When the control signal C is high, the output of TH1 in state PEP may be 

used to generate a phase or dc offset error. In this example, we do not generate 

a phase error, as the slicer-input yk_i before a transition is not used for phase 

error updating. TH2 is in its holding phase COM1. 

4. In the next commutator cycle, TH1 in state GEP can be used to generate 

a gain error, while TH2 in PEP can be used for phase error. The switch 

connecting M4 of TH1 to the input node of the gain detector circuitry is now 

closed and thus a gain error on the slicer-input value yk-1 can be done. At 

the same time a closed switch between M3 of TH2 and the input node of the 

phase detector circuitry makes a phase update using the slicer-input value yk 

possible. This is done in accordance with the rules for taking the sample values 

stated in chapter 3. 

To simplify the logic and the design of the circuits implementing the various error 

detectors, the outputs of the Track-and-holds are always connected. Glitches during 

switching do not have a negative impact as they do not change the voltages stored 

on the (unconnected) gate-source capacitances. 
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5.2.2. Array of switches 

The objective of the Track-and-hold stages and the detection circuits is to 

provide an analog implementation for the signal processing required to determine 

phase and gain errors, computed in 4.11 and 4.18: 

1Oc = ak y(kT) 

Ag = ak_i y((k 1)T) 1 

Both equations have a similar structure, with the difference being that the gain 

error is taken from the slicer-input value before the transition whereas the phase 

error refers to the symbol after the transition, i.e. one clock cycle later, indicated by 

indices (k 1) and k. From figure 5.3 we note that the phase and gain errors are 

computed simultaneously; this is during the clock cycle where the detected symbol 

ak = ak-, is present at the slicer-output. Therefore equation 4.18 for the gain 

error is rewritten as 

Ag = ak y((k 1)T) 1 (5.1) 

Realization of the rectification +a, is achieved by introducing the array of switches 

shown in figure 5.4 at the input of each detector circuit. Timing of the switches 

is displayed in figure 5.12. When no transition has occurred, all four switches 

are "ON". Assuming that and drive equal impedances, the differential 

current is zero. This corresponds to the zero output in the block level diagram in 

this case. Outputs /in+ and /in_ are delivered as fully differential currents to the 

inputs of the detector stages described in the next section. The switching signal 

Petrans is generated for steering the switches of the dynamic current copiers within 

the detector circuitry itself. It is in the "ON" position after a transition has occured 
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IP In 

SO/S1 S2/S3 

phase detector p+ P ­

gain detector p_ P+ 

Figure 5.4. Array of switches for phase- and gainerror detector 

ak > ak_i ak = ak-1 ak < ak_i 

P+ ON ON OFF 

OFF ON ON 

Petrans ON OFF ON 

Table 5.12. Timing signals for switches 
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and enables current copying to the output of the detector. This procedure allows 

the updating circuitry to be operated as Track-and-holds. 

5.3. DETECTOR CIRCUIT 

5.3.1. Architecture 

The same circuit topology can be used for generating both the phase and 

gain error due to the similarity in the equations 4.11 and 4.18. The topology is 

depicted in figure 5.5. The fully-differential circuit topology proposed in this the­

sis provides first-order cancellation of clock-feedthrough/charge-injection effects and 

power-supply rejection ratio (PSRR). The input current Li+ and Iin_ are translated 

into voltages on the gates of transistors M1 and M5. When a transition occurs, 

switches swl2 and sw56 close thereby sampling the gate voltages of M1 and M5 

onto M2 and M6 respectively. Ideal switches are used in the initial simulations and 

they are replaced later by NMOS devices. When the switches open, the currents in 

the middle branches are therefore kept constant, only affected by a small amount 

of charge-injection in case of MOS switches. All current mirrors in figure 5.5 use 

cascoding to reduce the channel-length modulation. The current flowing through 

M6, M11, M10 is mirrored onto the gates of M9 and M12. The basic mirroring 

blocks including cascoding stages are symmetric in their sizes. For reasons of sym­

metry transistors M9 M12 are implemented as p-channel devices, while the other 

mirroring blocks are implemented as n-channel devices. The output current /out of 

the stage flows over a voltage source, steering a current-controlled voltage source 

modelling a low-impedance output stage following. This output signal can easily 

be sampled during the hold mode for further processing in the PLL and the AGC, 

respectively. The constant 1 in equations 4.11 and 4.18 is considered as a common 
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Figure 5.6. Basic current mirror cell 

mode reference current and eliminated by a suitably chosen operating point of the 

following stages. 

5.3.2. Functionality and nonidealities 

The proposed circuit realizes the equations for the phase and gain error by 

addition and subtraction of currents. The functionality of a basic mirroring stage 

shown in figure 5.6 is described by the equations 

VGS = (5.2) 
fiCox (17,)1 

/ 2 = CO X (r (VGS VT)2 (5.3)
Li 2 

The constants W and L stand for the width and the length of a MOS device. VT 

represents the threshold voltage of the device. C and it are material constants. All 

devices operate in saturation. A proper choice of transistor sizes and parameters is 

indicated by a settling of the saturation voltage VSAT = VGS VT of the mirroring 
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devices at a value around 0.5V. The gate width W of the transistors used in the 

current mirrors has to be large enough to cope with the maximum possible drain 

current /max. An approximation for the selection of the ratio -T is proposed in [32] 

as 

'mar 
(5.4) 

L (Vas VT)2 

Suitable ratios Irv; have been found to be in the range from 15-20. This determines 

the gate length L for a particular choice of W. Applying these criteria, the sizes 

of the mirroring transistors were selected as W = 69u and L = 3.8u. The switches 

sw12 and sw56 should be sized very small for fast transient response and were 

chosen as W = 2.4u and L = 1.2u. 

The input currents I,n+ and /in_ are mirrored to the middle branches 2 and 

3 during periods of closed switches as 

i2 == Ai12 6ii2 (5.5) 

23 = Aiss biss (5.6) 

The terms Disk stand for additional currents caused by charge-injection. The expres­

sions Sisk represent the additional currents due to device mismatches and channel-

length modulation. Mirroring i3 to i6 yields 

i6 = i3 Sisio (5.7) 

The output current im as subtraction of i6 and i2 is used later on as input to a 

low-impedance output stage. It is obtained as 

/out = i6 i2 (5.8) 

1-in+] [Ai56 Ain] + (6256 6i12 + 8i910) (5.9) 
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For a complete realization of the equations 4.11 and 5.1, a common-mode current 

representing the subtracted term 1 in these equations has to be considered as refer­

ence current IREF. Without nonidealities, for IREFO holds therefore 

['in Iin-}-1 "# IREFO (5.10) 

As for the same phaseshift the same input currents Iii,_ Itn+ are obtained, the 

partly signal dependent nonidealities also take on the same value. The terms Disk 

and bijk denoting nonidealities in eqn. 5.9 can thus be eliminated by calibrating 

the reference current IREF suitably at zero phaseshift (7- = 0) in the following way: 

IREF = IREFO [(0i56 Ai12) (6i56 Sin + 8i910)] (5.11) 

This operation preserves the monotonity of the error in the presence of even signal-

dependent error currents due to circuit nonidealities and by calibration the correct 

zero-crossing is also guaranteed while the nonidealities affect only the linear char­

acteristic in a slight way. Once calibrated, the functionality of the detector circuit 

is ensured therefore regardless of possible device mismatches and charge-injections. 

5.3.2.1. Channel-length modulation 

Channel-length modulation in the MOSFETs has to be considered for correct 

operation of current mirrors. A MOSFET in saturation can be modelled according 

to [27]: 

A 
-/D = C°x W (VGs VT)2 (1 + 7 VDS) (5.12)

2 

The output conductance gas is, with 'DO denoting the drain current without channel-

length modulation 
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61D A 
= DO (5.13) 

gds (5V DS 

while the transconductance gm is 

Cor W 
gm = _ 2 ti LID (5.14)

2 

combining equations 5.13 and 5.14 yields 

LS. W
V

gds Agm 
2 L (5.15) 

A reduction of gds is proposed in [28] by increasing L thereby also increasing W as 

cgs if is fixed. 

The additional current SiA due to channel-length modulation is written ac­

cording to [28] as 

A, 
VDS gDS VDS (5.16) 

It can be seen, that a small value of gds should be achieved. Eqn. 5.13 shows that the 

voltage VDS should be constant therefore. Cascoding transistors with constant dc 

bias voltages at their gates act to keep VDS constant and to reduce the gate-to-source 

conductance gds. 

5.3.2.2. Device mismatch 

Matching components in a current mirror is an important issue. One principle 

is the symmetric layout of the transistors. But the technology parameter 3 = 

co, w
iu y can differ due to small inaccuracies during the fabrication process as well 

as the threshold voltages of the devices in a current mirror are never exactly the 

same. Both effects are commonly referred to as device mismatch. A difference /.VT 

in the threshold voltages of the transistors shows up in eqn. 5.3: 
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12 = I.LC (- ,) (VGS VT + VT)2 (5.17) 
I" 2 

The resulting error current 8/7- can be approximated in the following way as shown 

in [32]: 

SIT T7 
2 Ali' Izn (5.18)

VGS VT 

while the error current 81beta resulting from differences of paramter 0 are written as 

AO 
Ibeta = ien (5.19) 

These error currents are included in eqn. 5.9 as 

6ijk = Sea + 61T + 81beta (5.20) 

A large value of gm helps here to attain error currents due to device mismatch. 

Further improvements can be achieved by usage of cascode current mirrors proposed 

in [30]. 

5.3.2.3. Charge-injection 

A major shortcoming of switched-current circuits in general is the effect of 

signal-dependent charge-injection. In [25] is stated as approximation for the error 

current due to charge injection 

= gmlOUGs (5.21) 

where VGS denotes the voltage across the gate-source capacitance of the signal stor­

ing transistor. The signal dependency is contained in gm according to eqn. 5.14. The 

charge-injection is significant as can be seen in figure 5.7. The signal-dependency 

of charge-injection is visible, as the current jumps caused by this clock feedthrough 
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increase with the signal current. However, the fully-differential architecture of this 

circuit provides first-order cancellation of charge-injection [29] expressed in eqn. 5.9 

as Ai56 and Ai12 . The plot of the mirrored current i2 given in figure 5.7 shows the 

charge-injection deviations. However, the effects of this charge-injection do not put 

major limitations on the functionality of the error detection, as the error current 

only needs to exhibit monotonic behavior and calibration is used to eliminate the 

effect of charge-injection at the zero-crossing. 

5.3.2.4. Speed 

The symbol spacing of lOns requires fast circuitry. The decisive time-constant 

7 for the speed of the current mirrors is determined by the gate-source capacitance 

and the transconductance as 

CGS = 27r (5.22) 
gm 

The value of T should be very small. For the selected transistor sizes, 7 ti 2.24ns 

was achieved. The time for settling of the current mirrors to a new value with a 

specified error e can be expressed according to [31] as 

-lb .rais =rln( ) (5.23) 

Small differences of the current 1-1, and the previous current /a helps to increase the 

speed. The selected switching array supports this. 

The objectives of small values for gas and large ones for gm are in some 

papers jointly expressed as gain A = -21--" of the current mirror. In the simulations,
gips 

a value of A = 87.5 was achieved. 
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5.4. RESULTS 

The performance of the current mirrors is shown in figure 5.8, where the 

currents /1 and 12 are plotted. What can be seen is the close tracking with a device 

mismatch error of less than 0.5uA. Figure 5.8 shows that the currents are mirrored 

with only a negligible device mismatch error for the selected sizes of the transistors. 

A comparison of the obtained phase error implementing NMOS switches 

with the approach using ideal switches is given in figure 5.9. A limitation of the 

performance is related to the speed of the current mirror in the middle branch: The 

current is in fact two times mirrored and thus the settling time of the PMOS 

current mirror is slower than the NMOS on the left side. The switches sw12 and 

sw56 provide holding of the current once the charge-injection error current settles. 

Especially in tracking mode, the speed issue is thereby only a minor problem, as in 

average almost two clock cycles are available for sampling of the error signal. The 

obtained signal still yields the desired characteristics in terms of proportionality to 

the ideal error determined by the equations and a steady-level for zero error. More 

advanced switches comprised of a NMOS and the complementary PMOS device 

called transmission gates may be implemented to reduce the amounts of charge 

injection. In figure 5.10 a comparison with the phase error obtained from the ideal 

equation is shown. The monotonity is preserved, and a common mode current will 

be chosen to represent zero phase error and the nonideal effects at a phaseshift of 

zero. 

One of the objectives is low power consumption by the circuit. By putting 

out the reference currents at the bottom of the circuit rather than inserting them 

on top of the stage, the total power consumption of the circuit is reduced. The 

dynamic range of the currents through the mirroring devices extends from 105uA to 
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428uA. The output current range extends from 230uA to 5uA for the gain error with 

the common mode current representing zero gain error being 102uA . The output 

current range for the phase error is found to be 260uA to 10uA with a common 

mode current of 109uA. 
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6. CONCLUSION AND FUTURE WORK 

6.1. CONCLUSION 

The analog implementation of MDFE provides advantages such as low power 

consumption and suitable performance for the high symbol densities of the future. 

MDFE is based on a run-length constrained code, whose effects on the signals in 

the forward and backward path were assessed. The coding facilitates the detection 

of phase and gain offsets. 

Simple equations for the phase and gain error were developed using the slicer-

input and the detected symbols in derivation from a minimum-mean square error 

gradient based algorithm. An exhaustive search was performed for the loop filters 

of the phase locked loop and the automatic gain control. With a phase-lag com­

pensation stage in the phase-locked loop, fast joint transient behavior with zero 

steady-state error is achieved. Capability of clock acquisition and tracking of ran­

dom variations as well as suitable noise rejection was shown in simulations. An 

analytical description of the phase-locked loop and the automatic gain control dur­

ing acquisition mode is provided and its improvement by phase-lag compensation 

in the timing recovery loop is demonstrated. The system has been tailored for 

operation at a user density of 2.5PW50. 

An analog hardware implementation in CMOS technology is presented ap­

plying switched-current techniques for the phase and gain error. The proposed 

fully-differential SI circuitry offers the advantages of charge-injection cancellation to 

first order. 
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6.2. FUTURE WORK 

Future work should integrate the phase and gain error obtained from the 

detectors into an entire analog phase-locked loop and automatic gain control, re­

spectively. As the storage densities on magnetic hard disks tend to increase, the 

applied detection scheme needs to be capable of dealing with nonlinear effects in 

the magnetization caused by closely spaced transitions on the media. Considera­

tion of these effects could be provided by nonlinear adaptive equalization schemes 

affecting the customized phase and gain detection which will need to be adjusted to 

the occuring signal waveforms.. In a future project, a RAM-DFE implementation of 

MDFE will be investigated. 
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prey. 00 01 10 11 v 

00 101/v 100/00 001/v 010/00 000/00
 

01 100/v 100/01 010/v 010/01 000/01
 

10 101/10 100/10 001/10 010/10 000/10
 

11 101/11 100/11 001/11 010/11 000/11
 

Table 0.1. RLL 2/3(1,7) Finite-state-machine 

APPENDIX B: MDFE ARCHITECTURE AND SABER 
SIMULATION 

The SABER simulator is well suitable for simulation of mixed analog and digital 

components and templates can be customized easily. Ideal functions can be pro­

grammed based on equations. 

APPENDIX C: RLL - CODING, FINITE STATE DESCRIPTION 

A finite state description for 2/3(1,7) RLL coding is listed in table 0.1, taken 

from [11]. The pair (uo, ul) of user bits which shall be coded are in the first row, 

indicated as "actual data". With the information of the following pair (u2, u3) in 

the left column, we find the 3 coding symbols for (u0, u1) and which column shall be 

used for the coding of (u2, u3).By applying reduction techniques, the Run-length­

diagram from figure 0.2 can be transformed into the finite- state-transition diagram 

figure 0.3 where the numbers represent the number of consecutive zeros after a 1 has 

occured. It can be noticed from figure 0.3 that not all run-lengths appear as edge 
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k=7d=1 

Figure 0.2. Run-length-diagram for (1,7) RLL code 

3, 6
 

4, 7
 

Figure 0.3. Finite-state-transition diagram for 2/3(1,7) RLL code 
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al a2 a3 a4 a5 a6 a7 as 

start in 1 1 1 0.25 -0.25 -0.25 -0.0625 0.0625 0.0625 

start in 2 1 1 0.1825 -0.322 -0.322 -0.1167 0.016 0.01 

start in 3 1 1 0.2207 -0.2727 -0.2727 -0.065 0.065 0.065 

mean 1 1 0.2185 -0.2816 -0.2816 -0.0813 0.048 0.046 

SABER, 1 1 0.2048 -0.298 -0.2924 -0.1108 0.038 0.0525 

Table 0.2. Mean values for symbols ak given ao = 1 and transition 

emerging from every state, e.g. from state 2 no sequence of 6 or 7 consecutive zeros 

is possible. By this means, an inherent correlation between symbols is introduced. 

An evaluation of conditioned probabilities for the following symbols, given a known 

symbol, requires the probabilities for the edges in figure 0.3. These can be retrieved 

from [11]. In [12] the number of possible sequences Ndk(n) for a given length n is 

found as 

k 

Ndk(n) = (d + k + 1 n) + E Ndk(n i 1) (C1) 
i=d 

which renders 21 different sequences for n = 8 for d = 1; k = 7. Due to the even 

symmetry property of autocorrelation, the same sequences and probabilities in a 

reversed order are obtained. Evaluating those possible symbol sequences, probabil­

ities can be calculated for each symbol in the sequence using the state-transition 

probabilities given in [11]. Therefrom the expected values of table 0.2 can be de­

rived for each state separately and then summed up and compared to the average 

values of the SABER simulation. In a similar manner the expected symbol values 

E {am 1 ao = 1} can be determined, if no information about transitions is available. 



103 

Due to the fact that abs(ao) = 1, the discrete autocorrelation function is identical 

to the calculated expected values, as the equation holds 

Elam ao = 1} = Elam (ao = 1)} = R{a(mT)} (C2) 

for the stationary process a(kT) = ak. 

APPENDIX D: MATLAB/SIMULINK SIMULATION OF MDFE 

In figure 0.4 the system used for the control-simulation of the joint adjustment of 

phase and gain is shown. Core of the system is the MATLAB-function 'combier­

ror' which incorporates the pulse response w(t) as a look-up table for the occuring 

phaseshifts. 22 symbols of a random symbol sequence a{k} are used as input and 

22 samples of band-limited white noise with selectable power. Each sample is mul­

tiplied by the corresponding gain value. The phase and gain error is computed and 

processed by the loopfilters in the subsystems phaseupdate and gainupdate, respec­

tively. The observed variables are the phasedifference phdi f f to the ideal phase 

provided by a digital clock and the gain gain of the current mainsample a(kT). 

Phase and gain steps can be put in at arbitrary time by the inputs on the left side. 
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