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Chapter 1 – Introduction

Experimental and theoretical analyses of solute transport within subsurface environments are
important for applications such as irrigation, drinking water supply, contaminant transport, and
remediation efforts among others [59, 36, 28, 2, 48]. Solute transport for these applications
usually takes place over many characteristic length and time scales. Transport phenomena ob-
served at larger scales are highly related to the structure of smaller-scale transport mechanisms
[65]. Therefore both experimental and theoretical representations of solute transport ultimately
rely upon averages of the micro-scale processes involved.

Solute transport through porous media is typically described using the basic Advection
Dispersion Equation (ADE). This equation, shown in generic form below as Eq.1.1, states that
the accumulation of the concentration of a solute is equal to the movement through the pore
space in three dimensions due to dispersion (D), advection (e.g. velocity, ~v), and any gains or
losses due to reactions (R). The mobile porosity of the system, defined as the volume of pore
space divided by the total volume, is described in Eq.1.1 by θm, while ∇ represents the grad
operator, defined in Eq.1.2 for Cartesian coordinates.

θm
∂c
∂t

= ∇(θmD∇c) − ∇(θm~vc) + R (1.1)

∇ =
∂

∂x
+
∂

∂y
+
∂

∂z
(1.2)

Although this equation is general in many ways, it already assumes the dispersion is Fick-
ian in nature. Fickian flux is described by ~J = −θmD∇c. This implies that the variance, or
mean square displacement of molecules, is a linear function of time. This assumption is valid
for simple systems, where the dispersion coefficient and flow are constant. As the number of
physical and/or chemical processes occurring within the system being studied increase, the as-
sumption of one value for dispersion, pore velocity, and reaction rate, as well as others becomes
inadequate for the overall system. This occurs in many environments, including those where
there are non-equilibrium solute adsorption-desorption reactions, multiple physical processes
occurring due to sediment heterogeneity, as well as others. These types of systems have multi-
ple rates of reaction and/or transport which commonly show up as long tails in solute recovery
curves, and are referred to as ‘non-Fickian.’

Modeling of multirate solute reaction and transport phenomena has been studied exten-
sively in previous investigations and are of interest due to their non-Fickian late-time behavior
[2, 41, 48, 60, 69, 22, 26, 27, 29, 39, 6, 1, 33, 23, 4, 10]. Due to the specialization and time
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consuming nature involved with performing detailed experimental studies and/or theoretical
developments, the two processes are typically performed independently. When this is done,
the assumptions made could lead to an inaccurate interpretation of the results.

Typically, theoretical models are created with necessary assumptions ingrained into their
development. This is done to provide a unique solution for a specific type of situation. Sim-
ilarly, data are collected from experimental studies in order to characterize a specific phe-
nomenon. When a disconnect occurs between experiment and theory, the use of available data
or models can lead to inaccurate assumptions and interpreted results. With the wide variety of
computer simulation software available, one must choose and/or develop the correct theoretical

description of the system being studied. Similarly, the amount of detailed information gathered
from experimental research must provide a thorough description of the system and dominant
processes occurring throughout the whole study.

This dissertation focuses on two types of multirate experimental systems, chemical and
physical. Both systems result in non-Fickian solute transport, which is evident through visual
analysis of the late time transport phenomena (i.e. asymmetrical breakthrough curves), as well
as the inability of the basic ADE to adequately represent the late-time experimental results.
Analysis of these systems are performed using two particular multirate modeling approaches,
namely a direct numerical simulation (STAR-CCM+ [©CD-Adapco]) and a multirate model
(STAMMT-L [30]).

Direct numerical simulations (DNS) describe processes occurring at the ‘Darcy’ scale,
where the characteristic length is measured in millimeters to tens of centimeters. The ba-
sic conservation equations (i.e. conservation of mass, energy, and momentum) can therefore
be solved throughout the ‘small-scale’ physical domain in order to achieve a solution to the
‘full-scale’ system. For this study, the DNS was performed using the commercially available
computational fluid dynamics software STAR-CCM+.

The multirate model, STAMMT-L, is an upscaled version of the ‘small-scale’ model; it

modifies the ADE by incorporating a source/sink term and additional assumptions. This ac-
counts for a variety transport processes involved at the Darcy scale, including chemical, phys-
ical, and/or biological processes which may result in an asymmetrical breakthrough curve.
This model was used to analyze both experimental systems to determine its applicability to the
overall solute transport processes.

The objective of this dissertation was to combine experimental and theoretical analyses
of solute transport in sediment. This allowed us to gain a more in-depth understanding of
what information was important when conducting this experimental research, as well as what
assumptions were appropriate for the construction and/or use of theoretical models. Ultimately,
measurements made in natural systems and/or laboratory studies are used to determine long-
term reaction and transport characteristics. We therefore investigated the important aspects of
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both experimental and theoretical processes.
The first experimental system, described in Chapter 2, analyzed how the transport of ura-

nium was affected by adjustments of the pH and inorganic carbon concentration of a natural
sediment. Due to the complex nature of the processes impacting transport and the lack of
thorough detailed experimental data, a multirate reaction model was used to investigate the
system’s transport parameters. In this way, the results of the model were generalized and only
provided an indication of how adjustments affected the overall solute transport.

The second experimental system was a synthetic highly heterogeneous environment, con-
sisting of 203 low conductivity (e.g. Kim = 0.011 cm/min) sintered sand inclusions within a

high conductivity (e.g. Km = 4.66 cm/min) sand matrix. This provided a convenient system
to evaluate the performance of both the DNS and multirate modeling approaches. Detailed
information concerning the physical properties and solute transport parameters were measured
and calculated during the construction of this system.

The multirate spherical diffusion model (Chapter 3) initially provided insight into the ap-
plicability of the more upscaled modeling approach using STAMMT-L. This model was less
computationally demanding, requiring assumptions concerning the relevant transport processes
within the system. These assumptions were analyzed and found to be inaccurate at the slower
flow rates where the diffusive transport time through the inclusions was faster than the ad-
vective time through the surrounding matrix. The advective mass transport time through the
matrix became smaller than the diffusive flux through the inclusions as the flow rate through
the system was increased, leading to the typical diffusive mass transport model becoming an
adequate representation for the fast flow rate experiment.

A second numerical method was employed in order to more thoroughly analyze the pro-
cesses affecting mass transport in this system. The DNS (Chapter 4) was therefore constructed
to provide an indication of how well the measured hydrologic parameters reproduced the ex-
perimental data. This simulation’s only assumption was that the dispersivity and diffusion

coefficient should be the same for all three flow rates. Initial results showed poor reproduction
for the three flow rates. Adjustments were made to the diffusion coefficient for the inclusions
and the dispersivity of the matrix, which improved all model representations. Unfortunately
when compared to the model representation from STAMMT-L, the two models did not provide
the same results. Therefore, the DNS could not be relied upon to gain any details into what
was affecting mass transport for this system.

Due to the changes in dominant mass transport, we conclude that the values for the disper-
sivity of the matrix and possibly the diffusion coefficient for the inclusions may vary between
the three experiments. Further refinements will need to be performed with this representation
to determine if improved results can be obtained. Overall conclusions from this research are
detailed in Chapter 5.
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2.1 Abstract

In this study, we investigate uranium (U) transport in Hanford sediments. Changes in adsorp-
tion and residence time were examined as functions of pH and inorganic carbon (IC) concen-
tration. Four experiments were performed in a large column (50 cm long by 5 cm internal
diameter) filled with Hanford sediment with a particle size < 4.75 mm. Each of the four ex-
periments had different equilibrium values for the pH and IC pair as follows: #1) pH 8.8 and
11 mM IC; #2) pH 9.1 and 2 mM IC; #3) pH 6.5 and 13 mM IC; and #4) pH 3.3 and 11.5 mM
IC. A multirate mass transfer model was used to describe the transport and reaction processes.
This paper explores the use of multirate models to adequately represent the experimental data.
Both power-law and lognormal distributions for the reaction rate parameters were examined.
Overall, both experimental and theoretical results indicated an increased adsorptive capacity
for the sediment with decreasing pH and IC concentration.

2.2 Introduction

Uranium has been detected in a number of groundwater systems at various Department of En-

ergy facilities, including the Hanford site near the Columbia River in Richland, WA [68]. Ura-
nium subsurface contamination [primarily in the form of U(VI)] has occurred at the Hanford
site due to leakage from radioactive storage tanks [61, 62] and inappropriate storage practices.
This is a concern due to the site’s proximity to the Columbia River and drinking water sources.
U(VI) is highly mobile and can result in toxic health effects if consumed [9].

U(VI) has been found to form a variety of aqueous complexes, including uranyl hydroxyl,
carbonate, and hydroxy-carbonates, among others [24]. Some chemical species, such as cal-
cium, form complexes (e.g. calcium uranyl carbonate; [37, 24]) that have been shown to
increase U solubility. Previous experimental work has suggested that there are at least two
categories of surface sites (referred to as strong and weak) which are major contributors to the
adsorption of aqueous U species [46, 7, 19, 58]. Minerals that have been found to react with
U species include iron oxy-hydroxides, silicates [54, 58, 63], calcite [38, 58, 64], aluminates
[54], and others [54, 31]. These findings indicate that multiple sediment-mediated reactions
contribute to U subsurface transport, and total adsorption may depend upon the chemistry of
both aqueous and solid phases.

A number of chemical kinetic and transport models have been proposed for describing the
U(VI) sorption process which occur during subsurface transport [35, 60, 2, 48, 69, 41, 67].
Where multiple sediment reactions occur, approaches have included a fractional-order kinetic

model [2]; a two-site model [60]; a distributed-rate-coefficient model [48, 41]; and a determin-
istic geochemical model, which included a mechanistic description of both equilibrium and
kinetic sorption reactions [69]. Few studies have examined the effects of changes to the natural
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chemical properties of a sediment on U transport. This may be particularly important near
source zones, where sediments are exposed to long-term geochemical perturbations [61, 62].

The objectives of this research are to enhance the understanding of U transport by (1)
detailing experimental results showing how adjustments in equilibrium pH and IC affect trans-
port; and (2) modeling these results by incorporating multiple surface-site reactions which may
occur from a variety of adsorbing aqueous complexes. Following the terminology of Haggerty
et al. (1995) [26], we lump mass transfer and sorption in the immobile phase into a single pro-
cess, defined throughout this paper simply as mass transfer. The primary purpose of this work
is to examine the ability of multirate mass transfer models (lognormal and power-law) to fit

experimentally-measured breakthrough curve data. The model fits are compared by assessing
how well each model represented the four sets of breakthrough curve data.

This paper is organized as follows: in Section 2.3 we describe how U transport experi-
ments were constructed, run, and analyzed. Section 2.4 outlines the mathematical theory used
for modeling. Both experimental and theoretical results are discussed in Section 2.5. Lastly,
conclusions are made in Section 2.6 concerning the experimental data, theoretical analyses, and
how both may be useful in the field where zones of equilibrium my develop due to significant
differences between a U contaminant source and natural subsurface conditions.

2.3 Uranium Transport Experiments

2.3.1 Sediment Preparation and Column Packing

Hanford sediment was obtained from a quarry containing the Hanford Formation near Pasco,
WA. The material consisted of sands and gravels of mixed basaltic and granitic origin. The
sediment was classified as having approximately 30% fine gravels, 65% sand, and less than 5%

silt and clay (Dr. Jack Istok, Oregon State University, personal communication). Sediments
were sieved using a No. 4 USA standard testing sieve (Fisher Scientific Company) to ensure
all particles greater than 4.75 mm were removed prior to column packing. Further sediment
analyses were not performed for this research.

The stainless steel column used in all studies was 50 cm long with a 5 cm internal diameter
(Fig. 2.1). The column was wet packed with the sieved sediment and flushed with Hanford
synthetic groundwater (SGW) (Table 2.1; Dr. Jim Szecsody, PNNL, Richland, WA, personal
communication) for at least 4 days prior to running experiments to ensure complete saturation
and geochemical equilibration of the system. Wet packing consisted of first adding SGW at
pH 8.8 with 11 mM IC through the bottom of the column, then slowly adding sediment from
the top to just below the fluid level in approximately 2 cm increments. The side of the column
was tapped with a rubber mallet after each sediment addition to ensure it was packed tightly
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below liquid level and all trapped air was removed. Added volumes of SGW and sediment
were measured prior to addition in order to calculate the column’s final porosity (θ = 0.38) and
bulk density (ρb = 1845 mg/cm3).
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Figure 2.1: Photograph of column used for U transport experiments. Column is 50 cm long
with a 5 cm internal diameter.

Table 2.1: Synthetic Hanford groundwater recipe with 1 and 10 mM IC.

Chemical mg/L for 1 mM IC mg/L for 10 mM IC
NaCl 15.0 15.0
KCl 8.2 8.2

Na2SO4 71.0 71.0
NaHCO3 84.0 841.0

2.3.2 Transport Experiments

Hanford sediment was equilibrated in the column to the appropriate pH and IC concentration
prior to injection of the tracer. This was accomplished by flowing SGW, adjusted to the exper-
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imental conditions, through the column until inlet and outlet measurements of pH and IC were
nearly identical for at least one pore volume (PV). Adjustments of SGW to appropriate exper-
imental conditions were accomplished using either 1 M HNO3 to decrease or 0.1 M NaOH to
increase pH, while IC was adjusted by adding NaHCO3 or sparging with N2 gas. Equilibra-
tion was done sequentially; beginning with Experiment #1 (operating conditions are detailed
in Table 2.2). Equilibration times for the sediment column took from 4 days (Experiment #1)
to 2 months (Experiment #4). To ensure stable IC concentration within the SGW, all SGW
solutions were kept in gas-tight tedlar bags (Cole-Parmer, Vernon Hills, IL).

Table 2.2: Measured injection concentrations and average pH and IC for each experiment and
ADMT equation fits of vx and D from Br− BTC data.

Experiment # 1 2 3 4
c0,U (mg/L) 0.903 0.960 1.064 9.291

total PV for U BTC 4.4 25.2 28.6 124.6
% recovery U 100% 86% 62% 93%
c0,Br (mg/L) 23.9 23.9 22.2 305.4

total PV for Br BTC 3.3 3.2 2.5 4.0
% recovery Br− 95% 100% 100% 110%

pH 8.8 9.1 6.5 3.3
IC (mM) 11.0 2.0 13.0 11.5

fit v (cm/min) 0.31 0.31 0.33 0.27
fit D (cm2/min) 0.32 0.22 0.42 0.38

Bromide (Br−) was used as an inert tracer for all experiments to ensure ion-exchange was
not occurring, as well as for later fitting to determine the system pore water velocity (vx) and
dispersion coefficient [D; described as αL,mvx in Eq (2.1)]. The U/Br− tracer solution was pre-
pared at 10x concentration, and diluted with SGW during injection using a mixing valve. In-
jection flow rates for the U/Br− tracer and SGW solutions were 0.25 mL/min and 2.25 mL/min,
respectively. At this total flow rate, the travel time for one pore volume (PV) within the column
corresponded to 150 minutes. The U/Br− tracer was injected for a time equal to one PV, after
which the U/Br− tracer pump (402 Syringe Pump, Gilson Inc., Middleton, WI) was stopped and
the SGW flow was increased to account for the loss. Outlet samples were collected throughout
each experiment in gas-tight sample vials (Kimble Chromatography) using a fraction collector

(Gilson Inc., Middleton, WI).

2.3.3 Analytical Methods

Total aqueous U species were analyzed using a Kinetic Phosphorescence Analyzer (Chem-
check KPA-11), whereas Br− was analyzed via Ion Chromatography (Dionex DX-120). In-
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organic carbon was analyzed using a high temperature Total Organic Carbon (TOC) Ana-
lyzer (Rosemount Analytical Inc., DC-109). This equipment can measure inorganic and/or
organic carbon concentrations independently, with the sum of the two measurements resulting
in the total carbon within the system. Two Microelectrodes 16-705 Flow-Thru pH electrodes
were placed in-line at both the inlet and outlet of the column. These were attached to VWR
sympHony SR60IC benchtop pH meters which provided continuous readings throughout each
transport experiment. Trace anions were determined periodically in the column effluent using
the Ion Chromatograph. Trace cations were measured following experiment #4 using a Varian
Liberty 150 Inductively Coupled Plasma-Atomic Emission Spectrometer (ICP).

2.4 Mathematical Theory

2.4.1 Transport Models

The observed breakthrough curve (BTC) data were analyzed by inverse-fitting the advection-
dispersion equation (ADE) and the advection-dispersion-mass-transfer (ADMT) equation us-
ing the codes CXTFIT (for Br− data; [57]) and STAMMT-L (for U data; [30]), respectively.
These equations are equivalent when the mass transfer term of the ADMT equation is set to
zero. The STAMMT-L code was adopted particularly due to its capability to provide semi-
analytic solutions to the ADMT equation(s) as described by Haggerty et al. [26, 27, 29].
This code involves the following assumptions: (1) one-dimensional transport in physically and
chemically homogeneous media; (2) steady-state flow conditions; (3) isothermal temperature
conditions; (4) rate-limited mass transfer between a single mobile and multiple immobile do-
mains; and (5) linear sorption isotherms. These assumptions were deemed appropriate for our
system, with results of batch studies [32] suggesting linear sorption isotherms were appropriate

for U transport under our experimental conditions.
Two multirate equations were chosen to represent the U data for comparison; one hav-

ing a lognormal and the other with a power-law distribution. The lognormal distribution was
considered in agreement with previous works [27, 25, 44, 41]. The power-law distribution
was considered as an alternative to the lognormal distribution [29]. Both approaches allow
for multiple reversible reactive surface sites which follow their respective distribution. This is
important since multiple reactive surface site types have been discovered for U, and mineralog-
ical analyses were not performed on our sediment in order to determine which and how many
reactive surface site types were potentially available.
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2.4.2 Mathematical Formulation

The general form of the multirate model employed in STAMMT-L is:

ADMT
∂cm

∂t
+ Γ =

αL,mvx

Rm

∂2cm

∂x2 −
vx

Rm

∂cm

∂x
(2.1)

for 0 < x < L

Source/Sink Γ =

∞∫

0

βtot
∂cm(t − τ)

∂t
g∗(τ)dτ (2.2)

Initial conditions cm|t=0 = cim|t=0 = 0 (2.3)

Upstream B.C. cm|x=0 = cin j(t) (2.4)

Downstream B.C.
∂cm

∂x

∣∣∣∣∣
x=L

= 0 (2.5)

Eq (2.1) is the basic form of the ADMT equation with a source/sink term (Γ) for the multirate
distribution given in Eq (2.2). In the ADMT, cm [mass/length3] is the cross sectional area
averaged concentration in the aqueous phase; αL,m [length] is the longitudinal dispersivity; vx

[length/time] is the average axial pore water velocity; t [time] is time; x [length] is the space
coordinate; and Rm [] is the mobile retardation coefficient. For Eq (2.2), βtot [] is the capacity
coefficient, defined as:

βtot =
Rimθim

Rmθm
(2.6)

and g∗(τ) [time−1] is the memory function (defined below). The concentration in the immobile
phase is denoted by cim, as seen in Eq (2.3), and the injected concentration is shown as cin j

in Eq (2.4). In Eq (2.6), θim [] is the immobile (matrix) porosity, θm [] is the mobile porosity,
and Rim is the immobile retardation coefficient. The retardation coefficients are defined by the
following equations:

Rm = 1 +
fρbKd

θm
(2.7)

Rim = 1 +
(1 − f )ρbKd

θim
(2.8)

where f [] is the fraction of sorption sites within the mobile domain, ρb [mass/lenght3] is
the bulk density, and Kd [length3/mass] is the distribution coefficient. Rm is equal to 1 in the
absence of sorption or an immobile fraction.

The functional form of the memory function, g∗(t), depends upon the particular mass trans-
fer model being used. This function can be thought of as the probability density of a molecule,

having entered the immobile zone at t = 0, to remain in the immobile zone at time t. The
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memory function is related to the distribution of mass transfer rate coefficients by

g∗(t) =

∞∫

0

αp(α) exp[−αt]dα (2.9)

where p(α) is the probability density function (pdf) of rate coefficients (α [time−1]). Note that

α is a function of t, and thus all parameters dependent upon α are also functions of t. As
described by Haggerty et al. (2004) [28], the STAMMT-L multirate model becomes a general
formulation of the ADMT equations and encompasses all forms of linear mass transfer through
the specification of g∗(t).

Equation (2.1) can be simplified to the conventional advection-dispersion equation (ADE)
when there is no source or sink (i.e. Γ = 0). All experimental Br− data was fit to the ADE
using inverse modeling. The values of vx were validated by comparison to measured values.

For the U BTC data, both power-law and lognormal distributions of first-order mass trans-
fer rates were compared. The power-law pdf has the form:

p(α) =



(k−2)
αk−2

max−αk−2
min
αk−3 for k > 0, k , 2, αmin ≤ α ≤ αmax

1

ln
(
αmax
αmin

)α−1 for k = 2 (2.10)

where k is the scaling exponent [-], αmin is the minimum rate coefficient [time−1], and αmax

is the maximum rate coefficient [time−1]. The coefficients αmin and αmax can be interpreted
as representing the reciprocal of the maximum and minimum timescales for mass transfer,

respectively. As described by Haggerty et al. (2000) [29], the slope of the late-time BTC is k

for α−1
min � t � α−1

max. The lognormal pdf has the form:

p(α) =
1

ασ
√

2π
exp

−
[
ln(α) − µ]2

2σ2

 (2.11)

For this distribution, µ and σ are the mean and standard deviation of ln(α), respectively.
To compare the two pdfs, we use the mean residence time in the immobile phase, tm [time],

which is the inverse of the harmonic mean of the pdf [29]. For the lognormal distribution, tm =

exp
(
−µ + σ2

2

)
, whereas tm for the power-law pdf depends upon the value of k determined [29].

The most important property of tm for the power-law distribution is that tm ≈ 1
αmin

for k < 2.
The corollary to this is that tm cannot be estimated accurately if k < 2 and the BTC data exhibit
power-law behavior through the end of the experiment.
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2.5 Results and Discussion

2.5.1 Experimental breakthrough curves

Transport experiments were performed beginning with the highest pH and IC values and se-
quentially working down to Experiment #4 (Table 2.2). The shape of U BTCs changed sig-
nificantly as either the pH or IC was adjusted within the system, whereas the Br− BTCs were
nearly identical in all cases. Table 2.2 shows measured injection concentrations and percent
recoveries for U and Br−, as well as average pH and IC measurements. Initial concentrations
were taken after the injection mixing valve and prior to column inlet. Percent recoveries were
determined by dividing the total mass recovered by the total mass injected. The total mass
injected was calculated by multiplying the injection concentration by the flow rate and injec-
tion time of one pore volume. The total mass recovered was calculated through summation of
masses determined through sample measurements over the course of the experiment.

As can be seen in Table 2.2, the injection concentrations for both U and Br− were an order
of magnitude greater for Experiment #4 as compared to the other three experiments. This
was due to the lack of any measurable U concentration recovered for this pH and IC pair

using U/Br− concentrations on the same order of magnitude as the other three experiments.
Under 10x concentrated conditions, adequate BTC data was obtained and thus used for further
analyses.

The Br− curves were well-fit (R2 > 0.95) using the conventional ADE (Fig. 2.2); the inverse
parameterization for vx and D are shown in Table 2.2. Values of vx were compared to measured
values to ensure accurate model fits, resulting in less than an 8% difference in all cases. These
parameters were subsequently used for fitting U BTC data.

The results shown in Table 2.2 indicate that the pore water velocity predicted from the Br−

BTC for Experiment #4 is slightly smaller compared to the other column studies. This is due
to an experimental error in which the SGW flow was not increased immediately following the
end of the tracer injection. The flow discrepancy was corrected nearly 7.5 hours (3 PV) into
the experiment, which occurred after complete recovery of Br−, but before U was measured at
the outlet of the column. The calculations for PV were adjusted accordingly due to the reduced
flow, providing the most accurate representation of the experimental data for inverse fitting.

The U BTC data for Experiment #1 (Figs. 2.3 and 2.4) did not exhibit obvious tailing.
However, when the IC of the system was adjusted from 11 mM (Experiment #1) to 2 mM (Ex-
periment #2), there was substantially more retardation and prominent tailing in the U break-
through curve. For Experiment #2, complete recovery for U took over six times longer than

for Experiment #1. This is consistent with results from other studies [35, 60], which showed
that U complexation in the presence dissolved carbonate dramatically affects the surface site
reactivity for U.
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Figure 2.2: Br− BTC experimental results with fits using the equilibrium ADE.

Experiments #3 and #4 were performed to determine how pH adjustments affected U trans-
port. These were compared to the results from Experiment #1, which was performed with the
same IC but higher pH. Breakthrough curve results showed increased retardation and tailing
with subsequent reduction in pH as compared to Experiment #1. Mass recovery times in-
creased by nearly an order of magnitude with each subsequent reduction in pH. These results
are interesting in that most prior studies [35, 60, 2, 56, 18, 31, 24] have indicated decreased
adsorption as the pH is adjusted from neutral to either acidic or alkaline conditions.

Effluent analysis of the column after Experiment #4 showed significant changes in the aque-
ous geochemical composition as compared to the injected SGW solution (Table 2.3). Metal
ions of iron, silica, magnesium, calcium, and aluminum were all measured in notable concen-
trations in the effluent; these ions were not present at measurable concentrations in the inlet
SGW. Similar phenomena were noted by Wan et al. [61, 62], who observed the dissolution

of various minerals and cation exchange of sodium with calcium and magnesium in sediment
in the highly alkaline (pH ≈ 14) and saline tank waste plumes at the Hanford site. These ob-
servations suggest that large variations in the pH of our sediment from natural conditions may
have resulted in changes to the sediment mineralogical composition. We also see an increased
adsorptive capacity of the sediment with decreasing equilibrium pH, which may be due in part
to a change in available surface sites through the removal of less-reactive solid mineral phases.
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Figure 2.3: U BTC data with fits using the power-law distributed rate ADMT equation.

Further mineralogical analyses are necessary to make any definitive conclusions concerning
this hypothesis, but were not performed for this study.

The tailing observed for Experiments #2 through #4 could not be adequately fit using a
conventional two-site nonequilibrium equation (Fig. 2.5). The effluent ion analyses suggested
that multiple minerals were removed from the system as pH was adjusted, and this would
influence the solid-phase reactivity with the variety of U species. Mineralogical analyses were
not performed on the sediment used in this study due to a lack of equipment readily available
to perform these analyses. Considering the potentially numerous chemical species, complexes,
and surface sites within our system, it was not possible to generate a strictly mechanistic model.
We therefore adopted a multirate mass transfer model. The advantage of this approach is that
it is capable of representing a large number of surface site types interacting with multiple
chemical species, and can be of substantial aid in interpreting the bulk behavior of U transport

phenomena with changing pH and IC concentration. The disadvantage is that the results are no
longer strictly deterministic; rather, they must be viewed as an equation that consolidates the
reactions of the various surface sites and aqueous U ions and complexes into a distribution of
kinetic rate parameters.
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Figure 2.4: U BTC data with fits using the lognormal distributed rate ADMT equation.

2.5.2 Theoretical Analyses

Two distributions were used to analyze the mass transfer for the four experiments. Described
below are the results from the power-law distribution and the lognormal distribution analyses.

These are followed by a comparison between the two distribution results.

2.5.2.1 Power-law distribution

When the power-law pdf was adopted and a best-fit was conducted, the resultant parameteriza-
tions exhibited large standard errors. To reduce this error, we included additional information
about the system to help constrain parameters. Thus, the values for αmin and αmax were esti-
mated from experimental BTCs and specified as known values during the fitting process. The
maximum timescale for mass transfer (1/αmin) was set as a range where complete mass recov-
ery would be achieved. These values were estimated from mass recovery (Table 2.2), using
the final points of the late-time slope of the corresponding BTC (assuming a linear trend) to
estimate complete mass recovery times. The minimum timescale for mass transfer (1/αmax)

was set to a relatively small number of pore volumes (0.001 PV or 0.15 minutes). This left
the power-law pdf with only two degrees of freedom; βtot and k (as opposed to four when
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Table 2.3: Major cation and anion concentrations (mM) from inlet and outlet following exper-
iment #4, measured via ICP and ion chromatography, respectively.

Major ion inlet (mM) outlet (mM)
Al3+ 0 0.13
Ca2+ 0 0.11
Fe3+ 0 0.14
K+ 0.49 0.08

Mg2+ 0 0.25
Mn2+ 0 0.01
Na+ 11.27 4.63
Si4+ 0 0.33
NO−3 2.06 2.23
SO2−

4 0.58 0.65
Cl− 0.20 0.22

unconstrained).

Fit results (Table 2.4) showed an increasing trend in the immobile capacity coefficient
(βtot) and mean immobile residence time (tm) as either IC or pH was decreased. The maximum
timescale for mass transfer in Experiment #1 was small (3.75 h or 1.5 PV), indicating that
recovery was fast and that U species spent little time in the immobile zones for this combination
of pH and IC. Experiments #2 through #4 showed an increasing trend in immobile capacity and
mean immobile residence time, which was consistent with experimental results (Fig. 2.3). The
fit values for k showed an initial sharp decrease with decreasing IC or pH; they increased
again when the pH was adjusted to 4. This seemingly inconsistent result was most likely due
to insufficient tailing data which caused the power-law late time fit to be inaccurate for this
simulation.

Table 2.4: Fit parameters using the power-law distributed rate equation.

Experiment # 1 2 3 4
pH 8.8 9.1 6.5 3.3

IC (mM) 11.0 2.0 13.0 11.5
RMSE 0.727 0.265 0.079 0.121
βtot 0.276 7.057 11.56 56.89
k 2.109 1.470 1.651 1.802

α∗min [h−1] 0.267 0.008 0.008 0.001
α∗max [h−1] 400 400 400 400

tm [h] 0.375 43.4 33.1 223.2
∗ : Held Fixed
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Figure 2.5: U BTC data with fits using the two-site nonequilibrium ADMT equation.

2.5.2.2 Lognormal distribution

For the lognormal pdf, the immobile capacity coefficient (βtot) and standard deviation of the

lognormal distribution (σ) showed an increasing trend as either IC or pH values were decreased
(see Table 2.5). This trend was consistent with experimental BTC results. An increased im-
mobile capacity would increase the time for U removal, as well as decrease the maximum
concentration of the resulting BTC. The results of Experiment #1 indicated that there was very
little sorption under these conditions, and therefore resulting parameters for the system lead to
an equation similar to the conventional equilibrium ADMT equation [since σ ≈ 0; [29]].

Table 2.5: Fit parameters using the lognormal distributed rate equation.

Experiment # 1 2 3 4
pH 8.8 9.1 6.5 3.3

IC (mM) 11.0 2.0 13.0 11.5
RMSE 0.528 0.228 0.082 0.119
βtot 0.301 17.04 20.12 96.45

ln(µ) 1.33 -6.25 -4.88 -6.69
σ -0.916 2.44 2.78 4.25

tm [h] 0.328 1.45x105 1.21x105 4.03x108
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With the results obtained from the lognormal distribution for Experiment #2, we saw simi-
larities between our fit parameters to those determined by [41]. They analyzed effects of stop-
flow events on U desorption from contaminated Hanford sediment columns, adequately fitting
their resultant BTC data with a surface complexation-lognormal distributed rate (SC-DR) ex-
pression. With a slightly different SGW solution than ours (their pH was 7.85 and total IC was
1 mM), their values for ln(µ) and σ were −9.96 and 2.68, respectively (with a corresponding
RMSE of 0.12). In comparison, we saw that our mean rate and RMSE were both slightly larger
but our standard deviation was nearly the same. The differences in the parameter values for
these two sets of experiments were most likely due to 1) variations between our experimental

study and theirs (i.e. SGW, pH, IC, U, their use of surface complexation information, vx, etc.),
and 2) incomplete mass recovery data which resulted in inadequate mass transfer distribution
parameters.

2.5.2.3 Comparison of distribution results

It can be noted that three out of the four root mean square errors (RMSEs) for the power-law
distribution were larger than those for the lognormal distribution. Interestingly, power-law tm
values were orders of magnitude smaller than those of the lognormal pdf. This was due to
the time scales for mass transfer for the power-law pdf scaling with 1/αmin. Without complete
mass recovery data there was substantial uncertainty about our estimates for αmax. Complete
mass recovery was theoretically not possible while the tail followed a power-law with k < 2.
Consequently, the estimate of tm was dependent upon the time-scale of the experiment. One
might come to the conclusion that the lognormal distribution was more robust in terms of esti-
mating tm, but this is likely incorrect. The lognormal distribution assumed a distribution shape
outside of the timescales supported by the experiment. In fact, at timescales less than the first

breakthrough or greater than the last breakthrough, we have little information about the shape
of the mass transfer distribution. Consequently, the values of tm estimated from the lognormal
distribution are suspect. It is for these reasons that Haggerty et al. [28] hypothesized that esti-
mates of immobile domain residence time are strongly correlated to experimental timescales.

2.6 Conclusions

The results of this research indicate that adjustments in IC or pH made to Hanford sediment
have a significant effect on U transport. We found that, as the amount of inorganic carbon
within the system was increased from 2 mM (Experiment #2) to 11 mM (Experiment #1),
U transport time decreased. We also determined, through comparison of multirate parameter
fitting, that the immobile zone capacity (βtot) decreased significantly with increasing IC con-



19

centration. This confirms the idea that increasing inorganic carbon concentration will strongly
inhibit U adsorption through the reduction of available reactive surface sites, leading to in-
creased U mobility within the subsurface.

Secondly, we observed that as pH was decreased, the characteristic time for U transport in-
creases. To our knowledge, no other work has reported transport studies that have investigated
how U transport characteristics change with changes in equilibrium pH. The only available
data for comparison were from batch studies [2, 18], which showed decreasing sorption as pH
became highly alkaline or acidic. The most important differences between the results from
our research and those from batch studies were the equilibration time for pH and IC, and the

solid/solution ratios (our studies had a solid/solution ratio that was more than an order of mag-
nitude greater than those reported for batch). These differences provided an increased contact
area and residence time for U reaction. Our results therefore provide a more thorough analysis
of how adjustments in the equilibrium conditions of Hanford sediment could affect subsurface
transport of a step impulse of U at the half-meter scale.

In comparing ion analyses for Hanford sediment with pH adjusted to either a highly alka-
line [61, 62] or highly acidic condition (this study), we see that mineral dissolution occurred.
This leads to potentially important changes for both ion exchange and adsorption-desorption
reactions. In particular, for the apparent changes in the mineralogical composition of the sedi-
ment within our system as the pH was reduced (Table 2.3), we propose the increased adsorptive
capability may be due to increasing reactive surface sites and/or site types for U.

Lastly, we found that the two multirate mass transfer models used with STAMMT-L showed
more adequate fits to the experimental data from this study compared to a two-site nonequi-
librium model. We also found some interesting and potentially important trends in how the
changes in experimental conditions affected both models’ fit parameters. It was apparent that
complete mass recovery and tailing information were both important when using either the
lognormal or power-law pdf to fit experimental results. If insufficient BTC data is available,

the values of fit parameters will only be based upon the data given. The results available for
this study may not adequately represent actual late-time occurrences in transport due to long
adsorption times and a wide distribution of adsorption rates. Even though the lognormal model
did not need any estimations and provided a slightly better fit, we cannot conclude the resulting
fits would adequately represent what would have occurred with complete mass recovery.

Results of this study may be useful as an indicator of how the mobility of U contamination
is affected in areas where there are drastic changes in subsurface chemistry, such as near tank
waste plumes, spills, or mines. As zones of equilibrium are developed over time, one could
reasonably predict how the variations in pH and IC within these zones would affect U transport
in comparison to natural conditions. Decreases in pH from natural conditions could lead to
increasing available surface sites for U adsorption and thus slow transport, whereas increased
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IC could increase transport times leading to increased spreading of U contaminant plumes.
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3.1 Abstract

In this work, we compare experimental observations of solute transport collected from a highly
heterogeneous porous medium to predictions from a multirate spherical diffusion model. The
experimental system consisted of a high-conductivity matrix with low-conductivity spherical
inclusions. Three breakthrough curves were collected at varying flow rates (5.6 ml/min, 9.6
ml/min, and 45.2 ml/min). The breakthrough curve data indicated that there was an increase
in the diffusive tailing as the flow rate increased. Forward fits using a spherical diffusion
model provided an adequate representation of the breakthrough curve for the case with the
highest flow, with a root mean square error of 0.046. For the medium and slow flow rate
experiments, the time for advective transport through the matrix began to compete with the
diffusive time through the inclusions. This had a large impact on the mass recovery curve and
led to a regime where the diffusion model was not adequate. This was validated through inverse
fitting of the diffusion coefficient and dispersivity within the model. Further analysis of the time
scales for mass transport through the two media showed a strong competition between the mass
transfer mechanisms (e.g. advective time within the inclusions, diffusive residence time in the
inclusions, and advective time through the matrix). As the advective time through the matrix
became longer than the diffusive time through the inclusions, the assumptions made by the

spherical diffusion model began to break down resulting in inadequate parameter estimation.

3.2 Introduction

Variability in the spatial distribution of hydraulic conductivities within natural sediments has
been shown to greatly affect solute transport through porous media. When there is a large
(normalized) variance in the log-based hydraulic conductivity, typical Fickian solute transport
models have proven to be inadequate for describing the late-time behavior of the resultant
experimental data [29, 73, 42]. A number of theories have been developed to describe transport
through porous media where there is a high variance in the log-conductivities. These include
continuous time random walks [43, 5, 16, 21], fractional derivative formulations [4, 5, 14], and
volume averaging [49, 22, 12, 10] to name a few.

The simplest case of a highly heterogeneous environment is a binary spatial conductivity
field which consists of two distinct regions; this is a relevant heterogeneity that has been found
in natural systems [8, 47, 55]. Previous research has been conducted on 2D conductivity fields
[73, 15, 39], where low-conductivity inclusions were placed within a high-conductivity matrix
material. Zinn et al. [73] provided results for three studies with varying transport behaviors.

These phenomena were related to the contrast in hydraulic conductivities of the system used.
With small contrast between the high- and low-conductivity materials (Khigh/Klow = κ = 6), the
transport behavior was adequately fit using the classical advection-dispersion equation (ADE).



23

As the parameter κ was increased to 300, the system showed more advection-dominated tail-
ing properties. Finally, as κ was increased to 1800, diffusion became the dominant transport
phenomena responsible for the observed tailing behavior.

In this study, we investigate the results of three mass recovery experiments obtained with
varying flow rates in a 3-dimensional physically heterogeneous environment. The experimental
system had dimensions of 100 cm x 50 cm x 20 cm, and consisted of a high-conductivity
matrix material (Km = 4.66 cm/min) with low-conductivity spherical inclusions (Kim = 0.011
cm/min). To construct the medium, 203 low-conductivity spherical inclusions were prepared
by sintering 0.07 mm solid glass spheres into a larger spherical shape with a diameter of 5 cm.

These were randomly placed within the high-conductivity matrix material (average particle
size of 2.4 mm). The inclusions provided 13.3% of the total porous medium volume, with the
matrix material providing the remaining 86.7%. The three experiments were performed using
average flow rates of 5.6, 9.6, and 45.2 ml/min.

Mass recovery curves were analyzed using a multirate spherical diffusion model available
in STAMMT-L [30]. This code assumes one-dimensional transport of a conservative species
and that mass transport within the inclusions is purely diffuse, whereas there is advective-
dispersive transport within the surrounding matrix. The goal of this study is to provide insight
into the applicability of the multirate spherical diffusion model for this experimental system.
We accomplish this through (1) comparison between forward and inverse fit parameter es-
timates with experimental data and measured parameters, and (2) analysis of the dominant
solute transport behavior for the three experimental runs.

3.3 Material and Methods

Two sizes of Spheriglass solid glass spheres (Potters Industries Inc., Valley Forge, PA) were

used to construct the heterogeneous environment within the flowcell (see Figure 3.1). The
matrix was a larger A-240 material, whereas a finer 2530 material was used to construct the
spherical inclusions through sintering.

3.3.1 Matrix material properties

The A-240 Spheriglass solid glass spheres had a particle size range between 2 and 2.8 mm.
The bulk density of the material was calculated through water displacement measurements to
be 2.5 ±0.1 g/cm3. Hydraulic conductivity was determined through the use of a constant head
permeameter as 4.66 ±0.96 cm/min. Calculation of porosity within the flowcell was determined
during the wet packing process as the volume of fluid added divided by the volume taken up
by the matrix, leading to a value of 0.40 ±0.03. The matrix took up approximately 86.7% of
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Figure 3.1: Experimental set-up for Highly Heterogeneous System

the total volume within the flowcell.

3.3.2 Inclusion construction and hydraulic properties

Spherical inclusions were constructed by sintering the 2530 Spheriglass solid glass spheres
using graphite molds of a sphere with an internal diameter of 5 cm. Initially, the 2530 ma-
terial had an average particle size of 0.07 mm and hydraulic conductivity of 0.0032 cm/min,
determined using a falling head permeameter. The graphite molds were filled with the loose
material and heated two at a time for 2.5 hours in a muffle furnace at 725°C. The molds were
allowed to cool overnight, with the final product being sanded with a fine grain sand paper to
remove any loose material and insure a smooth spherical shape. Each inclusion was numbered
and weighed to obtain their individual dry weights.

Carbon dioxide (CO2) was used to purge the air from the pore space of the inclusions prior
to saturation with a solution of 100 ppm sodium borate in DI water. The CO2 was used to ensure
complete saturation since it dissolves more readily in water than air, whereas sodium borate

was used as a microbial growth inhibitor. Once saturated, the inclusions were again weighed
to determine their individual porosities (θim; see Table A.1 in the Appendix A.1) using

θim =
V f luid

Vsolid + V f luid
(3.1)
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Porosity is equal to the difference between the weight of the saturated inclusion and dry in-
clusion multiplied by the density of water, providing the volume of fluid within the inclusion,
divided by the sum of the solid and fluid volumes.

The hydraulic conductivity of each inclusion was calculated using pressure drop measure-
ments. The individual inclusions were placed within a stainless steel column and held in place
using c- and 0-rings (see Figure 3.2). These kept the inclusion between two ports on the side
of the column, which were used to measure pressure drop across the sphere when fluid was
pumped through the horizontally placed column. A constant flow was achieved using a dual
syringe pump set to a constant flow rate. The pressure drop measurement was measured in

units of centimeters water. In order to calculate hydraulic conductivity, we used Darcy’s Law

Kim = − Q
Aim

dhim

dL
(3.2)

In this equation, Kim is the hydraulic conductivity of the inclusion [length/time]; Q is the
flow rate through the column [length3/time]; Aim is the cross-sectional area of the inclusion
[length2]; dhim is the pressure drop measured across the inclusion [length]; and dL is the length
between the two pressure measurement ports.

Figure 3.2: Pressure drop equipment for use with inclusion. Top: Internal configuration and
stainless steel column used for measuring pressure drop across inclusions. Bottom: Column
connected to pressure transducer, with ports in the side of the column being just above and just
below the inclusion within.

All measurements were performed in duplicate to ensure accuracy. Once complete, the
inclusions were again submerged in a tank full of the 100 ppm sodium borate solution. The
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average values for the hydraulic parameters from all 203 inclusions used within the experi-
mental system were an average bulk density of 2.43 ±0.1 g/cm3, hydraulic conductivity of
0.011 ±0.007 cm/min, and porosity of 0.31 ±0.003. Through comparison between the sintered
product and the loose material, we note that the sintering process resulted in an over three fold
increase for the hydraulic conductivity value, going from 0.0032 cm/min for the 2530 sand to
an average of 0.011 cm/min for the sintered inclusions.

3.3.3 Tracer solution

The tracer, consisting of 100 ppm sodium borate, 25 mg/L Br− (from LiBr), and 1.5 mg/L
fluorescein at pH 9, was used to provide the three mass recovery curves for this study. The mass
recovery curve was shown as the change in concentration from saturation to complete mass
recovery of the tracer within the experimental system. The three average flow rates were 5.6
mL/min, 9.6 mL/min, and 45.2 mL/min for Experiments #1, #2, and #3, respectively. Resultant
concentration versus time data were collected at the outlet of the system (see Appendix Tables
A.2, A.3, and A.4 for Experiments #1, #2, and #3 respectively).

3.3.4 Analytical Tools

Fluorescein was measured using a flow-through spectrophotometer with OOIBase 32 software
from Ocean Optics for the second experiment. A model 10-AU-005-CE fluorometer from
Turner Designs (Sunnyvale, CA) with a flow cell sampler was used for the first and third ex-
periments. Aqueous samples, used to measure Br− using a Dionex DX-120 ion chromatograph,
were taken using a Gilson 223 sample changer.

3.4 Transport Model Theory/Calculation

Analyses of the three mass recovery curves were performed using the advection-dispersion-
mass-transfer (ADMT) equation available within the STAMMT-L code [30]. The mass-transfer
term chosen for this study was diffusion within a spherical geometry. Key assumptions for this
model include: (1) one-dimensional dual porosity transport; (2) a purely diffuse immobile
zone; (3) steady-state flow conditions; (4) isothermal temperature conditions; and (5) mass
transfer between domains is rate limited.
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3.4.1 Mathematical Formulation for Multirate Model

The general form of the multirate model employed by STAMMT-L is shown in Eqs (3.3)
through (3.9) below.

ADMT
∂cm

∂t
+ Γ =

αL,mvx

Rm

∂2cm

∂x2 −
vx

Rm

∂cm

∂x
(3.3)

for 0 < x < L

Sphere Source/Sink Γ =

∞∫

0

βtot
∂cm(t − τ)

∂t
g∗(τ)dτ (3.4)

Initial Conditions cm|t=0 = cim|t=0 = 1 (3.5)

Upstream B.C. cm|x=0 = 0 (3.6)

Downstream B.C.
∂cm

∂x

∣∣∣∣∣
x=L

= 0 (3.7)

Outer B.C. for Inclusions cim|r=0 = cm (3.8)

B.C. for Center of Inclusions
∂cim

∂r

∣∣∣∣∣
r=a

= 0 (3.9)

Equation (3.3) is the basic form of ADMT, with the source/sink term (Γ) for the multirate
distribution given by Eq (3.4). In the ADMT equation, cm [mass/length3] is the cross-sectional
area averaged concentration in the matrix; αL,m [length] is the longitudinal mobile dispersivity;
vx [length/time] is the average axial pore water velocity in the mobile phase, as the inclusions

are assumed to be purely diffuse; t is time; x [length] is the space coordinate; and Rm [-] is
the mobile retardation coefficient. For Eq (3.4), βtot [-] is the capacity coefficient, defined as
the ratio of immobile domain pore space to mobile domain pore space, and g∗(τ)

[
T−1

]
is the

memory function. The initial concentration in both the matrix and inclusions (e.g. mobile
and immobile phase, described by cm and cim) are 1, as seen in Eq (3.5), and the injected
concentration at t = 0 is zero in Eq (3.6). The downstream boundary condition for the matrix is
set to be zero flux [Eq (3.7)]; the outer boundary of the inclusions are assumed to be the same
concentration as the surrounding matrix [Eq (3.8)]; and the center boundary of the inclusions
is also set to be zero flux [Eq (3.9)].

The functional form of the memory function, g∗(t), is dependent upon the particular mass
transport model being used. These functions can be thought of as the probability density of a
molecule, having entered the immobile zone at t = 0, to be remaining in the immobile zone at
time t. The memory function is related to the spherical diffusion rate coefficient by Eq (3.10),
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where a is the radius of the inclusions [length].

g∗(t) =

∞∑

j=1

6βtot
D∗im
a2 exp

[
− j2π2 D∗im

a2 t
]

(3.10)

As described by Haggerty et al. [28], the STAMMT-L multirate model is a general for-

mulation of ADMT equations and encompasses all forms of linear mass transport through the
specification of g∗(t). Therefore, Eq (3.3) can also be simplified to the conventional advection-
dispersion equation (ADE) when there is no source or sink (i.e. Γ = 0).

3.4.2 Calculation of Experimental Parameters

In conducting the three mass recovery experiments, a complete set of experimental parame-
ters were determined through various measurements. These included the flow rate (Q), cross-
sectional area of the experimental system (Axc), volume of the matrix and inclusions (Vm and
Vim), size and associated hydrologic parameters for each of the inclusions (radius, a; hydraulic
conductivity, Kim; porosity, θim), and hydrologic characteristics of the matrix material (hy-
draulic conductivity, Km; porosity, θm). These parameters were necessary inputs for the use of
the multirate spherical diffusion model.

With the above measured parameters, calculations were done in order to determine the
subsequent parameters necessary for the model construction. These included the average axial
pore water velocity through the matrix (vx), capacity coefficient (βtot), mobile and immobile
retardation coefficients (Rm and Rim), longitudinal dynamic dispersivity (αL,m), dilution factor

(dilute), mobile and immobile decay factors (λm and λim), and the multirate diffusion parameter[
ln(D∗im/a

2)
]
.

The average pore water velocity within the system was calculated from Eq (3.11).

vx =
Q

VmAxcθm
(3.11)

In this equation, Q is the measured flow rate [length3/time], Vm is the volume fraction of the
matrix material within the system, Axc is the cross-sectional area of the system [length2], and
θm is the matrix porosity.

The capacity coefficient (βtot), which is defined as the ratio of mass in the immobile zone
to that in the mobile zone at equilibrium, was assumed to be equivalent to the ratio of the total
volume of fluid held within the inclusions to that of the matrix since the solutes used in this
study were inert. The total volume of fluid within the matrix was measured to be 34,782.5 ±0.2
mL, while that within the inclusions was 3,799.0 ±0.4 mL. In order to calculate volumes, we
used the density of water at 20 °C (0.998 g/mL). This lead to a value of βtot = 0.1092 ±0.0001.
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The mobile and immobile retardation coefficients (Rm and Rim) were assumed to be 1 for
all cases. This meant that there was no slowing of the solute relative to the flow of the water
through the system.

The value for the longitudinal dispersivity (αL,m) was calculated from Eq (3.12).

αL,m =
DL,m − D∗

vx
(3.12)

Here, DL,m is the longitudinal dispersion coefficient [length2/time] and D∗ is the effective dif-
fusion coefficient [length2/time] which was calculated using the Maxwell’s equation

D∗ = D
(

2
3 − θ

)
(3.13)

In Eq (3.13), D is the molecular diffusion coefficient for fluorescein (2.94x10−4 cm2/min [51])
and θ is the porosity of the system being studied. For fluorescein, the value of αL,m for the ma-
trix was calculated based upon breakthrough curves obtained from homogeneous experimental

runs that were fit using the basic ADE to determine the value of DL,m (not shown). This fit
provided a value for αL,m = 0.5232 cm.

The remaining parameters for the model construction included the dilution factor, mobile
and immobile decay factors, and multirate diffusion parameter. The dilution factor was set
equal to one, since there was no dilution of the solute or loss of mass. The mobile and immobile
decay factors were set equal to zero, since there was no decay of the solute in either the mobile
or immobile pore space. Finally, the multirate diffusion parameter,

[
ln(D∗im/a

2)
]
, was calculated

to be −6.132 hr−1 for the inclusions, where D∗im was calculated using Eq (3.13) as 1.3576*10−2

cm2/hr and a = 2.5 cm.

3.5 Results and Discussion

Measurements and assumptions from the experimental system provided values for vx, βtot, Rm,
Rim, the dilution factor, and the mobile and immobile decay factors (λm and λim) (see Table 3.1).
Homogeneous experiments were run with just the matrix (data not shown) in order to provide
the dispersion coefficient [and therefore dispersivity using Eq (3.12)] for fluorescein. The study

provided a longitudinal dispersion coefficient for the matrix of Dm = 0.0353 cm2/min (vm =

0.067 cm/min; αm = 0.5240 cm). This value was used as an initial guess for the heterogeneous
experiments (see Table 3.1), with the assumption that dispersion was occurring within the
matrix, while only diffusion occurred within the inclusions.

Using the values from Table 3.1, forward modeling was performed for all three experi-
ments. Comparison of the model’s fit to the experimental data (see Figure 3.3 and Table 3.1)
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Table 3.1: Experimental parameters calculated for multirate model

Experiment # 1 2 3
vx (cm/hr) 0.9714 1.6626 7.8183

PV (hr) 114.19 66.71 14.20
βtot 0.1092 0.1092 0.1092
Rm 1.0 1.0 1.0
Rim 1.0 1.0 1.0

dilute 1.0 1.0 1.0
λm 0.0 0.0 0.0
λim 0.0 0.0 0.0

αL,m (cm) 0.5232 0.5232 0.5232
ln

(
D∗im/a

2
)

(hr−1) −6.132 −6.132 −6.132
Forward STAMMT-L Model Fit to Experimental Data

RMSE 0.0964 0.0807 0.0457
Harmonic Mean 0.0326 0.0326 0.0326

Average Standard Error 0.4955 0.6371 0.1635

indicated that the model representation improved as the flow rate within the system increased.
In order to understand this observation, we compared the ratio of the advective to diffusive
fluxes in the inclusions (Peim) to the ratio of the advective flux in the matrix to the diffusive
flux in the inclusions (Pem/im). These are denoted as Péclet numbers, Peωω and Peηω in Golfier

et al. [22], or as a Péclet number and a Damköhler number in Zinn et al. [73].
With previously calculated parameters, the Péclet number for the inclusions (Peim) could

be calculated using the following formula:

Peim =
vxκ

a
a2

15D∗im
(3.14)

The first term (vxκ/a) is the reciprocal of the advective time through an inclusion (i.e. 1/tad,im)
while the second term (a2/15D∗im) is the diffusive time through an inclusion, tα. The inclusion’s
average pore water velocity was based upon that within the matrix (vx) multiplied by the ratio
of the average hydraulic conductivities of the inclusions to that of the matrix (i.e. κ = Kim/Km =

0.00236). The diffusive time within the inclusions is equivalent to the inverse of the harmonic
mean of the density function for the spherical diffusion model [29, 22, 10].

The second Péclet number, comparing the advective time in the matrix (L/vx = tad) to the
diffusive time within the inclusions, was calculated through the use of the following formula,
using the values given in Tables 3.1 and 3.2.

Pem/im =
vx

L
a2

15D∗im
(3.15)
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Figure 3.3: Multirate spherical diffusion model comparison using measured parameters

Comparing the two Péclet numbers revealed that increasing the flow rate resulted in a
noticeable change of the dominant mass transfer process within the inclusions (see Figure
3.5). The area where the first two experiments fall is a region where both the diffusion in the
inclusions and convection in the matrix have similar time scales, whereas the third experiment
falls within the regime where the immobile phase is diffusion dominated. We notice that, as
the flow rate increased to the ‘Mobile-Immobile’ regime, the spherical diffusion model more
adequately represented the experimental data.

When Peim < 1, diffusion is dominant within the inclusions, whereas with Pem/im < 1,
advection through the system out-competes the diffusion component of the inclusions, and the
resulting transport behavior is close to Fickian. For Experiments #1 and #2, the advective time
within the matrix was slower than the diffusive residence time in the inclusions, whereas the
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Table 3.2: Transport parameters for two flow regimes

Experiment # 1 2 3
vim (cm/hr) 2.292E-03 3.924E-03 0.01842
vx (cm/hr) 0.972 1.662 7.812
Q (cm3/hr) 337.2 577.2 2712

Peim 0.029 0.049 0.234
Pem/im 0.308 0.514 2.477

Table 3.3: Mass transport time scales

Experiment # 1 2 3
tα (hr) 32.05 32.05 32.05
tad (hr) 102.88 60.17 12.80

tad,im (hr) 1089.80 637.43 135.60

diffusive flux through the inclusions was dominant over the advective flux through the matrix
for Experiment #3.

We investigated this phenomena further by comparing three mass transfer times within the
system: the mean diffusive time through the inclusions, tα; the advective time through the
matrix, tad; and the advective time through the inclusions, tad,im. For the three experiments,
values for these parameters are provided in Table 3.3.

We note that, when tα < tad, the diffusive regime is not evident within the mass recov-
ery curve. On the other hand, when tα > tad, the spherical diffusion model more adequately
represents the experimental data, with the diffusive regime most notable in the results from Ex-
periment #3. Interestingly, as tα approaches half the value of tad, the spherical diffusion model
approaches a reasonable representation of the experimental data (see Figure 3.4). This was due
to the assumption from the spherical diffusion model that transport through the inclusions is
due to diffusion. As the diffusive residence time within the inclusions becomes longer than the
advective time through the matrix, which occurs as the flow rate within the system increases,

the model’s assumptions become more appropriate for the experimental results.
Other than inaccurate assumptions for this model’s use, at least for Experiments #1 and

#2, other sources of error could propagate from the calculated dispersivity value. The value
used for this study was based upon homogeneous measurements from the matrix. With this
system being a combination of both matrix and inclusions, the dispersivity may change due to
the influence of the inclusions on the overall transport properties.

On the basis of these observations, the multirate spherical diffusion model was re-evaluated
using two fitting parameters, the dispersivity (αL,m) and the multirate diffusion parameter[
ln(D∗im/a

2)
]
. Comparison of the inverse model to the experimental data is shown in Figure

3.4, with inverse fit parameters detailed in Table 3.4.
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Figure 3.4: Multirate spherical diffusion model fit to data.

Table 3.4: Inverse fit parameters from multirate spherical diffusion model

Experiment # 1 2 3
vx (cm/hr) 0.97145 1.622 7.8183

βtot 0.1092 0.1092 0.1092
Rm 1.0 1.0 1.0
Rim 1.0 1.0 1.0

αL,m (cm) 31.6938 4.3122 2.7174
std. error 0.1311 0.0544 0.0741

ln
(
D∗im/a

2
) (

hr−1
)

−7.5607 −6.5968 −6.2683
std. error 0.0213 0.0159 0.0114
RMSE 0.4194 0.2689 0.2176

Average Standard Error 0.2123 0.2100 0.1669
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Table 3.5: Comparison between calculated and fit values for D∗im and αL,m

parameter D∗im (cm2/hr) αL,m (cm)
given 0.01358 0.5232

Exp #1 fit 0.00325 31.6938
Exp #2 fit 0.00853 4.3122
Exp #3 fit 0.01185 2.7174

All experiments were more adequately represented when the diffusion and dispersion coef-
ficients were fit. A comparison between the given and fit values for D∗im and αL,m are shown in
Table 3.5. As can be seen, the diffusion coefficient is nearly the same between the given and fit
value for Experiment #3. This is promising, since the model should provide an accurate repre-
sentation of this system under these conditions. Interestingly, the dispersivity was fit at nearly

five times the measured value for the homogeneous system. This indicates that the addition of
the inclusions does cause an increase to the dispersivity due to the extended length for solute
transport around these more diffuse objects.

Comparing the fit of the model to Experiments #1 and #2, we see that the value for the
diffusion coefficient decreases while the dispersivity increases as the flow rate is reduced. This
does not make sense, since the dispersivity and diffusion coefficients should not change as a
function of flow rate. It is hypothesized that, due to the advective time through the matrix
being longer than the diffusive time through the inclusions, the model is attempting to fit this
phenomena by increasing the two fitting parameters to unrealistic values. This model is not
capable of modeling a system where the concentration at the boundary between the inclusions
and matrix is changing.

3.6 Conclusions

Three experiments were performed for this study at varying flow rates. As the flow rate within
the system was increased, the tailing effects of the breakthrough curves showed a distinct

change in shape. The parameters measured for the experimental system were input into the
spherical diffusion model in order to determine if the model could adequately represent the
experimental results. It was determined that, as the flow rate increased, the model provided a
more adequate representation.

As the flow through the system was increased, the dominant mass transport mechanism
changed. We began by assuming that, due to the ratio of hydraulic conductivities within the two
types of media used, the spherical diffusion model would adequately represent the experimental
results. After evaluating the values for the three mass transport times within the system (see
Table 3.3), we noted that at slower flow rates the advective transport through the matrix and
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Figure 3.5: Transport regimes as a function of Peim and Pem,im.

the diffusive transport through the inclusions both play a dominant role in the overall transport.
The diffusive time through the inclusions is shorter, but on the same order of magnitude as the

advective time through the matrix for the first two experiments. At a critical flow rate (near
that of the second experiment), the spherical diffusion model begins to provide a more adequate
representation (see Figure 3.3) due to the advective time through the matrix becoming smaller
than the diffusive time through the inclusions.

In analyzing the mass recovery curve behavior for this study, we found that there are many
small scale processes influencing the overall mass transport within the system. The calculations
of the Péclet numbers and mass transport time scales for the system provided insight into what
was occurring within the system (e.g. diffusion out of the inclusions, advection through the
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inclusions, and advection through the entire system [73]). We note that for this system, an
increase to the flow rate resulted in more typical diffusion dominated mass transport through
the inclusions.

Forward fitting the mass recovery curves proved adequate for the fast and medium flow
rate experiments, where the spherical diffusion model followed the same trend as the exper-
imental data. As the flow rate was decreased further, the spherical diffusion model began to
deviate from the measured data. This was due to a non-constant concentration near the bound-
ary between the matrix and inclusions. The combination of the two transport processes during
complete mass recovery resulted in small-scale influences that could not be adequately de-

scribed using the typical diffusion model. This was represented in Figure 3.5. The faster flow
rate experiment provided values for the two Péclet numbers that fell within the diffusive mass
transfer regime. As the flow rate decreased, the solute had more time to sample the varying
flow velocities within the system. This allowed both the advective time within the matrix and
the diffusive time within the inclusions to have similar influences on transport, which could
not adequately be described by a two-equation model where the immobile phase is diffusion
dominated.

The fit values for the effective diffusion coefficient increase with increasing flow rate within
the system. Experiment #3 was found to be within the diffusion dominated ‘mobile-immobile’
mass transport regime (Figure 3.5), and the fit parameters were more meaningful due to the
adequacy of the assumptions from the model. Interestingly, for Experiment #3 the inverse fit
showed a nearly five times increase in the dispersivity than that assumed from homogeneous
measurements. We conclude that the additions of the inclusions to the system increased the
characteristic length for the dispersion as shown from the model fit. For Experiments #1 and
#2, we note that the assumptions from the model construction are not adequate, therefore the
fit transport parameters do not provide any numerical meaning. We believe that, as the flow
rate is reduced, the impact of both the immobile diffusion coefficient and mobile advective

component begin to cause some small-scale variations in overall mass transport that cannot
be described using the two-equation ‘mobile-immobile’ diffusion model. The model tries to
represent the processes occurring and attempts to fit the experimental data by adjusting the two
fit parameters until the model converged to a statistically adequate representation.

The prediction of reliable estimates for bulk mass transport rates must incorporate mea-
surements of individual fast and slow mass transport processes, which is in agreement with the
conclusions made in [26]. When the advective transport through the matrix becomes longer
than the diffusive time through the inclusions, the spherical diffusion model assumptions fall
apart and begins to fail as the overall flow through the system was reduced. A more adequate
model to represent the observations within this system would need to account for the changes
in concentration at the interface between the inclusions and matrix when the advective time
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through the matrix is similar in time scale to the diffusive time through the inclusions.
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4.1 Abstract

Transport through highly heterogeneous porous media has been extensively studied; mainly for
its applications to subsurface remediation, but also for many industrial processes, such as oil
recovery. In order to gain a more fundamental understanding of this type of subsurface trans-
port, we analyzed the transport of an inert solute through a highly heterogeneous experimental
system at three flow rates. Physical properties and solute transport parameters were mea-
sured prior to and during the experimental construction. The tracer, containing fluorescein and
lithium bromide, provided mass recovery curves at flow rates of 5.62, 9.62, and 45.2 ml/min.
All measurements from the experimental system were used to construct a three-dimensional
representation using the commercially available computational fluid dynamics software STAR-
CCM+. This direct numerical simulation used the average measured values for the diffusion
coefficient and dispersivity from homogeneous simulations, with the assumption that a single
set of transport parameters could be used to describe the results from all three experiments.
From the initial comparison, the single set of measured transport parameters was found to be
inadequate at representing all three experiments. Subsequent analysis, adjusting the dispersiv-
ity of the matrix and diffusion coefficient for the inclusions, resulted in an improved fit, but was
still unable to capture the trend of the late time mass recovery for all three studies. The DNS

representation, using measured parameters, was compared to a multirate spherical diffusion
model representation to determine how well the two compared. Interestingly, the DNS was
incapable of providing the same numerical results as the upscaled model. Therefore, further
refinements need to be made before its ability to represent this experimental system can be
analyzed.

4.2 Introduction

Understanding of solute transport within the subsurface is important for applications includ-
ing contaminant remediation (such as for the sites on the EPA’s National Priorities List [20]),
oil recovery [36], and crop irrigation to name a few. A number of theoretical models have
been developed to represent the transport processes occurring within highly heterogeneous
porous media, where there is a high variance in the log-conductivities of the sediments in-
volved [6, 5, 11, 14, 17, 29, 45, 50, 66, 70, 71, 72]. Highly heterogeneous flow fields draw
out solute transport considerably, resulting in long, non-Fickian ‘tailing’. This phenomenon
cannot adequately be described using the conventional advection-dispersion equation (ADE)
[6], leading to an increased interest to develop a more robust modeling approach.

The focus of this work is to integrate both experimental and theoretical results to gain a
more fundamental understanding of solute transport in highly heterogeneous porous media.
This is done with the use of a laboratory constructed highly heterogeneous environment (e.g.
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a binary spatial conductivity field) consisting of two distinct regions: (1) a high hydraulic
conductivity (e.g. Km = 4.66 cm/min) matrix material, and (2) low conductivity (e.g. Kim

= 0.011 cm/min) inclusions. This type of system has been found in natural environments
[8, 47, 55] and represents a simplistic application for this solute transport research.

To begin, a three-dimensional experimental flowcell was randomly packed with two mate-
rials, a high conductivity matrix and 203 low conductivity spherical inclusions as detailed in
Section 4.3 and Appendix A.1. Three transport experiments were performed at different flow
rates, with the resulting concentration versus time data collected from time zero, or completely
saturated, to a final time when no measurable concentration was coming out of the flowcell. A

numerical representation of the system, detailed in Section 4.3.4, was subsequently formulated
using the commercially available STAR-CCM+ (©CD-Adapco) computational fluid dynamics
(CFD) software. This representation was constructed using average measured parameters. Our
objective was to determine how well these parameters represented the overall transport for all
three experiments through comparison between the model and experimental results. An anal-
ysis of the experimental data and flow through the two materials is presented in Section 4.5.1,
with the comparison to the direct numerical simulation (DNS) given in Section 4.5.2.

4.3 Material and Methods

The heterogeneous experimental system was constructed through the use of two sizes of Spheri-
glass solid glass spheres (Potters Industries Inc., Valley Forge, PA). A larger particle size sand
was used as the matrix material, with a finer material used to construct the spherical inclusions.

4.3.1 Matrix material

The matrix was constructed from A-240 Spheriglass solid glass spheres with a particle size
range between 2 and 2.8 mm. Its bulk density (2.5 ±0.1 g/cm3) was calculated by performing
water displacement measurements, whereas hydraulic conductivity (4.66 ±0.96 cm/min) was
determined through the use of a constant head permeameter. Porosity (0.40 ±0.03) was mea-
sured during wet packing of the experimental system. The matrix portion of the experimental
set-up provided approximately 86.7% of the total volume.

4.3.2 Inclusions

Spherical inclusions were prepared by sintering low conductivity 2530 Spheriglass solid glass
spheres within graphite carbon molds of a sphere (internal diameter = 5 cm). The 2530 material
had an initial average particle size of 0.07 mm and hydraulic conductivity, calculated using a
falling head permeameter, of 0.0032 cm/min. The molds were filled and heated two at a time in
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a muffle furnace at 725°C for 2.5 hours. After cooling overnight, the inclusions were removed
and sanded using fine grain sand paper in order to remove any loose material and ensure they
each had a smooth spherical shape. Each inclusion was numbered and subsequently weighed
to obtain its individual dry weight.

The dry inclusions were then purged with carbon dioxide (CO2) to remove all air from the
pore space and allow for more thorough saturation due to its higher solubility in water. This was
followed by saturating with a solution of 100 ppm sodium borate in DI water. Sodium borate
was used as a microbial growth inhibitor. The saturated inclusions were weighed, with the
difference between their dry and wet weight being used to determine their individual porosity

(θim; see Table A.1 in Appendix) using Eq. 4.1. Porosity is equal to the product of the difference
between the weight of the inclusion when saturated and their dry weight with the density of
water, providing the volume of fluid within the inclusion, divided by the sum of the solid and
fluid volumes.

θim =
V f luid

Vsolid + V f luid
(4.1)

Individual hydraulic conductivities were calculated through the use of pressure drop mea-
surements. This was achieved using a dual syringe pump attached to a stainless steel column,
with measurements of pressure taken before and after the inclusion (see Figure 4.1). The inclu-
sions were individually placed within the stainless steel column, and held in place using c- and
o-rings. Pressure drop was measured as centimeters water at a constant flow rate, with these
values subsequently used to calculate conductivity via Darcy’s Law, shown in Eq. 4.2.

Kim = − Q
Aim

dhim

dL
(4.2)

In this equation, Kim is the hydraulic conductivity of the inclusion [length/time]; Q is the
flow rate through the column [length3/time]; Aim is the cross-sectional area of the inclusion
[length2]; dhim is the pressure drop measured across the inclusion [length]; and dL is the length
between the two pressure measurement ports.

Once all measurements had been performed in duplicate, they were again submerged in
the 100 ppm sodium borate solution. Averages from all 203 inclusions used within the exper-
imental system resulted in an average bulk density of 2.43 ±0.1 g/cm3, hydraulic conductivity
of 0.011 ±0.007 cm/min, and porosity of 0.31 ±0.003. As can be seen, the sintering process
resulted in an over three fold increase for the hydraulic conductivity value from the loose ma-
terial, changing from 0.0032 cm/min for the 2530 sand to an average of 0.011 cm/min for the
sintered spheres.
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Figure 4.1: Equipment for measuring pressure drop across inclusion. Top: Column and internal
configuration used for measuring pressure drop across inclusions. Bottom: Pressure transducer
connected to column with inclusion.

4.3.3 Experimental Design

The experimental system consisted of an aluminum flowcell with an internal height, width, and
depth of 1 m x 0.5 m x 0.2 m. The flowcell was constructed of individual 1.6 cm cast aluminum
sheets that were machined to be connected with hex-head bolts. The flowcell was wet packed,
with the saturated inclusions placed within the high conductivity matrix material as determined
using a randomizing code written in Matlab (see Appendix, section A.1). This code was used to
achieve the packing structure for the inclusions through the use of its random number generator

(see Figure 4.2). Since each inclusion was numbered, their individual position within the
experimental volume was noted in (x,y,z) coordinates (see Table A.1 in Appendix A.1). The
mass of added tracer (34,713 ±2 g) and A-240 matrix material (139,365 ±4 g) were recorded
in order to calculate the porosity of the matrix material.

The tracer consisted of a 100 ppm sodium borate solution, with lithium bromide and fluo-
rescein added as inert solutes. Each experiment had slightly different concentrations, with the
measured values shown in Table 4.1 below. The pH of the solution was adjusted to 9.3 ±0.3,
since the maximum peak emission for fluorescein was found to be near this pH value [13]. This
solution was pumped through the flowcell prior to each experiment in order to ensure both the
matrix and inclusions were saturated with this solution. Complete saturation was determined
through a comparison of samples taken at the inlet and outlet.

Three experiments were conducted with average flow rates of 5.62 ±0.48 ml/min, 9.62
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Figure 4.2: Experimental set-up for Highly Heterogeneous System

Table 4.1: Measured tracer concentrations for each experiment.

Experiment # Br− (ppm from LiBr) Fluorescein (ppm)
1 30 1.50 ±0.02
2 27 1.43 ±0.02
3 30 1.52 ±0.02

±0.68 ml/min, and 45.2 ±3.53 ml/min. The tracer solution was recovered by injecting a 100
ppm sodium borate solution at pH 9.3 ±0.3 through the inlet. With the use of the flow rates and
calculated volumes of fluid within the inclusions and matrix, the time for one pore volume (PV)
was calculated to be approximately 114.2 hours, 66.73 hours, and 14.2 hours for Experiments
#1, #2, and #3, respectively. One PV was equivalent to the time it took to replace all of the
fluid within the system (e.g. the total volume of fluid within the matrix and inclusions divided
by the flow rate).

4.3.4 Analytical Tools

Concentration measurements for fluorescein were obtained for the first and third experiments
using a model 10-AU-005-CE fluorometer (Turner Designs, Sunnyvale, CA) with a flow cell
sampler. A flow-through spectrophotometer with OOIBase 32 software from Ocean Optics
was used for the second experiment. Throughout the three studies, samples were taken at the
outlet for analyses of bromide (Br−) using a Gilson 223 sample changer and anlayzed using
ion chromatography (IC; Dionex DX-120).
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4.4 Theory

4.4.1 Experimental Transport Parameters

Transport parameters were measured prior to and during wet packing of the flowcell. There
was only one parameter (flow rate; Q) that varied between the three experiments. Since the
same system was used for all three flow rate analyses, we assume that a single set of transport
parameters should be adequate in describing all of the experimental results. Measured param-
eters used in the model included the average porosity of the inclusions (θim) and matrix (θm),
the molecular diffusion coefficient for fluorescein (D), and the effective diffusion coefficient
for the inclusions (D∗im) and matrix (D∗m) which were calculated using the Maxwell relation:

D∗x = D
(

2
3 − θx

)
for x = im or m (4.3)

The average hydraulic conductivities of the matrix (Km) and inclusions (Kim) were also
used, along with the longitudinal and transverse dispersivities for fluorescein within the matrix
(αL,m and αT,m) and inclusions (αL,im and αT,im), with the transverse dispersivity assumed to be
1/10th of the calculated longitudinal value. Flow rate measurements were taken periodically
throughout each of the three experiments (see Table A.7 in Appendix A.4) and averaged. The
final parameters used for the simulations are shown in Table 4.2.

Table 4.2: Parameters used within CFD model.

Parameter Value
θm 0.40
θim 0.31

D
(

m2

s

)
4.900E-10

D∗m
(

m2

s

)
3.769E-10

D∗im
(

m2

s

)
3.643E-10

Km
(

m
s

)
7.767E-04

Kim
(

m
s

)
1.833E-06

αL,m (m) 5.232E-03
αT,m (m) 5.232E-04
αL,im (m) 1.522E-03
αT,im (m) 1.522E-04
Q1

(
m3

s

)
9.367E-08

Q2
(

m3

s

)
1.603E-07

Q3
(

m3

s

)
7.533E-07
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4.4.2 CFD Design

The computer simulation was created using Star-CCM, with flowcell dimensions of 1 m x
0.51 m x 0.21 m. The width and depth were made slightly larger than the actual dimensions
in order to remove errors, since some of the inclusions were touching the wall in the actual
experimental flowcell. The geometry of the inclusions were then added, with their centers
described according to the measured (x,y,z) coordinates (see Table A.1 in Appendix A.1).

After the geometry was created, the boundary conditions were then selected. For the flow-
cell, the inlet face was set to a constant velocity, the walls were set as no-flow, and the outlet
face was set to a constant atmospheric pressure. The inlet and outlet boundary conditions were
located along the whole face, whereas the experimental system had 24 evenly spaced ports
along the inlet and outlet faces to direct flow. The interface between the matrix and inclusions
was set to a continuity boundary.

Once the geometry and boundary conditions were set, the simulation was run twice. The
first run determined the steady-state flow field. This provided velocity information throughout
the geometry. Once this was solved, and found to be grid and time step independent, the
results were subsequently used to solve the transient transport model. For this simulation, the
concentration in the flowcell was set to a normalized concentration of 1, with the inlet set to a

constant concentration of zero. At the outlet, the diffusive flux of concentration was set to zero
so the tracer could only exit the system by convection.

Different conductivity and porosity values were programmed for the inclusions and matrix.
Average measured values for the diffusion coefficient and dispersivity were also input into the
model. Since the velocity field was solved for in each volume grid, the dispersion tensor could
be calculated at each individual volume mesh throughout the geometry using the equation
D = α ∗ v + D∗. The only variability between the three simulations was the velocity and
dispersion tensor field due to the three different values for the flow rate, Q.

For the transport model, the Distributed Resistance (Porous Media) Flow method was used.
Initial conditions were a constant initial concentration throughout the geometry, with a zero
concentration along the inlet face at time greater than zero. The CFD simulation was then run
using the default solvers. The final solution was subsequently optimized to achieve mesh and
time-step convergence.

4.5 Results

4.5.1 Experimental Data Analysis

The experimental mass recovery curves were prepared using concentration versus time data
collected from all three transport studies (data available in Appendix A.2). Results showed
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Figure 4.3: Dimensionless plots of all experiments

slight variations between the slow, medium, and fast flow rates (see Figure 4.3). The slower
flow rates (Experiments #1 and #2) showed faster removal of concentration from the system,
with nearly identical late-time slopes. At about two pore volumes, Experiment #3 began to
show a reduction in slope, leading to what is typically referred to as classic non-Fickian tailing.
Overall mass recovery took slightly over 7, 5, and 12 pore volumes for Experiments #1, #2,
and #3, respectively.

In order to more thoroughly analyze why the three experiments behaved differently, we
calculated two different Péclet numbers. The immobile Péclet number, Peim, compared the
ratio of the diffusive (a2/15D∗im) and advective (a/vxκ) times within the inclusions. The mo-
bile/immobile Péclet number, Pem/im, compared the diffusive time in the inclusions to the ad-

vective time in the matrix (L/vx). These have previously been shown as Peωω and Peηω in
Golfier et al. [22], or as a Péclet number and a Damköhler number in Zinn et al. [73]. The
immobile Péclet number was calculated by

Peim =
vxκ

a
a2

15D∗im
(4.4)
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whereas Pem/im was calculated using

Pem/im =
vx

L
a2

15D∗im
(4.5)

To determine the values for these parameters, the average pore water velocity within the
matrix

(
vx =

Q
VmAxcθm

)
, the radius of the inclusions (a = 2.5 cm), the total length of the system

(L = 100 cm), and the ratio of hydraulic conductivities of the inclusions to that of the matrix
(κ = Kim/Km = 0.00236) were calculated. For the average pore water velocity, the flow rate
(Q) was divided by the product of the volume fraction of matrix material in the system (Vm =

0.867), the cross-sectional area of the system (Axc = 1000 cm2), and the porosity of the matrix
material (θm = 0.40). Results of these calculations for all three experiments are shown in Table
4.3.

Table 4.3: Mass transport time scales for each experiment.

Experiment # vx (cm3/hr) a
vxκ

(hr) a2

15D∗im
(hr) L

vx
(hr) Peim Pem,im

1 0.972 1089.80 32.05 102.88 0.029 0.308
2 1.662 637.43 32.05 60.17 0.049 0.514
3 7.812 135.60 32.05 12.80 0.234 2.477

The Péclet numbers were then plotted in Figure 4.4. This figure is similar to that shown
in previous studies [73, 22], and is an indicator of the predominant flow regimes for mass
transport as a function of the two Péclet numbers. In comparing where the three experiments
lie, a noticeable change in the dominant mass transport process within the inclusions could be
seen as the flow rate was increased. The first two experiments fell in a regime that until now
was unlabeled, whereas the third experiment fell within the regime where the immobile phase
is more diffusion dominated. As diffusion within the inclusions began to dominate over mass
transport, the resultant mass recovery curve began to show more predominant non-Fickian

tailing. This explains the differences between the total time for mass recovery between the
three curves, as diffusion dominated flow results in longer, more drawn out tailing.
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Figure 4.4: Transport regimes as a function of Peim and Pem,im.

4.5.2 Model Comparison

The DNS was initially compared with the experimental data to determine how well it rep-

resented the processes occurring within the 3D flowcell. Further comparison was performed
with a multirate spherical diffusion model from the STAMMT-L software [30] in order to en-
sure the model was functioning properly and producing accurate results. The results of these
comparisons are detailed below.

4.5.2.1 Comparison of Fit with Experimental Data

Measured concentration versus time data from the outlet of the flowcell (see Appendix, Tables
A.2, A.3, and A.4 for Experiments #1, #2, and #3, respectively) were then compared to the
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concentration (summed over the outlet face of the DNS) versus time data from the model
for analysis, as seen in Figure 4.5. For all initial model runs, the DNS did not represent the
experimental results as well as anticipated.
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Figure 4.5: Comparison between experimental data and STAR-CCM+ DNS, where numbered
graphs represent corresponding experiment number. (a) Focus on early-time comparison be-
tween the experimental data and DNS results, shown in arithmatic scales; (b) Focus on late-
time comparison between the experimental data and DNS results, shown in logarithmic scale.
Symbols = experimental data, dot-dash line = initial DNS fit, and dotted line = DNS with
adjusted parameters.

The average relative errors between the model and experimental data were calculated using
Eq. 4.6, and are shown in Table 4.4. The relative error was set equivalent to the magnitude of
the difference between the experimental concentration value at time step i, cm,i,experiment, and
the model concentration at the same time step, cm,i,model, and dividing by the magnitude of the
experimental concentration at time step i. The average relative error was the sum of all of the i

time steps, where i equals 1 through n, divided by the total number of time steps, n.
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Average Relative Error =
1
n

Σn
i=1

( |(cm,i,experiment − cm,i,model)|
cm,i,experiment

)
(4.6)

Table 4.4: Average relative error between initial simulation and experimental data.

Experiment # Average Relative Error
1 83.03 %
2 49.26 %
3 54.34 %

The average relative error was 83% for the first experiment, where the model did not ade-
quately represent the initial drop in concentration or the final concentration tailing within the
mass recovery curve. Improved representations were seen with the second and third experi-
ments, but the model still did not follow the initial experimental drop in concentration at early
times. Examination of these figures indicated potential underestimation of the overall trans-
port parameters describing the system. Initially, the dispersion and diffusion parameters were
calculated for the individual porous media within the system. It was hypothesized that the
combination of the two media could have altered these two parameters; therefore, adjustments
were made within the model.

For the matrix material, the dispersivity was multiplied by a factor of 5. This was done to
adjust for the inclusions, which may have caused more spreading of the initial concentration
front within the system. It was assumed that the majority of the initial mass recovery would
be from the tracer within the matrix. If this volume had to move around the inclusions, due to
their slow mass transport behavior, the homogeneous dispersivity value used may have been
too small.

The inclusion diffusion coefficient was also adjusted by dividing by a factor of 10. This
initial value was based upon Maxwell’s equation, which takes into account the porosity of
the material and the molecular diffusion coefficient for fluorescein. For the inclusions, the
individual porosities varied between 0.18 to 0.38, with an average of 0.31, while the molecular
diffusion coefficient was obtained from a paper by Saylor et al. [52]. The molecular diffusion
coefficient could easily be as much as an order of magnitude smaller due to the sintering process
used in the construction of the inclusions. The variability of the porosities could have also
reduced the overall diffusion coefficient for the inclusions, with the average value being an
inadequate assumption for use with this parameter.

With these adjustments, the refined DNS showed significant improvement (see Figure 4.5,
dotted line versus symbols) in both the fit of the simulation at early-time, which was due

mostly to the increased value of the matrix dispersivity, as well as the late-time data, due
in part to the reduction of the inclusion diffusion coefficient. The overall adjustments to the
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simulation provided adequate representations of the fast and medium flow rate data, but was
still lacking in its ability to represent the late-time results from Experiment #1. The average
relative error between the simulations and experiments are shown in Table 4.5, showing a
noticeable reduction from the original simulation.

Table 4.5: Average relative error between adjusted simulation and experimental data.

Experiment # Average Relative Error
1 44.35 %
2 36.99 %
3 44.51 %

4.5.2.2 Comparison of Fit with Multirate Model

In comparing the fit between the model representation and the experimental results, it was
hypothesized that there may be some inconsistencies in the model construction resulting in its
failure to fit all three experiments. This was analyzed through comparison of its results with a
multirate spherical diffusion model.

The multirate spherical diffusion model is a more upscaled modeling approach. It takes
into consideration key assumptions in order to simplify the mathematical solution. Some of
these assumptions include: (1) one-dimensional dual porosity transport; (2) a purely diffuse
immobile low-conductivity spherical zone; (3) steady-state flow; (4) rate limited mass trans-
port between the two domains; and (5) continuity of concentration at the interface between
the mobile and immobile domains. The general form of the multirate model employed by
STAMMT-L is shown in Eqs (4.7) through (4.13) below.
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ADMT
∂cm

∂t
+ Γ =

αL,mvx

Rm

∂2cm

∂x2 −
vx

Rm

∂cm

∂x
(4.7)

for 0 < x < L

Sphere Source/Sink Γ =

∞∫

0

βtot
∂cm(t − τ)

∂t
g∗(τ)dτ (4.8)

Initial Conditions cm|t=0 = cim|t=0 = 1 (4.9)

Upstream B.C. cm|x=0 = 0 (4.10)

Downstream B.C.
∂cm

∂x

∣∣∣∣∣
x=L

= 0 (4.11)

Outer B.C. for Inclusions cim|r=0 = cm (4.12)

B.C. for Center of Inclusions
∂cim

∂r

∣∣∣∣∣
r=a

= 0 (4.13)

Equation (4.7) is the basic form of ADMT, with the source/sink term (Γ) for the multirate
distribution given by Eq (4.8). In the ADMT equation, cm [mass/length3] is the cross-sectional
area averaged concentration in the matrix; αL,m [length] is the longitudinal mobile dispersivity;
vx [length/time] is the average axial pore water velocity in the mobile phase, as the inclusions
are assumed to be purely diffuse; t is time; x [length] is the space coordinate; and Rm [-] is
the mobile retardation coefficient. For Eq (4.8), βtot [-] is the capacity coefficient, defined as
the ratio of immobile domain pore space to mobile domain pore space, and g∗(τ)

[
T−1

]
is the

memory function. The initial concentration in both the matrix and inclusions (e.g. mobile
and immobile phase, described by cm and cim) are 1, as seen in Eq (4.9), and the injected
concentration at t = 0 is zero in Eq (4.10). The downstream boundary condition for the matrix
is set to be zero flux [Eq (4.11)]; the outer boundary of the inclusions are assumed to be the
same concentration as the surrounding matrix [Eq (4.12)]; and the center boundary of the
inclusions is also set to be zero flux [Eq (4.13)].

The functional form of the memory function, g∗(t), is dependent upon the particular mass
transport model being used. These functions can be thought of as the probability density of a
molecule, having entered the immobile zone at t = 0, to be remaining in the immobile zone at
time t. The memory function is related to the spherical diffusion rate coefficient by Eq (4.14),

where a is the radius of the inclusions [length].

g∗(t) =

∞∑

j=1

6βtot
D∗im
a2 exp

[
− j2π2 D∗im

a2 t
]

(4.14)

This numerical model was run using the same measured values from the experimental flow-



53

cell in order to compare the two model results, which are shown in Figure 4.6. It is evident
through this comparison that further refinements need to be made to the DNS in order to val-
idate its application for this experimental system. The most prominent discrepancy with its
representation of the results is seen at longer times, where the diffusive tailing occurs. This
leads one to assume there are either inconsistencies in the geometry of the DNS, the boundary
conditions between the inclusions and matrix are not adequately represented, or other issues
are causing deviations with the model’s ability to represent diffusion out of the inclusions ac-
curately.
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Figure 4.6: Comparison of DNS and Multirate numerical results for Experiments #1, #2, and
#3.
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4.6 Discussion and Conclusions

Numerous theoretical methods have been, and are currently being developed in an attempt
to more adequately represent the processes affecting transport within highly heterogeneous
environments. This study focused on the ability of a DNS, created using the commercially
available CFD software STAR-CCM+ (© CD-Adapco), to adequately represent a synthetic
highly-heterogeneous environment. The experimental system was thoroughly characterized
prior to and during construction in order to obtain all relevant information that would be nec-
essary to create an accurate model representation. Three experiments were run within this
flowcell at increasing flow rates. Mass recovery data was collected at the outlet in order to
validate the DNS results.

Experimental mass recovery curves showed variability in the tailing for the three flow
rates. Experiments #1 and #2 resulted in faster removal of concentration from the system when
compared to Experiment #3. The data from Experiment #3 was indicative of what is typically
viewed as non-Fickian tailing. This was evident by the initial sharp decrease in concentration
followed by a prolonged narrow tailing, with complete mass recovery taking longer than any
of the other experiments.

The overall shapes of the three mass recovery curves could be justified through an exam-

ination of the dominant mass transport regimes. This was achieved through a comparison of
the immobile and mobile/immobile Péclet numbers, Peim and Pem/im. As the flow rate was
increased, the dominant mass transport process within the inclusions changed. Experiments #1
and #2 fell within the regime where diffusion in the inclusions and convection in the matrix
have similar time scales. This meant that transport through both media were influencing the
overall mass recovery curve. Experiment #3 was in the regime where the immobile phase was
more diffusion dominated; mass transport through the matrix was due to the overall flow rate,
while transport through the inclusions was mostly due to diffusion.

The DNS was constructed such that a single set of parameters were used to explain all of the
experiments. Initial simulations provided an adequate representation of the system, with error
reduction possible through further refinement of the dispersivity of the matrix and diffusion
coefficient for the inclusions. The dispersivity of the matrix material was adjusted by a factor
of five increase, while the diffusion coefficient for the inclusions was reduced by a factor of
1/10th. These refinements were performed due to uncertainties in the initial values, which were
obtained from measurements taken from the individual materials and published values. The
refined simulation showed improved correlations to the experimental results, indicating that
the heterogeneity of the system resulted in variability of these parameters.

Due to the change in dominant mass transport regimes between the experiments, we believe
a single set of parameters may not be adequate for all three flow rates. This is assumed due
to the large difference shown between the three late-time slopes in Figure 4.3. As an example,
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the dispersivity of the matrix was adjusted with the assumption that mass transport through the
inclusions was impeding flow through the system similarly for all three experiments. Since this
is not accurate for the first two experiments due to the change in the dominant mass transport
process for the inclusions, the value of the dispersivity may vary between the three studies.

Through comparison of the DNS results with a multirate spherical diffusion model, it is
evident that further adjustments are necessary in order to improve its correlation to the experi-
mental results. The two numerical methods should have provided the same solutions when the
identical parameters were used for both. This was proven not to be the case, as could be seen in
Figure 4.6. The DNS may not be an adequate method of representing this type of experimental

system. Further work on its construction and refinements to its development are necessary to
determine its ability to represent this type of complex environment. Further theoretical work
is planned to determine if the DNS would be an applicable numerical method to describe flow
through highly heterogeneous binary spatial conductivity fields.
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Chapter 5 – Overall Conclusions

This research focused on merging experimental research with theoretical analysis. Two exper-
imental systems were analyzed. The first focused on how chemical adjustments made to a nat-
ural sediment affected the transport of a reactive chemical solute. The second focused on how
a physically heterogeneous system affected transport of an inert solute. Both systems resulted
in the development of non-Fickian ‘tailing,’ which could not adequately be represented using
the conventional ADE. For the first experimental system (Chapter 2), the resultant data were
fit using a multirate reaction model available within the STAMMT-L code [30]. The second
experimental system was initially simulated using a multirate spherical diffusion model (Chap-
ter 3) available within the STAMMT-L code, and subsequently analyzed by a DNS (Chapter
4) performed using the commercially available computational fluid dynamics software STAR-
CCM+ (©CD-Adapco).

The two theoretical analyses varied in that the DNS was theoretically capable of describing
processes occurring at the smaller ‘Darcy’ scale, while the multirate STAMMT-L model was
an upscaled version of this microscale model. The DNS solves the conservation equations,
using different parameter values to describe flow through the two distinct types of media used
within the system. STAMMT-L modifies the ADE by incorporating a source/sink term, and

makes assumptions concerning the dominant mass transport processes for the overall system.
Prior to analysis, it was assumed that both theories were adequate for their respective use.

In Chapter 2, two multirate reaction models were compared to experimental BTCs. Results
showed that without full mass recovery data, the fit model simulation parameters were suspect.
It was uncertain whether the parameters fit by the model would change had there been complete
mass recovery data available. Overall, the model was able to represent the experimental results
well and provided some useful indications of how the mobility of the solute was affected due
to adjustments made to the sediment chemistry. Improvements could have been made if more
thorough measurements and analyses had been available for the system.

In Chapter 3, analysis of experimental results from the highly heterogeneous experimental
system were performed using a multirate spherical diffusion model. Initial results using mea-
sured parameter values showed adequate representation of Experiment #3, with larger errors
between the model and data for the other two experiments. The model was allowed to fit the
data by varying the diffusion and dispersivity. More adequate representations were achieved
with smaller diffusion coefficients for the inclusions and a larger longitudinal dispersivity val-
ues for the matrix. Upon further examination of the time scales of mass transport within the
inclusions and matrix, we noted that this model was not appropriate for Experiments #1 and



57

#2. This was due to the diffusion in the inclusions and the advection in the matrix having
similar time scales. When diffusion out of the inclusions does not take longer than advection
out of the matrix, the spherical diffusion model becomes inadequate due to its assumption of
continuity of concentrations at the interface between the two phases. Therefore, this model
should not be relied upon for these cases. Interestingly, for Experiment #3 the fit values for
the diffusion coefficient and dispersivity provided some insight into how the addition of the
inclusions affected the homogeneous measurements used to describe the overall solute trans-
port. The fit value for the dispersivity showed a nearly five fold increase from homogeneous
matrix measurements, indicating that individual material measurements may not be adequate

in describing a heterogeneous environment.
In Chapter 4 we analyzed the applicability of a DNS to represent a well characterized

highly heterogeneous experimental system. Three experiments were run with differing flow
rates. The DNS was constructed as accurately as possible, using measurements of the individ-
ual materials and their properties prior to and during construction of the experimental system.
The results of the theoretical analysis were compared to the experimental mass recovery data
collected at the outlet. Initial results showed better representation of Experiment #3 in compar-
ison to the other two sets of data by the model. Slight adjustments to the dispersivity coefficient
of the matrix and the diffusion coefficient for the inclusions improved the DNS representation,
but was still lacking in its ability to represent the tailing shown for Experiment #1. Further
validation of the model was performed through comparison of its results using the measured
transport parameters for the system with the multirate spherical diffusion model. This com-
parison showed that the DNS did not adequately follow the same tailing trend as the multirate
solution, indicating that the DNS results could not be relied upon for indicating how transport
was occurring within this system. Further adjustments were necessary for this model in order
to ensure its applicability for this type of highly heterogeneous porous system.

Through the three studies described above, it is obvious that a thorough knowledge of the

experimental design is important when choosing the appropriate modeling technique to use. If
the system is not well characterized and/or does not provide a complete set of data for com-
parison, the modeling software does not provide adequate numerical results. The numerical
models need to be validated in order to ensure their results provide accurate information, and
the mathematical assumptions need to be accurate, otherwise they will not provide accurate
parameters to describe the processes affecting transport. Ultimately, it is important for one to
attempt to understand the system being studied as thoroughly as possible and collect as much
information as necessary to provide an adequate picture of all of the processes affecting solute
transport within heterogeneous environments.

Heterogeneities affect solute transport in many ways; extending the time for mass recovery
through non-Fickian tailing and creating multiple reaction rates that cannot be described using
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the conventional ADE. When incomplete mass recovery data is available, the results of model
simulations cannot be relied upon to provide accurate parameter estimations for the system.
Even when complete information is known, the small-scale perturbations may have a larger
effect on the overall mass transport than one would assume.

Upscaled solute transport models are powerful tools, providing quicker representations of
transport behavior in complex systems. It is important to be positive that the ingrained assump-
tions are accurate for the system being studied, otherwise the results may provide an inadequate
representation of what is really occurring. Direct numerical simulations are a also complicated
and time consuming numerical methods. They require a large amount of information to con-

struct an adequate representation of the system, and a large amount of computing power to
run. When their solutions are validated, they are capable of providing a more detailed repre-
sentation of what is occurring and, along with detailed mathematical analysis, can provide a
more accurate picture of the effects of heterogeneities on the overall solute transport process.
Without accurate validation, the DNS will not produce adequate results.

Ultimately, it is important to gather as much information about the system as possible and
collect as much data as is necessary to completely describe experiments from beginning to end.
Analyses can then be made to ensure the correct assumptions are made, the correct modeling
approach is being used, and the most accurate results are gathered to thoroughly describe the
overall solute transport through the system.
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Appendix A – Appendix for Chapters 3 and 4

A.1 Characterization of Inclusions

A total of 221 inclusions were formed by sintering fine sand into a spherical shape. This was
performed with the use of a spherical carbon mold placed in a muffle furnace. Each inclusion
was formed and measured individually. Of the 221 inclusions created, only 203 were used in
the construction of the highly heterogeneous system. The inclusions are described in Table A.1.
This information was used to thoroughly characterize the highly heterogeneous system. Each
measurement is made in duplicate and averaged. The inclusions are placed in the experimental
system, with their x, y, and z coordinates determined through the use of the following Matlab
code:

% Random placement of inclusions in Experimental System

% System dimensions are Y = 100 cm x X = 50 cm x Z = 20 cm

% Inclusions are spherical with a diameter of 5 cm

% Disect system into 5 cm x 5 cm x 5 cm cubes and randomly place

% inclusions inside.

% Ensure no placement of inclusions within first 5 cm of inlet or outlet

% or in direct contact (no nearest neighbor).

clear;

format long;

P=0.6; % Assuming 14% coverage of internal area of system

H=20; % Height of experimental system; 100 cm split into twenty 5 cm

% lengths

L=12; % Length of experimental system; 50 cm split into ten 5 cm lengths

% + two blanks on each side

D=6; % Depth of experimental system; 20 cm split into four 5 cm lengths

% + two blanks on each side

s=zeros (20,6,12); % Sets up the 3D matrix with initial values of zero

% at each coordinate

r=rand (20,6,12); % Sets up a 3D matrix with random values placed in each

% coordinate of a value between zero and one

count=0; % Keeping track of the total number of inclusions within the

% system
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a=0; % For nearest neighbor distinction

n=0; % Keeping track of the total number of inclusions in the system

for i=2:1:H-1; % Height loop

for j=2:1:D-1; % Depth loop

for k=2:1:L-1; % Length loop

a=s (i-1,j,k)+s (i+1,j,k)+s (i,j-1,k)+s (i,j+1,k)+s \

(i,j,k-1)+s (i,j,k+1); % Add values of nearest neighbor’s cells

if r (i,j,k) <= P

if a < 1 % Want to ensure no inclusion at the

% nearest neighbors; Diagonals are ok.

s(i,j,k)=1; % If no inclusion at nearest

% neighbors and random # is in range, place inclusion

n=count+1; % Add 1 to count of inclusions

% in system

else

s (i,j,k)=0; % Otherwise do not place inclusion

n=count; % Leave count as it was

end

end

count=n;

end

end

end

s

count

volume=(count*65.45)/100000

% Written by Stephanie Harrington

Here, the experimental system is broken down into x, y, and z coordinates of 50 cm x 100
cm x 20 cm, with the zero axis being at the bottom-left-rear corner; the x-axis is the length; the
y-axis is the height; and the z-axis is the depth. Placement of the inclusions was done by hand
using a removable grid within the experimental system.
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Table A.1: Average values of measured physical parameters and placement coordinates for
203 inclusions placed within the experimental system

Sphere Avg. K Avg. Avg. Vsolid Avg. V f luid x y z
# (cm/min) porosity (cm3) (cm3) (cm) (cm) (cm)

1 0.0058 0.29 41.62 17.05 22.5 37.5 7.5
2 0.0106 0.32 40.97 19.28 32.5 67.5 17.5
3 0.0091 0.34 40.72 20.78 27.5 77.5 17.5
4 0.0087 0.31 42.60 18.86 12.5 12.5 7.5
5 0.0057 0.31 42.49 18.84 37.5 22.5 2.5

6 0.0058 0.31 42.57 19.48 42.5 62.5 7.5
7 0.0167 0.35 41.54 21.99 22.5 77.5 2.5
8 0.0068 0.33 41.13 19.80 37.5 92.5 2.5
9 0.0067 0.31 41.69 18.93 17.5 7.5 7.5

10 0.0055 0.31 40.90 18.46 37.5 37.5 17.5
11 0.0264 0.32 41.25 19.40 7.5 47.5 7.5
12 0.0083 0.32 41.49 19.28 32.5 92.5 17.5
13 0.0094 0.34 41.23 20.82 17.5 92.5 12.5
14 0.0068 0.29 41.92 16.91 42.5 72.5 7.5
15 0.0156 0.28 42.54 16.23 2.5 87.5 7.5
16 0.0058 0.28 41.04 16.11 22.5 27.5 12.5
17 0.0095 0.30 41.44 17.85 37.5 82.5 2.5
18 0.0044 0.28 41.23 16.20 17.5 52.5 12.5
19 0.0045 0.29 41.04 16.40 47.5 52.5 12.5
20 0.0065 0.23 40.97 12.06 12.5 42.5 2.5
21 0.0122 0.21 40.67 10.81 2.5 32.5 12.5
22 0.0055 0.30 41.61 17.68 22.5 72.5 7.5
23 0.0070 0.27 42.13 15.95 32.5 32.5 17.5

24 0.0020 0.22 41.03 11.38 22.5 87.5 12.5
25 0.0019 0.22 41.84 11.85 17.5 17.5 12.5
26 0.0067 0.28 40.87 15.55 32.5 82.5 17.5
27 0.0067 0.31 42.61 19.50 2.5 47.5 17.5
28 0.0100 0.26 41.28 14.42 2.5 57.5 17.5
29 0.0030 0.22 41.00 11.26 22.5 62.5 7.5
30 0.0099 0.28 41.97 16.32 2.5 77.5 7.5
31 0.0057 0.28 41.46 16.27 27.5 47.5 7.5
32 0.0194 0.30 40.79 17.52 12.5 32.5 2.5

Continued on next page...
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Table A.1 – Measured inclusion parameters, continued

Sphere Avg. K Avg. Avg. Vsolid Avg. V f luid x y z

# (cm/min) porosity (cm3) (cm3) (cm) (cm) (cm)

33 0.0158 0.32 41.01 19.18 7.5 12.5 2.5
34 0.0130 0.29 42.25 17.29 47.5 22.5 2.5

36 0.0164 0.26 41.04 14.75 7.5 72.5 17.5
37 0.0041 0.21 40.75 10.85 12.5 87.5 12.5
38 0.0214 0.18 41.24 9.15 22.5 47.5 2.5
39 0.0044 0.27 40.92 15.29 2.5 27.5 17.5
40 0.0121 0.20 40.72 10.33 37.5 72.5 12.5
41 0.0119 0.35 40.95 21.70 2.5 67.5 7.5
42 0.0242 0.35 40.80 22.04 7.5 27.5 2.5
43 0.0110 0.34 40.97 20.89 17.5 32.5 7.5
44 0.0078 0.33 41.96 20.79 17.5 67.5 7.5
45 0.0189 0.36 40.65 22.99 2.5 27.5 7.5
46 0.0115 0.34 41.66 21.35 17.5 62.5 17.5
47 0.0101 0.34 40.83 21.13 22.5 92.5 7.5
48 0.0057 0.30 41.43 18.12 2.5 42.5 12.5
49 0.0068 0.31 41.05 18.31 2.5 12.5 12.5
50 0.0212 0.35 40.93 22.29 17.5 37.5 12.5
51 0.0144 0.36 40.98 23.26 42.5 7.5 17.5
52 0.0157 0.36 41.14 23.33 12.5 67.5 17.5
53 0.0097 0.32 41.19 19.69 12.5 22.5 2.5

54 0.0112 0.34 41.24 21.48 37.5 62.5 12.5
55 0.0087 0.33 40.87 20.12 2.5 22.5 2.5
56 0.0094 0.34 42.56 21.51 32.5 52.5 7.5
57 0.0088 0.28 41.47 16.32 22.5 57.5 2.5
58 0.0107 0.34 40.98 21.10 7.5 62.5 12.5
59 0.0075 0.33 41.22 20.00 17.5 87.5 7.5
60 0.0167 0.33 41.29 19.89 7.5 17.5 17.5
61 0.0159 0.35 41.77 22.10 7.5 32.5 17.5
62 0.0062 0.31 42.62 18.73 12.5 37.5 7.5
63 0.0064 0.31 41.42 18.81 27.5 82.5 7.5
64 0.0220 0.32 41.35 19.46 2.5 67.5 17.5
65 0.0098 0.33 41.45 20.37 27.5 17.5 17.5
66 0.0206 0.32 41.18 19.69 47.5 87.5 7.5

Continued on next page...
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Table A.1 – Measured inclusion parameters, continued

Sphere Avg. K Avg. Avg. Vsolid Avg. V f luid x y z

# (cm/min) porosity (cm3) (cm3) (cm) (cm) (cm)

67 0.0091 0.34 40.85 21.16 27.5 57.5 17.5
68 0.0051 0.26 41.64 14.95 47.5 72.5 12.5

69 0.0133 0.33 41.23 20.41 47.5 82.5 12.5
70 0.0106 0.32 42.37 20.12 12.5 47.5 12.5
71 0.0087 0.33 40.64 20.18 37.5 12.5 12.5
72 0.0080 0.33 40.86 20.03 2.5 32.5 2.5
73 0.0103 0.30 41.83 17.96 17.5 52.5 2.5
74 0.0123 0.31 40.93 18.06 12.5 37.5 17.5
75 0.0087 0.32 41.32 19.86 7.5 82.5 17.5
76 0.0071 0.30 41.07 17.86 17.5 37.5 2.5
77 0.0116 0.33 41.05 20.50 42.5 42.5 7.5
78 0.0120 0.30 40.56 17.20 42.5 92.5 17.5
79 0.0092 0.28 42.19 16.57 27.5 72.5 12.5
80 0.0081 0.31 40.58 18.46 37.5 82.5 12.5
81 0.0101 0.30 40.65 17.35 42.5 82.5 7.5
82 0.0077 0.31 41.21 18.78 7.5 82.5 2.5
83 0.0116 0.32 40.99 19.37 17.5 12.5 2.5
84 0.0158 0.32 41.51 19.72 27.5 62.5 2.5
85 0.0247 0.32 41.40 19.16 12.5 27.5 17.5
86 0.0098 0.35 41.32 22.38 17.5 47.5 17.5

87 0.0091 0.33 40.78 20.26 17.5 82.5 12.5
88 0.0158 0.36 40.98 22.58 12.5 77.5 2.5
89 0.0185 0.35 40.80 21.90 32.5 22.5 7.5
90 0.0205 0.37 40.92 24.02 12.5 52.5 17.5
91 0.0092 0.32 41.17 19.24 7.5 57.5 2.5
92 0.0111 0.35 40.81 22.22 2.5 87.5 17.5
93 0.0103 0.33 41.21 20.23 12.5 62.5 2.5
94 0.0096 0.35 41.51 22.56 47.5 12.5 7.5
95 0.0229 0.32 41.74 19.92 37.5 32.5 12.5
96 0.0085 0.34 41.09 20.78 27.5 27.5 7.5
97 0.0148 0.34 41.02 20.83 27.5 92.5 12.5
98 0.0084 0.33 42.53 21.24 27.5 22.5 2.5
99 0.0107 0.32 40.96 19.60 2.5 72.5 12.5

Continued on next page...
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Table A.1 – Measured inclusion parameters, continued

Sphere Avg. K Avg. Avg. Vsolid Avg. V f luid x y z

# (cm/min) porosity (cm3) (cm3) (cm) (cm) (cm)

100 0.0088 0.33 41.70 20.22 17.5 72.5 17.5
101 0.0204 0.37 41.63 24.50 32.5 27.5 12.5

102 0.0081 0.33 40.98 20.12 22.5 92.5 17.5
104 0.0172 0.38 40.28 24.26 17.5 22.5 17.5
105 0.0045 0.35 40.46 21.65 7.5 42.5 17.5
108 0.0038 0.31 40.68 18.65 22.5 12.5 12.5
109 0.0079 0.31 41.67 18.82 32.5 77.5 12.5
110 0.0165 0.37 40.58 23.91 32.5 87.5 7.5
111 0.0090 0.34 40.92 20.80 17.5 7.5 17.5
112 0.0192 0.37 40.69 23.82 37.5 77.5 7.5
113 0.0157 0.32 40.91 19.02 12.5 7.5 2.5
114 0.0061 0.30 40.82 17.77 27.5 7.5 7.5
115 0.0107 0.35 41.01 22.54 22.5 32.5 17.5
116 0.0147 0.33 40.93 20.50 7.5 37.5 2.5
117 0.0080 0.33 40.43 19.47 2.5 17.5 7.5
118 0.0029 0.30 40.86 17.81 7.5 92.5 17.5
119 0.0119 0.31 39.74 17.92 12.5 32.5 12.5
120 0.0057 0.35 40.57 21.39 37.5 32.5 2.5
121 0.0121 0.37 39.74 23.41 47.5 37.5 7.5
122 0.0116 0.37 40.79 23.58 27.5 7.5 17.5

123 0.0058 0.32 40.81 18.95 32.5 17.5 2.5
124 0.0064 0.30 40.16 16.80 12.5 57.5 7.5
125 0.0054 0.34 41.14 21.06 2.5 7.5 17.5
126 0.0041 0.28 40.39 15.56 12.5 77.5 17.5
128 0.0059 0.28 39.96 15.59 2.5 72.5 2.5
131 0.0062 0.35 40.08 21.25 42.5 42.5 17.5
133 0.0017 0.27 40.53 14.93 42.5 12.5 2.5
134 0.0044 0.32 40.27 19.00 17.5 47.5 7.5
135 0.0036 0.31 40.27 18.33 42.5 67.5 2.5
137 0.0068 0.33 40.92 19.97 2.5 37.5 7.5
138 0.0085 0.29 40.71 16.28 37.5 17.5 17.5
139 0.0110 0.31 41.06 18.67 32.5 7.5 12.5
140 0.0047 0.34 40.92 21.41 37.5 37.5 7.5

Continued on next page...
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Table A.1 – Measured inclusion parameters, continued

Sphere Avg. K Avg. Avg. Vsolid Avg. V f luid x y z

# (cm/min) porosity (cm3) (cm3) (cm) (cm) (cm)

141 0.0252 0.36 40.28 22.23 32.5 62.5 7.5
142 0.0073 0.26 41.71 14.63 42.5 47.5 12.5

143 0.0042 0.30 41.16 17.82 12.5 7.5 12.5
144 0.0196 0.35 41.04 22.00 37.5 67.5 7.5
146 0.0100 0.32 40.88 19.01 42.5 22.5 7.5
147 0.0273 0.28 41.22 15.81 37.5 77.5 17.5
148 0.0035 0.33 40.82 20.45 2.5 62.5 2.5
149 0.0087 0.30 41.86 17.92 22.5 82.5 17.5
150 0.0029 0.35 40.73 21.67 37.5 7.5 7.5
151 0.0036 0.34 40.50 20.79 47.5 32.5 2.5
152 0.0018 0.27 40.90 15.33 32.5 37.5 2.5
154 0.0113 0.27 40.94 15.09 42.5 87.5 12.5
155 0.0130 0.32 41.90 19.93 2.5 47.5 2.5
156 0.0027 0.32 40.31 19.04 27.5 87.5 17.5
158 0.0042 0.33 40.78 20.42 27.5 47.5 17.5
159 0.0024 0.26 41.75 14.37 47.5 22.5 12.5
161 0.0068 0.33 41.00 20.27 22.5 52.5 7.5
162 0.0044 0.29 41.16 16.58 47.5 52.5 2.5
163 0.0111 0.34 41.04 21.26 47.5 82.5 2.5
164 0.0051 0.28 40.75 15.59 42.5 52.5 7.5

165 0.0019 0.27 40.30 14.69 2.5 82.5 12.5
166 0.0142 0.28 40.82 16.08 32.5 57.5 12.5
167 0.0042 0.34 41.61 21.16 32.5 47.5 2.5
169 0.0040 0.32 40.94 19.46 27.5 72.5 2.5
170 0.0029 0.28 41.00 16.03 7.5 52.5 12.5
171 0.0053 0.23 40.92 12.08 22.5 42.5 12.5
172 0.0047 0.33 41.86 20.37 37.5 22.5 12.5
173 0.0056 0.28 40.74 16.06 12.5 82.5 7.5
174 0.0044 0.33 41.07 20.14 2.5 57.5 7.5
175 0.0056 0.29 40.79 16.97 32.5 67.5 2.5
176 0.0047 0.34 40.80 21.40 27.5 17.5 7.5
177 0.0077 0.25 41.73 14.08 7.5 77.5 12.5
178 0.0157 0.31 40.66 17.95 22.5 67.5 17.5

Continued on next page...
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Table A.1 – Measured inclusion parameters, continued

Sphere Avg. K Avg. Avg. Vsolid Avg. V f luid x y z

# (cm/min) porosity (cm3) (cm3) (cm) (cm) (cm)

179 0.0092 0.35 40.99 22.03 37.5 47.5 17.5
180 0.0100 0.34 40.44 20.81 42.5 57.5 12.5

181 0.0173 0.37 39.70 22.83 32.5 17.5 12.5
182 0.0020 0.26 40.43 14.10 47.5 77.5 17.5
184 0.0376 0.31 40.86 18.19 47.5 7.5 2.5
185 0.0120 0.26 41.63 14.84 27.5 22.5 12.5
186 0.0101 0.31 41.15 18.59 12.5 12.5 17.5
187 0.0039 0.29 41.12 16.72 37.5 52.5 2.5
188 0.0063 0.33 40.59 20.25 32.5 27.5 2.5
189 0.0378 0.30 41.02 17.77 47.5 92.5 2.5
190 0.0042 0.27 41.10 14.87 27.5 62.5 12.5
191 0.0086 0.33 41.84 21.07 47.5 47.5 7.5
193 0.0077 0.29 40.96 16.46 12.5 22.5 12.5
194 0.0065 0.32 40.93 19.20 42.5 72.5 17.5
195 0.0038 0.29 41.62 16.69 37.5 92.5 12.5
196 0.0168 0.34 40.94 21.27 32.5 77.5 2.5
197 0.0028 0.26 40.54 14.15 27.5 52.5 2.5
198 0.0216 0.36 40.25 22.77 42.5 27.5 2.5
199 0.0146 0.33 40.59 20.15 47.5 62.5 2.5
200 0.0446 0.29 40.61 16.75 42.5 17.5 12.5

201 0.0091 0.32 40.58 19.36 22.5 27.5 2.5
202 0.0139 0.31 40.88 17.97 42.5 87.5 2.5
203 0.0137 0.34 41.00 21.19 47.5 67.5 17.5
204 0.0290 0.32 40.59 19.10 47.5 37.5 17.5
205 0.0057 0.29 40.91 17.00 37.5 57.5 17.5
206 0.0121 0.31 41.82 18.70 37.5 27.5 17.5
207 0.0129 0.30 40.35 17.30 42.5 67.5 12.5
208 0.0209 0.23 41.37 12.16 42.5 82.5 17.5
209 0.0048 0.25 40.33 13.32 42.5 92.5 7.5
210 0.0110 0.33 40.79 20.35 47.5 7.5 12.5
211 0.0172 0.31 40.62 18.57 27.5 27.5 17.5
212 0.0124 0.35 40.71 21.73 42.5 57.5 2.5
213 0.0403 0.31 40.95 18.83 7.5 67.5 2.5

Continued on next page...
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Figure A.1: Histogram of inclusions for 3D experimental system.

Table A.1 – Measured inclusion parameters, continued

Sphere Avg. K Avg. Avg. Vsolid Avg. V f luid x y z
# (cm/min) porosity (cm3) (cm3) (cm) (cm) (cm)

214 0.0231 0.32 40.37 18.82 47.5 72.5 2.5

215 0.0058 0.24 40.73 12.84 32.5 42.5 12.5
216 0.0070 0.30 41.72 17.99 42.5 52.5 17.5
218 0.0071 0.23 41.05 12.32 42.5 22.5 17.5
220 0.0144 0.33 40.43 19.96 47.5 17.5 17.5
221 0.0174 0.31 41.16 18.74 47.5 42.5 12.5

A histogram of the inclusions used for the experimental system is shown in Figure A.1.
This shows the number of inclusions which fit into each grouping of log(Avg. K) values.
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A.2 Outlet BTC data

Table A.2: Average dimensionless concentration and time data for Experiment # 1 (Q = 5.62
ml/min; 1PV = 114.2 hr; Fluorescein Co = 1.5 mg/L; and Bromide Co = 30 mg/L)

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.0028 0.9527 0.0054 1.0650
0.0115 0.9540 0.0114 1.0259
0.0203 0.9587 0.1164 1.0231
0.0290 0.9607 0.2214 1.0794
0.0378 0.9647 0.3265 1.0660
0.0465 0.9680 0.4315 1.0487

0.0553 0.9707 0.5365 0.8918
0.0640 0.9707 0.6416 0.7306
0.0728 0.9720 0.7466 0.5662
0.0815 0.9740 0.8516 0.5353
0.0903 0.9780 0.9567 0.3955
0.0991 0.9833 1.0617 0.3537
0.1078 0.9800 1.1667 0.2476
0.1166 0.9860 1.2718 0.2473
0.1253 0.9893 1.3768 0.1576
0.1341 0.9947 1.4818 0.1541
0.1428 0.9913 1.5869 0.1159
0.1516 0.9873 1.6919 0.1009
0.1603 0.9953 1.7969 0.1147
0.1691 0.9933 1.9020 0.0920
0.1778 0.9860 2.0070 0.0959
0.1866 0.9787 2.1120 0.0744
0.1953 0.9733 2.2171 0.0689
0.2041 0.9693 2.3221 0.0593

0.2128 0.9667 2.4271 0.0556
0.2216 0.9707 2.5322 0.0565
0.2303 0.9620 2.6372 0.0465
0.2391 0.9767 2.7422 0.0459
0.2478 0.9600 2.8473 0.0532
0.2566 0.9747 2.9523 0.0424
0.2654 0.9813 3.0573 0.0365

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.2741 0.9747 3.1624 0.0304
0.2829 0.9860 3.2674 0.0287
0.2916 0.9980 3.3724 0.0269

0.3004 0.9833 3.4775 0.0225
0.3091 0.9820 3.5825 0.0228
0.3179 0.9787 3.6875 0.0176
0.3266 0.9813 3.7926 0.0203
0.3354 0.9773 3.8976 0.0155
0.3441 0.9773 4.0027 0.0162
0.3529 0.9700 4.1077 0.0129
0.3616 0.9667 4.2127 0.0139
0.3704 0.9660 4.3178 0.0094
0.3791 0.9593 4.4228 0.0090
0.3879 0.9580 4.5278 0.0105
0.3966 0.9633 4.6329 0.0097
0.4054 0.9567 4.7379 0.0086
0.4142 0.9507 4.8429 0.0067
0.4229 0.9493 4.9480 0.0016
0.4317 0.9440 5.0530 0.0058
0.4404 0.9313
0.4492 0.9233

0.4579 0.9120
0.4667 0.9000
0.4754 0.8907
0.4842 0.8813
0.4929 0.8807
0.5017 0.8693
0.5104 0.8613
0.5192 0.8480
0.5279 0.8367
0.5367 0.8247
0.5454 0.8060
0.5542 0.7800
0.5630 0.7473

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.5717 0.7120
0.5805 0.6800
0.5892 0.6767

0.5980 0.7000
0.6067 0.7053
0.6155 0.7140
0.6242 0.7153
0.6330 0.7080
0.6417 0.6867
0.6505 0.6627
0.6592 0.6407
0.6680 0.6273
0.6767 0.6060
0.6855 0.5913
0.6942 0.5733
0.7030 0.5607
0.7117 0.5493
0.7205 0.5407
0.7293 0.5360
0.7380 0.5267
0.7468 0.5200

0.7555 0.5093
0.7643 0.4933
0.7730 0.4780
0.7818 0.4627
0.7905 0.4567
0.7993 0.4627
0.8080 0.4713
0.8168 0.4840
0.8255 0.4980
0.8343 0.5067
0.8430 0.5100
0.8518 0.5133
0.8605 0.5147

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.8693 0.5033
0.8781 0.4820
0.8868 0.4633

0.8956 0.4447
0.9043 0.4327
0.9131 0.4233
0.9218 0.4133
0.9306 0.4020
0.9393 0.3953
0.9481 0.3867
0.9568 0.3793
0.9656 0.3707
0.9743 0.3607
0.9831 0.3520
0.9918 0.3407
1.0006 0.3313
1.0093 0.3333
1.0181 0.3473
1.0268 0.3540
1.0356 0.3580
1.0444 0.3573

1.0531 0.3507
1.0619 0.3400
1.0706 0.3253
1.0794 0.3133
1.0881 0.3013
1.0969 0.2927
1.1056 0.2853
1.1144 0.2760
1.1231 0.2660
1.1319 0.2593
1.1406 0.2527
1.1494 0.2507
1.1581 0.2467

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

1.1669 0.2387
1.1756 0.2320
1.1844 0.2287

1.1932 0.2280
1.2019 0.2260
1.2107 0.2280
1.2194 0.2420
1.2282 0.2527
1.2369 0.2580
1.2457 0.2627
1.2544 0.2600
1.2632 0.2540
1.2719 0.2467
1.2807 0.2353
1.2894 0.2140
1.2982 0.1920
1.3069 0.1760
1.3157 0.1700
1.3244 0.1640
1.3332 0.1627
1.3419 0.1627

1.3507 0.1613
1.3595 0.1607
1.3682 0.1613
1.3770 0.1593
1.3857 0.1580
1.3945 0.1513
1.4032 0.1447
1.4120 0.1420
1.4207 0.1400
1.4295 0.1387
1.4382 0.1420
1.4470 0.1480
1.4557 0.1573

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

1.4645 0.1573
1.4732 0.1580
1.4820 0.1567

1.4907 0.1493
1.4995 0.1360
1.5083 0.1213
1.5170 0.1127
1.5258 0.1107
1.5345 0.1087
1.5433 0.1100
1.5520 0.1127
1.5608 0.1140
1.5695 0.1160
1.5783 0.1173
1.5870 0.1207
1.5958 0.1207
1.6045 0.1187
1.6133 0.1160
1.6220 0.1140
1.6308 0.1133
1.6395 0.1127

1.6483 0.1087
1.6570 0.1100
1.6658 0.1133
1.6746 0.1167
1.6833 0.1153
1.6921 0.1113
1.7008 0.1060
1.7096 0.0993
1.7183 0.0953
1.7271 0.0967
1.7358 0.0993
1.7446 0.1027
1.7533 0.1053

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

1.7621 0.1073
1.7708 0.1093
1.7796 0.1120

1.7883 0.1133
1.7971 0.1147
1.8058 0.1180
1.8146 0.1227
1.8234 0.1240
1.8321 0.1207
1.8409 0.1127
1.8496 0.1060
1.8584 0.1013
1.8671 0.0993
1.8759 0.0980
1.8846 0.0967
1.8934 0.0967
1.9021 0.0967
1.9109 0.0980
1.9196 0.0993
1.9284 0.1007
1.9371 0.1027

1.9459 0.1040
1.9546 0.1040
1.9634 0.1027
1.9721 0.1007
1.9809 0.0987
1.9897 0.0973
1.9984 0.0967
2.0072 0.0960
2.0159 0.0960
2.0247 0.0953
2.0334 0.0953
2.0422 0.0953
2.0509 0.0933

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

2.0597 0.0913
2.0684 0.0893
2.0772 0.0880

2.0859 0.0860
2.0947 0.0840
2.1034 0.0820
2.1122 0.0813
2.1209 0.0813
2.1297 0.0807
2.1385 0.0793
2.1472 0.0787
2.1560 0.0787
2.1647 0.0800
2.1735 0.0813
2.1822 0.0833
2.1910 0.0833
2.1997 0.0793
2.2085 0.0767
2.2172 0.0753
2.2260 0.0747
2.2347 0.0733

2.2435 0.0707
2.2522 0.0680
2.2610 0.0673
2.2697 0.0673
2.2785 0.0680
2.2872 0.0687
2.2960 0.0693
2.3048 0.0693
2.3135 0.0693
2.3310 0.0707
2.3398 0.0700
2.3485 0.0693
2.3573 0.0687

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

2.3660 0.0680
2.3748 0.0680
2.3835 0.0680

2.3923 0.0673
2.4010 0.0667
2.4098 0.0667
2.4185 0.0660
2.4273 0.0667
2.4360 0.0667
2.4448 0.0660
2.4536 0.0653
2.4623 0.0647
2.4711 0.0647
2.4798 0.0640
2.4886 0.0640
2.4973 0.0667
2.5061 0.0700
2.5148 0.0720
2.5236 0.0713
2.5323 0.0693
2.5411 0.0680

2.5498 0.0660
2.5586 0.0627
2.5673 0.0593
2.5761 0.0573
2.5848 0.0567
2.5936 0.0567
2.6023 0.0573
2.6111 0.0560
2.6199 0.0533
2.6286 0.0540
2.6374 0.0553
2.6461 0.0560
2.6549 0.0567

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

2.6636 0.0567
2.6724 0.0567
2.6811 0.0573

2.6899 0.0567
2.6986 0.0567
2.7074 0.0567
2.7161 0.0573
2.7249 0.0560
2.7336 0.0553
2.7424 0.0547
2.7511 0.0540
2.7599 0.0547
2.7687 0.0547
2.7774 0.0567
2.7862 0.0587
2.7949 0.0600
2.8037 0.0607
2.8124 0.0620
2.8212 0.0627
2.8299 0.0633
2.8387 0.0620

2.8474 0.0613
2.8562 0.0593
2.8649 0.0593
2.8737 0.0593
2.8824 0.0587
2.8912 0.0573
2.8999 0.0553
2.9087 0.0533
2.9175 0.0507
2.9262 0.0493
2.9350 0.0480
2.9437 0.0467
2.9525 0.0467

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

2.9612 0.0460
2.9700 0.0453
2.9787 0.0447

2.9875 0.0440
2.9962 0.0447
3.0050 0.0447
3.0137 0.0453
3.0225 0.0447
3.0312 0.0440
3.0400 0.0427
3.0487 0.0420
3.0575 0.0413
3.0662 0.0407
3.0750 0.0407
3.0838 0.0393
3.0925 0.0380
3.1013 0.0373
3.1100 0.0373
3.1188 0.0367
3.1275 0.0367
3.1363 0.0367

3.1450 0.0367
3.1538 0.0367
3.1625 0.0360
3.1713 0.0353
3.1800 0.0353
3.1888 0.0347
3.1975 0.0340
3.2063 0.0340
3.2150 0.0340
3.2238 0.0333
3.2326 0.0333
3.2413 0.0333
3.2501 0.0333

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

3.2588 0.0333
3.2676 0.0333
3.2763 0.0320

3.2851 0.0313
3.2938 0.0313
3.3026 0.0313
3.3113 0.0307
3.3201 0.0307
3.3288 0.0300
3.3376 0.0300
3.3463 0.0300
3.3551 0.0300
3.3638 0.0307
3.3726 0.0307
3.3813 0.0307
3.3901 0.0313
3.3989 0.0313
3.4076 0.0313
3.4164 0.0307
3.4251 0.0307
3.4339 0.0300

3.4426 0.0300
3.4514 0.0293
3.4601 0.0293
3.4689 0.0280
3.4776 0.0273
3.4864 0.0260
3.4951 0.0253
3.5039 0.0253
3.5126 0.0253
3.5214 0.0253
3.5301 0.0253
3.5389 0.0260
3.5477 0.0267

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

3.5564 0.0273
3.5652 0.0280
3.5739 0.0287

3.5827 0.0287
3.5914 0.0287
3.6002 0.0280
3.6089 0.0273
3.6177 0.0267
3.6264 0.0253
3.6352 0.0253
3.6439 0.0253
3.6527 0.0253
3.6614 0.0247
3.6702 0.0240
3.6789 0.0227
3.6877 0.0220
3.6964 0.0213
3.7052 0.0207
3.7140 0.0207
3.7227 0.0213
3.7315 0.0213

3.7402 0.0213
3.7490 0.0227
3.7577 0.0233
3.7665 0.0240
3.7752 0.0253
3.7840 0.0260
3.7927 0.0267
3.8015 0.0267
3.8102 0.0253
3.8190 0.0247
3.8277 0.0233
3.8365 0.0233
3.8452 0.0227

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

3.8540 0.0227
3.8628 0.0227
3.8715 0.0220

3.8803 0.0213
3.8890 0.0207
3.8978 0.0200
3.9065 0.0193
3.9153 0.0193
3.9240 0.0187
3.9328 0.0187
3.9415 0.0187
3.9503 0.0187
3.9590 0.0193
3.9678 0.0207
3.9765 0.0213
3.9853 0.0220
3.9940 0.0220
4.0028 0.0213
4.0115 0.0213
4.0203 0.0213
4.0291 0.0200

4.0378 0.0193
4.0466 0.0187
4.0553 0.0187
4.0641 0.0180
4.0728 0.0180
4.0816 0.0180
4.0903 0.0180
4.0991 0.0173
4.1078 0.0160
4.1166 0.0153
4.1253 0.0153
4.1341 0.0153
4.1428 0.0153

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

4.1516 0.0153
4.1603 0.0160
4.1691 0.0167

4.1779 0.0173
4.1866 0.0173
4.1954 0.0180
4.2041 0.0180
4.2129 0.0173
4.2216 0.0173
4.2304 0.0167
4.2391 0.0160
4.2479 0.0153
4.2566 0.0147
4.2654 0.0147
4.2741 0.0147
4.2829 0.0140
4.2916 0.0140
4.3004 0.0133
4.3091 0.0127
4.3179 0.0127
4.3266 0.0127

4.3354 0.0127
4.3442 0.0120
4.3529 0.0120
4.3617 0.0113
4.3704 0.0113
4.3792 0.0113
4.3879 0.0113
4.3967 0.0113
4.4054 0.0113
4.4142 0.0107
4.4229 0.0107
4.4317 0.0107
4.4404 0.0100

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

4.4492 0.0107
4.4579 0.0107
4.4667 0.0107

4.4754 0.0113
4.4842 0.0113
4.4930 0.0120
4.5017 0.0127
4.5105 0.0133
4.5192 0.0140
4.5280 0.0147
4.5367 0.0153
4.5455 0.0160
4.5542 0.0160
4.5630 0.0160
4.5717 0.0160
4.5805 0.0153
4.5892 0.0147
4.5980 0.0140
4.6067 0.0133
4.6155 0.0127
4.6242 0.0127

4.6330 0.0120
4.6417 0.0120
4.6505 0.0113
4.6593 0.0113
4.6680 0.0113
4.6768 0.0113
4.6855 0.0113
4.6943 0.0113
4.7030 0.0113
4.7118 0.0113
4.7205 0.0113
4.7293 0.0113
4.7380 0.0107

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

4.7468 0.0107
4.7555 0.0100
4.7643 0.0100

4.7730 0.0073
4.7818 0.0093
4.7905 0.0093
4.7993 0.0093
4.8081 0.0093
4.8168 0.0093
4.8256 0.0093
4.8343 0.0093
4.8431 0.0093
4.8518 0.0087
4.8606 0.0087
4.8693 0.0087
4.8781 0.0087
4.8868 0.0087
4.8956 0.0087
4.9043 0.0080
4.9131 0.0080
4.9218 0.0073

4.9306 0.0073
4.9393 0.0067
4.9481 0.0067
4.9569 0.0067
4.9656 0.0060
4.9744 0.0060
4.9831 0.0067
4.9919 0.0067
5.0006 0.0067
5.0094 0.0067
5.0181 0.0067
5.0269 0.0073
5.0356 0.0073

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

5.0444 0.0073
5.0531 0.0073
5.0619 0.0073

5.0706 0.0073
5.0794 0.0067
5.0881 0.0067
5.0969 0.0067
5.1056 0.0060
5.1144 0.0060
5.1232 0.0060
5.1319 0.0060
5.1407 0.0060
5.1494 0.0060
5.1582 0.0053
5.1669 0.0053
5.1757 0.0053
5.1844 0.0053
5.1932 0.0053
5.2019 0.0053
5.2107 0.0053
5.2194 0.0053

5.2282 0.0053
5.2369 0.0060
5.2457 0.0060
5.2544 0.0060
5.2632 0.0060
5.2720 0.0060
5.2807 0.0060
5.2895 0.0060
5.2982 0.0060
5.3070 0.0060
5.3157 0.0060
5.3245 0.0060
5.3332 0.0060

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

5.3420 0.0053
5.3507 0.0053
5.3595 0.0053

5.3682 0.0053
5.3770 0.0053
5.3857 0.0053
5.3945 0.0053
5.4032 0.0053
5.4118 0.0053
5.4206 0.0053
5.4294 0.0053
5.4381 0.0053
5.4469 0.0053
5.4556 0.0053
5.4644 0.0053
5.4731 0.0053
5.4819 0.0053
5.4906 0.0047
5.4994 0.0047
5.5081 0.0047
5.5169 0.0047

5.5256 0.0047
5.5344 0.0047
5.5431 0.0047
5.5519 0.0047
5.5606 0.0047
5.5694 0.0047
5.5782 0.0047
5.5869 0.0047
5.5957 0.0053
5.6044 0.0047
5.6132 0.0047
5.6219 0.0047
5.6307 0.0047

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

5.6394 0.0047
5.6482 0.0047
5.6569 0.0047

5.6657 0.0047
5.6744 0.0047
5.6832 0.0047
5.6919 0.0047
5.7007 0.0047
5.7094 0.0040
5.7182 0.0040
5.7269 0.0040
5.7357 0.0040
5.7445 0.0040
5.7532 0.0033
5.7620 0.0033
5.7707 0.0033
5.7795 0.0033
5.7882 0.0033
5.7970 0.0033
5.8057 0.0027
5.8145 0.0027

5.8232 0.0027
5.8320 0.0027
5.8407 0.0027
5.8495 0.0027
5.8582 0.0033
5.8670 0.0033
5.8757 0.0033
5.8845 0.0033
5.8933 0.0033
5.9020 0.0033
5.9108 0.0033
5.9195 0.0027
5.9283 0.0027

Continued on next page...
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

5.9370 0.0027
5.9458 0.0027
5.9545 0.0027

5.9633 0.0027
5.9720 0.0020
5.9808 0.0020
5.9895 0.0020
5.9983 0.0020
6.0070 0.0020
6.0158 0.0020
6.0245 0.0020
6.0333 0.0020
6.0421 0.0020
6.0508 0.0020
6.0596 0.0020
6.0683 0.0027
6.0771 0.0027
6.0858 0.0027
6.0946 0.0027
6.1033 0.0027
6.1121 0.0027

6.1208 0.0027
6.1296 0.0027
6.1383 0.0027
6.1471 0.0027
6.1558 0.0027
6.1646 0.0020
6.1733 0.0020
6.1821 0.0020
6.1908 0.0020
6.1996 0.0020
6.2084 0.0020
6.2171 0.0020
6.2259 0.0020
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

6.2346 0.0020
6.2434 0.0013
6.2521 0.0013

6.2609 0.0013
6.2696 0.0020
6.2784 0.0020
6.2871 0.0020
6.2959 0.0020
6.3046 0.0020
6.3134 0.0020
6.3221 0.0020
6.3309 0.0020
6.3396 0.0020
6.3484 0.0020
6.3572 0.0020
6.3659 0.0020
6.3747 0.0020
6.3834 0.0020
6.3922 0.0020
6.4009 0.0020
6.4097 0.0020

6.4184 0.0013
6.4272 0.0013
6.4359 0.0013
6.4447 0.0013
6.4534 0.0013
6.4622 0.0013
6.4709 0.0013
6.4797 0.0013
6.4884 0.0020
6.4972 0.0020
6.5059 0.0020
6.5147 0.0020
6.5235 0.0020
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

6.5322 0.0020
6.5410 0.0020
6.5497 0.0020

6.5585 0.0020
6.5672 0.0020
6.5760 0.0013
6.5847 0.0013
6.5935 0.0013
6.6022 0.0013
6.6110 0.0013
6.6197 0.0013
6.6285 0.0013
6.6372 0.0013
6.6460 0.0013
6.6547 0.0013
6.6635 0.0013
6.6723 0.0013
6.6810 0.0013
6.6898 0.0013
6.6985 0.0013
6.7073 0.0013

6.7160 0.0013
6.7248 0.0013
6.7335 0.0013
6.7423 0.0013
6.7510 0.0013
6.7598 0.0013
6.7685 0.0013
6.7773 0.0013
6.7860 0.0013
6.7948 0.0013
6.8035 0.0013
6.8123 0.0013
6.8210 0.0013
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Table A.2 – Dimensionless BTC data, Exp # 1, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

6.8298 0.0013
6.8386 0.0007
6.8473 0.0007

6.8561 0.0007
6.8648 0.0007
6.8736 0.0007
6.8823 0.0007
6.8911 0.0007
6.8998 0.0007
6.9086 0.0013
6.9173 0.0013
6.9261 0.0013
6.9348 0.0013
6.9436 0.0013
6.9523 0.0013
6.9611 0.0013
6.9698 0.0013
6.9786 0.0013
6.9874 0.0007
6.9961 0.0007
7.0049 0.0007

7.0136 0.0007
7.0224 0.0007

Table A.3: Average dimensionless concentration and time data for Experiment # 2 (Q = 9.62
ml/min; 1PV = 66.73 hr; Fluorescein Co = 1.43 mg/L; and Bromide Co = 27 mg/L)

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.0150 0.9902 0.0056 0.9282

0.0300 0.9881 0.1707 0.9183
0.0450 0.9895 0.3118 0.9312
0.0599 0.9888 0.5117 0.9041
0.0749 0.9902 0.6673 0.8736
0.0899 0.9902 0.8418 0.2759
0.1049 0.9909 1.0292 0.2333
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Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.1199 0.9902 1.1873 0.1779
0.1349 0.9916 1.4160 0.0388
0.1499 0.9923 1.5632 0.0213

0.1648 0.9923 1.7984 0.0058
0.1798 0.9930 1.9403 0.0098
0.1948 0.9951 2.1299 0.0138
0.2098 0.9965 2.3157 0.0081
0.2248 0.9986 2.5120 0.0063
0.2398 0.9986 2.6354 0.0176
0.2548 0.9993 2.8339 0.0248
0.2697 0.9986 2.9856 0.0544
0.2847 0.9993 3.1944 0.0097
0.2997 1.0000 3.3724 0.0114
0.3147 0.9965 3.7094 0.0101
0.3297 0.9923 4.0828 0.0055
0.3447 0.9874 4.3962 0.0054
0.3597 0.9790
0.3746 0.9720
0.3896 0.9664
0.4046 0.9594
0.4196 0.9488

0.4346 0.9257
0.4496 0.8963
0.4646 0.8760
0.4795 0.8626
0.4945 0.8577
0.5095 0.8542
0.5245 0.8676
0.5395 0.8655
0.5545 0.8648
0.5695 0.8669
0.5844 0.8711
0.5994 0.8760
0.6144 0.8774

Continued on next page...



100

Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.6294 0.8781
0.6444 0.8767
0.6594 0.8746

0.6744 0.8648
0.6893 0.8458
0.7043 0.8122
0.7193 0.7659
0.7343 0.7211
0.7493 0.6741
0.7643 0.6286
0.7793 0.5767
0.7942 0.5375
0.8092 0.5270
0.8242 0.5256
0.8392 0.5214
0.8542 0.5151
0.8692 0.5095
0.8842 0.5032
0.8991 0.5060
0.9141 0.5116
0.9291 0.5186

0.9441 0.5249
0.9591 0.5326
0.9741 0.5466
0.9891 0.5550
1.0040 0.5522
1.0190 0.5417
1.0340 0.5214
1.0490 0.4989
1.0640 0.4688
1.0790 0.4373
1.0940 0.4001
1.1090 0.3616
1.1239 0.3280

Continued on next page...



101

Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

1.1389 0.2922
1.1539 0.2670
1.1689 0.2467

1.1839 0.2341
1.1989 0.2193
1.2139 0.2060
1.2288 0.1934
1.2438 0.1787
1.2588 0.1668
1.2738 0.1542
1.2888 0.1486
1.3038 0.1395
1.3188 0.1331
1.3337 0.1261
1.3487 0.1156
1.3637 0.1093
1.3787 0.1023
1.3937 0.0953
1.4087 0.0890
1.4237 0.0834
1.4386 0.0785

1.4536 0.0764
1.4686 0.0743
1.4836 0.0736
1.4986 0.0708
1.5136 0.0694
1.5286 0.0673
1.5435 0.0652
1.5585 0.0631
1.5735 0.0596
1.5885 0.0568
1.6035 0.0547
1.6185 0.0526
1.6335 0.0498
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Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

1.6484 0.0484
1.6634 0.0463
1.6784 0.0448

1.6934 0.0434
1.7084 0.0427
1.7234 0.0413
1.7384 0.0406
1.7533 0.0392
1.7683 0.0385
1.7833 0.0378
1.7983 0.0371
1.8133 0.0371
1.8283 0.0378
1.8433 0.0378
1.8582 0.0392
1.8732 0.0406
1.8882 0.0406
1.9032 0.0392
1.9182 0.0371
1.9332 0.0350
1.9482 0.0322

1.9631 0.0301
1.9781 0.0287
1.9931 0.0273
2.0081 0.0266
2.0231 0.0266
2.0381 0.0259
2.0531 0.0259
2.0680 0.0259
2.0830 0.0259
2.0980 0.0259
2.1130 0.0259
2.1280 0.0259
2.1430 0.0259
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Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

2.1580 0.0259
2.1729 0.0259
2.1879 0.0259

2.2029 0.0259
2.2179 0.0259
2.2329 0.0266
2.2479 0.0266
2.2629 0.0259
2.2778 0.0252
2.2928 0.0238
2.3078 0.0231
2.3228 0.0231
2.3378 0.0224
2.3528 0.0224
2.3678 0.0217
2.3827 0.0217
2.3977 0.0210
2.4127 0.0210
2.4277 0.0210
2.4427 0.0210
2.4577 0.0210

2.4727 0.0203
2.4876 0.0210
2.5026 0.0224
2.5176 0.0231
2.5326 0.0231
2.5476 0.0231
2.5626 0.0224
2.5776 0.0203
2.5925 0.0189
2.6075 0.0175
2.6225 0.0161
2.6375 0.0154
2.6525 0.0154
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Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

2.6675 0.0147
2.6825 0.0140
2.6974 0.0133

2.7124 0.0133
2.7274 0.0133
2.7424 0.0133
2.7574 0.0133
2.7724 0.0133
2.7874 0.0140
2.8023 0.0140
2.8173 0.0147
2.8323 0.0147
2.8473 0.0147
2.8623 0.0147
2.8773 0.0147
2.8923 0.0140
2.9072 0.0140
2.9222 0.0133
2.9372 0.0133
2.9522 0.0133
2.9672 0.0133

2.9822 0.0140
2.9972 0.0147
3.0121 0.0161
3.0271 0.0175
3.0421 0.0182
3.0571 0.0182
3.0721 0.0175
3.0871 0.0175
3.1021 0.0168
3.1170 0.0161
3.1320 0.0154
3.1470 0.0147
3.1620 0.0140
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Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

3.1770 0.0140
3.1920 0.0133
3.2070 0.0133

3.2219 0.0133
3.2369 0.0140
3.2519 0.0140
3.2669 0.0140
3.2819 0.0140
3.2969 0.0140
3.3119 0.0140
3.3269 0.0140
3.3418 0.0133
3.3568 0.0133
3.3718 0.0126
3.3868 0.0119
3.4018 0.0112
3.4168 0.0105
3.4318 0.0091
3.4467 0.0084
3.4617 0.0084
3.4767 0.0077

3.4917 0.0077
3.5067 0.0077
3.5217 0.0077
3.5367 0.0077
3.5516 0.0084
3.5666 0.0084
3.5816 0.0091
3.5966 0.0091
3.6116 0.0091
3.6266 0.0091
3.6416 0.0091
3.6565 0.0084
3.6715 0.0084
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Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

3.6865 0.0077
3.7015 0.0077
3.7165 0.0070

3.7315 0.0063
3.7465 0.0063
3.7614 0.0063
3.7764 0.0056
3.7914 0.0056
3.8064 0.0056
3.8214 0.0049
3.8364 0.0049
3.8514 0.0049
3.8663 0.0042
3.8813 0.0042
3.8963 0.0042
3.9113 0.0049
3.9263 0.0049
3.9413 0.0049
3.9563 0.0056
3.9712 0.0056
3.9862 0.0056

4.0012 0.0056
4.0162 0.0049
4.0312 0.0049
4.0462 0.0049
4.0612 0.0049
4.0761 0.0042
4.0911 0.0042
4.1061 0.0042
4.1211 0.0042
4.1361 0.0042
4.1511 0.0035
4.1661 0.0035
4.1810 0.0035
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Table A.3 – Dimensionless BTC data, Exp # 2, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

4.1960 0.0035
4.2110 0.0035
4.2260 0.0035

4.2410 0.0035
4.2560 0.0035
4.2710 0.0035
4.2859 0.0028
4.3009 0.0028
4.3159 0.0028
4.3309 0.0028
4.3459 0.0028
4.3609 0.0021
4.3759 0.0021
4.3908 0.0014
4.4058 0.0007

Table A.4: Average dimensionless concentration and time data for Experiment # 3 (Q = 45.2
ml/min; 1PV = 14.2 hr; Fluorescein Co = 1.52 mg/L; and Bromide Co = 30 mg/L)

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.0047 1.0000 0.0704 1.0273
0.0399 0.9987 0.1408 1.0350
0.0751 0.9974 0.2113 1.0274
0.1103 0.9980 0.2817 1.0156
0.1455 0.9915 0.3521 0.9866
0.1808 0.9855 0.4225 0.9717
0.2160 0.9822 0.4930 0.9277
0.2512 0.9763 0.5634 0.8683
0.2864 0.9619 0.6338 0.8147

0.3216 0.9520 0.7042 0.7631
0.3568 0.9336 0.7746 0.6802
0.3920 0.9224 0.8451 0.5924
0.4272 0.9073 0.9155 0.5078
0.4624 0.8882 0.9859 0.4360
0.4977 0.8672 1.0563 0.3605
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

0.5329 0.8481 1.1268 0.2776
0.5681 0.8304 1.1972 0.1937
0.6033 0.8107 1.2676 0.1395

0.6385 0.7909 1.3380 0.1108
0.6737 0.7673 1.4085 0.0784
0.7089 0.7370 1.4789 0.0556
0.7441 0.7028 1.5493 0.0437
0.7793 0.6634 1.6197 0.0343
0.8146 0.6206 1.6901 0.0309
0.8498 0.5799 1.7606 0.0266
0.8850 0.5391 1.8310 0.0243
0.9202 0.5023 1.9014 0.0226
0.9554 0.4668 1.9718 0.0209
0.9906 0.4313 2.0423 0.0186
1.0258 0.3912 2.1127 0.0171
1.0610 0.3550 2.1831 0.0165
1.0962 0.3130 2.2535 0.0156
1.1315 0.2650 2.3239 0.0145
1.1667 0.2150 2.3944 0.0140
1.2019 0.1723 2.4648 0.0135
1.2371 0.1387 2.5352 0.0128

1.2723 0.1170 2.6056 0.0128
1.3075 0.1032 2.6761 0.0127
1.3427 0.0888 2.7465 0.0107
1.3779 0.0730 2.8169 0.0104
1.4131 0.0579 2.8873 0.0083
1.4484 0.0467
1.4836 0.0388
1.5188 0.0335
1.5540 0.0296
1.5892 0.0270
1.6244 0.0250
1.6596 0.0230
1.6948 0.0217
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

1.7300 0.0210
1.7653 0.0204
1.8005 0.0197

1.8357 0.0191
1.8709 0.0184
1.9061 0.0184
1.9413 0.0178
1.9765 0.0171
2.0117 0.0164
2.0469 0.0164
2.0822 0.0158
2.1174 0.0151
2.1526 0.0151
2.1878 0.0145
2.2230 0.0145
2.2582 0.0138
2.2934 0.0138
2.3286 0.0138
2.3638 0.0138
2.3991 0.0138
2.4343 0.0131

2.4695 0.0131
2.5047 0.0131
2.5399 0.0131
2.5751 0.0131
2.6103 0.0131
2.6455 0.0131
2.6808 0.0131
2.7160 0.0131
2.7512 0.0131
2.7864 0.0125
2.8216 0.0118
2.8568 0.0112
2.8920 0.0105
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

2.9272 0.0099
2.9624 0.0092
2.9977 0.0092

3.0329 0.0085
3.0681 0.0085
3.1033 0.0079
3.1385 0.0079
3.1737 0.0079
3.2089 0.0079
3.2441 0.0079
3.2793 0.0079
3.3146 0.0079
3.3498 0.0079
3.3850 0.0085
3.4202 0.0085
3.4554 0.0085
3.4906 0.0092
3.5258 0.0092
3.5610 0.0092
3.5962 0.0092
3.6315 0.0092

3.6667 0.0092
3.7019 0.0092
3.7371 0.0085
3.7723 0.0085
3.8075 0.0085
3.8427 0.0079
3.8779 0.0079
3.9131 0.0072
3.9484 0.0072
3.9836 0.0072
4.0188 0.0072
4.0540 0.0066
4.0892 0.0066
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

4.1244 0.0066
4.1596 0.0066
4.1948 0.0066

4.2300 0.0066
4.2653 0.0066
4.3005 0.0066
4.3357 0.0066
4.3709 0.0066
4.4061 0.0066
4.4413 0.0066
4.4765 0.0066
4.5117 0.0066
4.5469 0.0059
4.5822 0.0059
4.6174 0.0059
4.6526 0.0059
4.6878 0.0053
4.7230 0.0053
4.7582 0.0053
4.7934 0.0053
4.8286 0.0046

4.8638 0.0046
4.8991 0.0053
4.9343 0.0046
4.9695 0.0046
5.0047 0.0046
5.0399 0.0046
5.0751 0.0046
5.1103 0.0053
5.1455 0.0053
5.1808 0.0053
5.2160 0.0053
5.2512 0.0053
5.2864 0.0053
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

5.3216 0.0053
5.3568 0.0053
5.3920 0.0046

5.4272 0.0046
5.4624 0.0046
5.4977 0.0046
5.5329 0.0046
5.5681 0.0046
5.6033 0.0046
5.6385 0.0039
5.6737 0.0039
5.7089 0.0039
5.7441 0.0039
5.7793 0.0039
5.8146 0.0039
5.8498 0.0039
5.8850 0.0039
5.9202 0.0039
5.9554 0.0039
5.9906 0.0039
6.0258 0.0039

6.0610 0.0039
6.0962 0.0039
6.1315 0.0039
6.1667 0.0039
6.2019 0.0039
6.2371 0.0039
6.2723 0.0039
6.3075 0.0039
6.3427 0.0039
6.3779 0.0039
6.4131 0.0039
6.4484 0.0033
6.4836 0.0033

Continued on next page...



113

Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

6.5188 0.0033
6.5540 0.0033
6.5892 0.0033

6.6244 0.0033
6.6596 0.0033
6.6948 0.0033
6.7300 0.0033
6.7653 0.0033
6.8005 0.0033
6.8357 0.0026
6.8709 0.0033
6.9061 0.0026
6.9413 0.0026
6.9765 0.0026
7.0117 0.0033
7.0469 0.0026
7.0822 0.0033
7.1174 0.0026
7.1526 0.0026
7.1878 0.0026
7.2230 0.0026

7.2582 0.0026
7.2934 0.0026
7.3286 0.0026
7.3638 0.0026
7.3991 0.0026
7.4343 0.0026
7.4695 0.0026
7.5047 0.0026
7.5399 0.0026
7.5751 0.0026
7.6103 0.0026
7.6455 0.0026
7.6808 0.0026
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

7.7160 0.0026
7.7512 0.0026
7.7864 0.0026

7.8216 0.0026
7.8568 0.0020
7.8920 0.0026
7.9272 0.0020
7.9624 0.0020
7.9977 0.0020
8.0329 0.0020
8.0681 0.0020
8.1033 0.0020
8.1385 0.0020
8.1737 0.0020
8.2089 0.0020
8.2441 0.0020
8.2793 0.0020
8.3146 0.0020
8.3498 0.0020
8.3850 0.0020
8.4202 0.0020

8.4554 0.0020
8.4906 0.0020
8.5258 0.0020
8.5610 0.0020
8.5962 0.0020
8.6315 0.0020
8.6667 0.0020
8.7019 0.0020
8.7371 0.0020
8.7723 0.0020
8.8075 0.0020
8.8427 0.0020
8.8779 0.0020
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

8.9131 0.0020
8.9484 0.0020
8.9836 0.0020

9.0188 0.0020
9.0540 0.0020
9.0892 0.0020
9.1244 0.0020
9.1596 0.0013
9.1948 0.0013
9.2300 0.0013
9.2653 0.0013
9.3005 0.0013
9.3357 0.0013
9.3709 0.0013
9.4061 0.0013
9.4413 0.0013
9.4765 0.0013
9.5117 0.0013
9.5469 0.0013
9.5822 0.0013
9.6174 0.0013

9.6526 0.0013
9.6878 0.0013
9.7230 0.0013
9.7582 0.0013
9.7934 0.0013
9.8286 0.0013
9.8638 0.0013
9.8991 0.0013
9.9343 0.0013
9.9695 0.0013

10.0047 0.0013
10.0399 0.0013
10.0751 0.0013
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

10.1103 0.0013
10.1455 0.0013
10.1808 0.0013

10.2160 0.0013
10.2512 0.0013
10.2864 0.0013
10.3216 0.0013
10.3568 0.0013
10.3920 0.0013
10.4272 0.0013
10.4624 0.0013
10.4977 0.0013
10.5329 0.0013
10.5681 0.0013
10.6033 0.0013
10.6385 0.0013
10.6737 0.0013
10.7089 0.0013
10.7441 0.0013
10.7793 0.0007
10.8146 0.0007

10.8498 0.0007
10.8850 0.0007
10.9202 0.0007
10.9554 0.0007
10.9906 0.0007
11.0258 0.0007
11.0610 0.0013
11.0962 0.0007
11.1315 0.0007
11.1667 0.0013
11.2019 0.0013
11.2371 0.0013
11.2723 0.0013

Continued on next page...
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Table A.4 – Dimensionless BTC data, Exp # 3, continued

Time (PV) Fluorescein C/Co Time (PV) Bromide C/Co

11.3075 0.0013
11.3427 0.0013
11.3779 0.0013

11.4131 0.0013
11.4484 0.0013
11.4836 0.0013
11.5188 0.0013
11.5540 0.0013
11.5892 0.0007
11.6244 0.0007
11.6596 0.0007
11.6948 0.0007
11.7300 0.0013
11.7653 0.0013
11.8005 0.0013
11.8357 0.0013
11.8709 0.0007
11.9061 0.0007
11.9413 0.0007
11.9765 0.0007
12.0117 0.0007

12.0469 0.0007
12.0822 0.0007
12.1174 0.0007
12.1526 0.0007
12.1878 0.0007
12.2230 0.0007
12.2582 0.0007
12.2934 0.0007
12.3286 0.0007
12.3638 0.0007
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A.3 3D Data Sets For Experiments #1 and #2

Coordinates for internal ports in (x,y,z), where x is the width, y is height, and z is depth into
system in cm are: A(25,85,7.78); B(5,55,7.94); C(25,55,7.62); D(45,55,7.94); E(25,15,7.3).
Concentration measurements were taken for Experiments #1 and #2, but due to the fast flow
rate no samples were taken from the internal ports for Experiment #3. Samples were measured
for Bromide, since it took the least amount of volume for each measurement (0.5 mL per
measurement).

Table A.5: Average dimensionless concentration and time data for Internal ports for Experi-
ment # 1 (Q = 5.62 ml/min; 1PV = 114.2 hr; Fluorescein Co = 1.50 mg/L; and Bromide Co =

30 mg/L).

Time (PV) Bromide C/Co Time (PV) Bromide C/Co Time (PV) Bromide C/Co

Port A Port B Port C
0.0082 0.9618 0.0085 1.0260 0.0088 1.0769
0.3650 0.7704 0.3651 0.3199 0.3656 0.7751
0.5987 0.3720 0.5991 0.1620 0.5994 0.4469
0.8760 0.5929 0.8764 0.0789 0.8766 0.4657
1.0451 0.5165 1.0461 0.0490 1.0467 0.3591
1.2565 0.4773 1.2572 0.0493 1.2578 0.1291
1.4747 0.4688 1.4753 0.0470 1.4759 0.2469
1.6753 0.3588 1.6757 0.0548 1.6761 0.0739
2.0719 0.1375 2.0728 0.0341 2.0734 0.0541
2.2423 0.0972 2.2433 0.0362 2.2439 0.0558
2.5475 0.0876 2.5476 0.0296 2.5478 0.1032
2.7459 0.0525 2.7460 0.0287 2.7462 0.0849
2.9046 0.0501 2.9053 0.0216 2.9061 0.0332

3.1832 0.0452 3.1834 0.0206 3.1835 0.0216
3.5385 0.0298 3.5392 0.0229 3.5398 0.0177
3.7412 0.0302 3.7418 0.0188 3.7427 0.0094
4.0067 0.0179 4.0069 0.0121 4.0070 0.0127
4.1676 0.0151 4.1691 0.0076 4.1705 0.0075
4.3741 0.0202 4.3753 0.0142 4.3777 0.0117
4.5993 0.0139 4.5994 0.0063 4.5996 0.0075
4.8639 0.0093 4.8642 0.0000 4.8646 0.0063
5.0170 0.0067 5.0187 0.0033
5.2095 0.0000 5.2105 0.0000

Continued on next page...
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Table A.5 – Dimensionless BTC data for internal ports, Exp # 1, continued

Time (PV) Bromide C/Co Time (PV) Bromide C/Co Time (PV) Bromide C/Co

5.4126 0.0033
5.6413 0.0000

Port D Port E
0.0090 1.0340 0.0093 1.0042
0.3657 1.0508 0.3660 0.4939
0.5996 1.0263 0.6001 0.2593
0.8766 0.2802 0.8769 0.0608
1.0478 0.0917 1.0481 0.0468
1.2581 0.0621 1.2588 0.0644
1.4764 0.0742 1.4773 0.0356
1.6766 0.0816 1.6770 0.0534
2.0740 0.0611 2.0745 0.0562
2.2445 0.0603 2.2451 0.0510
2.5479 0.0530 2.5481 0.0960
2.7463 0.0378 2.7466 0.0266
2.9068 0.0298 2.9077 0.0324
3.1837 0.0280 3.1838 0.0087
3.5403 0.0252 3.5409 0.0163
3.7431 0.0200 3.7438 0.0132
4.0071 0.0142 4.0073 0.0034

4.1720 0.0106 4.1735 0.0101
4.3788 0.0076 4.3797 0.0036
4.5997 0.0077 4.5999 0.0064
4.8649 0.0087 4.8654 0.0000
5.0195 0.0059 5.0207 0.0062
5.2111 0.0060 5.2118 0.0037
5.4144 0.0078 5.4152 0.0000
5.6435 0.0000
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Table A.6: Average dimensionless concentration and time data for Internal ports for Experi-
ment # 2 (Q = 9.62 ml/min; 1PV = 66.73 hr; Fluorescein Co = 1.43 mg/L; and Bromide Co =

27 mg/L).

Time (PV) Bromide C/Co Time (PV) Bromide C/Co Time (PV) Bromide C/Co

Port A Port B Port C
0.0056 0.9282 0.0064 0.9379 0.0071 0.9253
0.1707 0.9183 0.1715 0.9336 0.1722 0.9467
0.3118 0.9312 0.3146 0.8870 0.3176 0.9365
0.5117 0.9041 0.5127 0.0595 0.5132 0.9144
0.6673 0.8736 0.6683 0.0732 0.6690 0.5305
0.8418 0.2759 0.8428 0.0456 0.8436 0.2868
1.0292 0.2333 1.0299 0.0694 1.0309 0.1357
1.1873 0.1779 1.1888 0.0119 1.1895 0.0387
1.4160 0.0388 1.4168 0.0048 1.4178 0.0299
1.5632 0.0213 1.5644 0.0053 1.5652 0.0082
1.7984 0.0058 1.7994 0.0075 1.8002 0.0166
1.9403 0.0098 1.9415 0.0055 1.9425 0.0133
2.1299 0.0138 2.1309 0.0061 2.1321 0.0134
2.3157 0.0081 2.3164 0.0039 2.3174 0.0046

2.5120 0.0063 2.5130 0.0036 2.5145 0.0111
2.6354 0.0176 2.6364 0.0073 2.6371 0.0198
2.8339 0.0248 2.8347 0.0071 2.8354 0.0209
2.9856 0.0544 2.9876 0.0069
3.1944 0.0097 3.1966 0.0076
3.3724 0.0114 3.3739 0.0047
3.7094 0.0101 3.7131 0.0056
4.0828 0.0055
4.3962 0.0054

Port D Port E
0.0079 0.9455 0.0086 0.9799
0.1730 0.9684 0.1737 0.2408
0.3206 0.9684 0.3236 0.0245
0.5137 0.7178 0.5142 0.2240
0.6700 0.3512 0.6710 0.0319
0.8446 0.1071 0.8456 0.2053

Continued on next page...
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Table A.6 – Dimensionless BTC data for internal ports, Exp # 2, continued

Time (PV) Bromide C/Co Time (PV) Bromide C/Co Time (PV) Bromide C/Co

1.0317 0.1073 1.0327 0.0199
1.1908 0.1231 1.1920 0.0089
1.4185 0.1062 1.4198 0.0044

1.5659 0.1045 1.5667 0.0286
1.8012 0.1033 1.8027 0.0048
1.9435 0.0639 1.9445 0.0000
2.1361 0.0818 2.1374 0.0000
2.3184 0.0814 2.3194 0.0129
2.5158 0.0708 2.5170 0.0143
2.6381 0.0506 2.6391 0.0123
2.8364 0.0078 2.8372 0.0000
2.9886 0.0051 2.9901 0.0086

3.1986 0.0052
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A.4 Flow Rate Measurements

Table A.7: Measured average flow rates for Experiments #1, #2, and #3. Flow rates were
measured gravimetrically and averaged over 5 minutes.

Experiment #1 Experiment #2 Experiment #3

Time (hr) Flow Rate (g/min) Time (hr) Flow Rate (g/min) Time (hr) Flow Rate (g/min)

0.60 5.50 0.00 9.83 0.05 32.62
1.47 4.00 11.62 7.92 0.50 52.80

17.85 4.99 20.78 9.23 1.00 49.13
40.85 4.75 22.90 9.90 2.00 49.20
66.50 5.17 28.25 10.11 4.00 49.32
99.05 5.37 34.12 9.38 6.00 49.84
113.12 5.34 44.28 9.12 10.00 44.22
135.97 6.05 48.87 9.19 22.00 44.04

161.45 5.66 56.12 8.90 23.00 45.02
186.30 6.06 69.12 8.63 25.50 44.60
235.00 5.43 79.12 8.53 28.50 45.54
255.17 5.38 94.37 8.40 30.00 45.98
290.18 5.00 104.25 9.18 45.17 44.48
312.70 5.14 119.50 9.14 48.17 44.80
330.73 5.52 140.40 9.09 49.50 44.76
362.82 4.78 153.00 8.91 53.50 45.32
401.33 5.56 165.47 9.62 69.15 44.18
425.42 5.59 165.97 9.61 73.15 44.78
449.47 5.74 178.38 10.03 74.65 44.74
474.13 5.00 187.30 9.90 95.15 44.32
497.73 5.14 199.52 9.88 103.65 44.48
523.60 4.90 209.15 9.89 122.65 43.86
553.82 4.88 221.08 9.73 142.65 44.08
570.85 5.91 233.00 10.46 166.15 44.24
593.00 5.84 254.28 10.38 189.65 43.92

616.30 5.34 279.28 10.38
638.40 5.83 300.23 10.65
665.03 5.94 316.50 9.96
690.80 5.94 327.05 10.10
716.85 5.30 346.83 10.34

Continued on next page...
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Table A.7 – Average measured flow rates, continued

Experiment #1 Experiment #2 Experiment #3

Time (hr) Flow Rate (g/min) Time (hr) Flow Rate (g/min) Time (hr) Flow Rate (g/min)

737.53 4.97 377.15 10.24
764.50 5.53 393.60 10.37
785.12 6.12 440.12 10.36
809.18 6.12




