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PROBABILITY OF DEADLOCK IN A SYSTEM OF PROCESSES
AND RESOURCES FOR SHARED AND EXCLUSIVE ACCESS

I. INTRODUCTION

The term "resource" is commonly applied to a
reusable, relatively stable, and often scarce commodity
which is successively requested, used, and released by
processes during their activity [6]. A process may have
only one outstanding resource request at a time, but it
can access as many resources as desired. It is also pos--
sible for a process to request a resource exclusively or
to share it with other processes.

By having the above properties and using the process-
resource table, probability of deadlock can be computed
for a system of m resources and n processes.

Deadlock studies are important because dynamic
resource sharing, parallel programming, and communicat-
ing processes are expected to be operating characteris-
tics of many medium- and large-scale systems of the
future at all lévels of systems and user programs.

The deadlock will increase accordingly [6]. The prob-

lem can also be critical in a number of real-time applica-
tions, such as computer control of vehicles or monitoring
and control of life-supporting system, e.g., during

human surgery. So far very few researches have been

done to study the theoretical performance of probability

of deadlock. This paper provides a method to compute
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probability of deadlock, and shows how it varies as the

number of processes or resources increases in the system.

l. Process-Resource Graph

A directed graph is defined as a pair <N,E> where
N is a set of nodes and E is a set of ordered pairs
(a,b), a,beN, called edges. A process-resource graph
is a directed graph with the following interpretation

[6]:

l. N is divided into two mutually exclusive subsets,
a set of process-nodes P = {Pl'PZ""’Pn] and a
set of resource nodes R = {Rl,Rz,...,Rm}.

2. The graph is "bipartite" with respect to P and R.
Each edge eeE 1s directed between a node of P and
a node of R. If e = (Pi’ Rj), then e is a request
edge and is interpreted as a request by Pi for Rj'
If e = (Rj,Pi), then e is an assignment edge and
indicates an allocation of Rj to Pi‘
The state of the processes and resources will represent
the allocation status of the various resources in the
system (free or allocated), and can be shown by a process-
resource graph. For example consider a system with two
processes Pl and P2, and two resources Rl and R2. Assume

Pl and P2 have gained access to Rl and R2 respectively.

Now let P2 request for R, and P, request for R A

1 1 2°

graphical representation of the system state can be

shown as:



Ry l Ry

Figure 1. Process-Resource Graph

Circles represent processes, boxes represent resources.
An arrow (directed edge) from a resource to a process
indicates an allocation, which means the resource is
being accessed by the process, while an arrow from a
process to a resource is a request which means the
process is waiting for the resource. Deadlock is a
cycle in a process-resource graph [4]. Figure 1 graph-
ically portrays the deadlock condition. When a deadlock
occurs in a system, all the processes involved in the
cycle are stopped and cannot proceed any further, unless
deadlock is detected and removed. The horizontal-
vertical algorithm can be used to detect a cycle and

is discussed in [3,4].

2. Process-Resource Table

A process-resource graph can be represented by
a table. Each row of a process-resource table is identi-
fied with a resource name, and each column of the table

is identified with a process name, [4].
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Figure 2. Process-Resource Table
-1 empty
Table [I,J] = <% 0 allocated
l1...N waiting with rank
| order Table [I,J]>0
Table [I,J] = -1 means there is no request by the process
Pi for the resource Rj' Table [I,J]=0 means process Pi
has gained access to resource Rj' Table [I,J]=k means
h

P. is the k°©

i in line for access to the reasource Rj'

The process-resource table for the previous example

of process-resource graph is shown in Figure 3.
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Figure 3. Process-Resource Table for Figure 1.

Every time a request is made the rank of the
request is entered in the table. 1If resource is free
the request is immediately granted and a rank of 0
is entered; if the resource is not free a rank greater

than 0 is entered.



IT. COUNTING THE NUMBER OF GRAPHS

Total number of graphs for either shared or exclu-
sive access can be obtained using the process-resource

table.

l. Total Number of Graphs in Shared Access

Let's first consider the case of shared access
(read only). We are looking for all distinct tables
with mn entries which should be filled in with 0's,
l's and -1's subject to:

l. In each column, there can be at most one 1.
2. In each row, if there is a 1, there must be at

least one 0.

Consider tables a, b and c as shown in Figure 4:

o
o

! I | I I I ! I
1l 2 112 1Tl o2
I I I [ T 1 ! ! i
R, lo 11 | R, l1 1 | R, '1 1o |
Lo Lo o L™
| I I I ] | | ! |
R, lo 1o | R, lo I-1 R. |1 | |
20 1 21 17 2 17 1
1" all "bll l'c 1"
Figure 4. Examples of Process-Resource Tables

From these three tables, "a" is acceptable, but "b" and
"c" do not satisfy the above conditions and are not

acceptable, ("b" has a row with all 1's in it and no 0,



"c" has two 1l's in a column). For simplicity we are
using 1l's in place of all positive integers. This
replacement has no effect on the computation.

To find all the tables with the above restrictions,

let M = number of tables that can be obtained in this

way.
let ¢ = ’ ’ e e
(kll k12 ,qul’kzl,... ' k2q2'
14 ksl’k82’ o’ksq )
S
where
kll = k12 = ... =qul = kl
k = k = - k _k
21 22
2q2 2
k = k = - = = k
sl 2 :
S Sqg S
> >
kl k2 ce.e 2> kS 21
s is the number of different groups (discussed
later).
We denote a configuration with kl l's in each
row of ql, k2 1's in each row of q2, ..., and kS 1's

in each row of g's.

Let Mc = number of tables with configuration c.
To form a table with configuration c, first choose
the dytg,t ... t g  rows that contain 1's. This is
&
the number of divisions (QyrQgr =v- qs,m—ql—qz-...-qs)

of m, which is equal to



m!
d; q2!....qs!(m—ql—...,-qs)!

and can be denoted by

m
qllqzl P Iqs'm_ql_ °°°_qs

Next, for each row, choose the ki entries to put 1l's

in. This is the number of divisions (kll, «a 9k .

lql,..

k ee e,k

sl -k dg) of n, which is:

sqs'n-ql 17 0

Then, for each such row, choose the remaining n—ki
entries to be 0's and -1's but not all -1's (there
must be at least one (0 in each of these rows).
Zn_ki gives all the possible arrangements of 0's
and -1's in (n-ki) places. We need to subtract one
from this value to extract the case of having -1's
in all n-ki entries. To get all the q; rows we should

n-kj -1)9i, and because there are s different

compute (2

groups of these rows, we need to calculate each of

them separately and then multiply them together, hence:
(2"7K1 1A x(ePR20) Wy L. ¢ (2RTRsop)9s o

S

no(2"kio) %

Last, for the remaining m-g,- ... -g, rows, the entries



could be 0's and -1's. This time because there are no

l's in these rows, we also let the entries be -1's, so

we get:
(2n)(m—ql—... —qs) _ 2(m-ql--...-—qs)n
Hence:
2.1.1
m
b4
MC = ql,qzlooo,qslm—ql_ooo-qs
n
b4
:1' Ky eeakg rKgrn=q k- Ik
1 [ ]
— —
ql qs

ql + q2 + ... + qS <m

qlkl + q2k2 + ... + qskS <n

To calculate M, we generate all confiqgurations of c
by assigning to ¢ all positive integers from 1 to n,
and add them together.

c=1l means there is one 1 in the table.

c=2 means there are two l1l's in the table.

c=n means there are n 1's in the table.

We also need to consider the cases where there



10
are no l's in the tables. 1In these cases the entries
could be all -1's and 0's, so the total number of tables
with no 1's is 2™™. Hence the total number of tables
with 1's, 0's and -1's is:

2.1.2

M= @ M 4+ 200

all ¢ €
Now we need a way to calculate the number of groups
for each ¢ (s), number of rows in each group (qi) and
number of 1's in each row of q; (k;).
Note that each group has equal number of 1's in its
rows, therefore each row of q; has ki l's in it.

For example consider a table with m = n = ¢ = 4

as below:

EARTITEN
I I |

Ry |1 |1 ;—1 | o :
! |

Ry| 0 |-1 Il | o {
l |

Ryl-1 |0 I—l |1 ;
l I

R4 -1 | 0 : 0o |-1 {

| I !

Figure 5. A Table with Different Groups of 1l's

In this example
s = 2 (group of two 1l's in a row and group of
one 1 in a row).

q; = 1 (number of rows having two l's).



11

q, = 2 (number of rows having one 1).

kl = 2 (number of 1's in each row of the first
group) .

k2 =1 (number of 1's in each row of the second
group) .

We can get values of s, gq's and k's for each c by using

a method for partitioning integer c.

l.1. Partition of an Integer

Partition of an integer is discussed in [2,5].

A partition of ¢ is a representation of ¢ as a sum

of integers > 1. Then a representation
C=1r +r,+ ... +r_
r, > ce >
(ry 21, = ts

is called a partition of ¢, where it is understood

that the parts r.,... 1T, are strictly positive integers.
The algorithm which we will now discuss, is given

in [5] and generates from a given partition

(1) ¢ = rp+r, + ... f re

its next successor on the list of all partitions of

C. Suppose

(2) c = rl + r2 + ...+ r,

is the next successor of (1), (rl, +-+ T, are arbitrary

parameters).
To determine Ei from r, suppose first that ro >1, e.g.,
(3) 9 =4+ 3 + 2

To find successor of (3) in the list of partitions of 9,
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we need to decrease the last part rg by 1 and adjoining
a new part = 1:

(4) 9 =4+ 3 + 1+ 1
Hence, the first rule for obtaining (2) from (1) is:

if r_ >1

s
set rl = rl
r, = r,
-1 T Ts-1
r =r_ -1
s s
Ts+l © L.

Now we need to deal with the case where r, = 1.

Suppose
g = Tg g = - =T =1, r_ > 1
as in the example
9=4 + 3 + 1+ 1
If the first part, 4, were to change to 3, say
(5) 9 =3 +
we would not have the next successor of (4) because
any partition
(6) 9 =4 + 2 + ...
would lie between (4) and (5). Hence the next successor
of (4) is of the form
(7) 9 =4+ . . .,
and the dots in (7) constitute a partition of 5, namely,

the one which is the successor of
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5=3+1+1
in the list of partition of 5. We need to go from
the last partition of 5 whose largest part is 3 to
the first partition of 5 whose largest part is 2
5 =2+ 2+ 1
The successor of (4) is then
9 =4+ 2+ 2 +1
If we return now to the general case, suppose we have
a partition
C=1r +r,+ « . e + rj +1+1... +1
In the successor partition, none of the first j-1 parts
will change, so
?i = r; (i<j)
What remains is the last partition of the number
c' =1r. + (s-3)

J
whose largest part is r., and we must go to the first

J

partition of c¢' whose largest part is

q = rj-l
This first partition is made by repeating the part
q as often as it will fit into ¢', namely

[c'/ql
times, and if there is a positive remainder

p=c' -gql[c'/ql]
then we adjoin one additional part equal to p.

The algorithm avoids the repeated listing of equal

parts by maintaining a list kl>k2>... >ks>0'of distinct
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parts, and a list dyr o +ee s qg of their respective (posi-

tive) multiplicities.

Algorithm
(A) [First entry] kl*c; ql*l; s+l; Exit.

(B) [Later entries] (set ¢ equal to the sum of all
parts of size one plus the part preceding them.)
If ks =1, set o+ q_+1, s*s-1; otherwise,o «1.

(C) [Remove one part of size ks] f+ks-l; if qq =1,
to (D); otherwise, qs+qs-l; s+s+1.

(D) [Add new parts of size f] ks+f; qs*[o/f]+l.

I
o
-

(E) [Add positive remainder] p + o(mod f); if p
to (F); otherwise, s<+s+l; ks+p; qs+l.
(F) [Exit] if qq = ¢, final exit; Exit
We need to apply the algorithm to each value of
¢ ranging between 1 and n, e.g., if n=4 then we use
the algorithm for c=1,2,3,4. Therefore the algorithm
is used at least n times. Each time we get different
values for s, g's and k's. These can be used in
the formula 2.1.1, for computing Mc, to get possible
number of tables with ¢ 1's in each of them. From
that the total number of tables can be computed by
using formula 2.1.2.
EXAMPLE
Let's apply the formulas and the algorithm to the
case where m=n=3 and find the total number of graphs

(tables).



Figure 6. A Table of 3 Processes and 3 Resources

First we consider all tables with no 1l's:

oMM _ 93%x3 _ 5y,

s =1
q =1
kll-kl=l
Hence, usimg formula 2.1.1 for computing Mc=l:
M) = TTO3RTT X e x (2070 -D k37T
= 1728.
For ¢=2 we get two partitions of ¢ which are ¢ = 2

For the partition c=2

s =1
q; =1
Kll=kl=2

And for the second partition ¢ = 1+1

s =1
q; = 2
k = k = k., =1

11 12 1

15



Hence,
2.1.1

lvs in

If c=3

16
substituting the above values into the formula
to compute M2, we can get all tables with two

them, which is:

l!(3-l)! X 21(3-2)! x (2 -1) X 2( X +
% =X 3-1 2 (3-2)x3
31(3-2)T * Tixltx(3-2)T X (2 -1)° x 2 X

1872.

we get three different partitions of c,

which are ¢ = 3 = 241 = 1+1+1.

For ¢ =

For ¢ =

q;

kll

Hence c

3 then

2+1 then

=k kg =k =l

omputing M, by using formula 2.1.1 we get:

=3
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= e 3! 3-3 _,1 3-1)x3
3 T TTO-DT X 3TeenT ¢ (20 0 Dt x 2037Hx

31 3! 3-2
TIx11x(3-1-1)1 * 2ixlix(3-2-)7 % (27 -l x

(23-1 —l)l % 2(3—l-l)x3 +

3! % 3! 3-1 3
3tx(3-1~-1-1)! 1!Ix1ix1!x(3-3)!

2(3—l—l—l)x3

1]

‘0 + 432 + 162 = 594,
Now to get the total number of tables with 0, 1, 2, or

3 1's we can use formula 2.1.2.

M= I M + 20

all c c

nm
M1+M2+M3+2

1728 + 1872 + 594 + 512

4706.

2. Total Number of Graphs in Exclusive Access

The procedure for finding the total number of
graphs in case of exclusive access (read/write) is
similar to the previous case (shared access).

We would like this time to fill in the mn entries
with 0's, 1's and -1's subject to:

1) In each column, there must be at most one 1,
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2) In each row, if there is a 1, there must be one

and only one 0.

This case is different from the other one in the
number of 0's in each row. Because in exclusive access
if one of the processes gained access to a resource,
no other processes can have that resource until it
is released.

As in the shared access let

c = (ky,... ,k Koreoeo tkoyeve ,k ,.e.. ,k )
ll r ll 2' r 2' r SI r
1%, 1 1 -~ J A — s:
9 ey 9g
k; > kyeoo >k 21

Mc = number of tables with configuration ¢, with
kl l's in each row of dy k2 l's in each row of yr eee s
and kS l's in each row of dq-
To form a table with configuration c,

First, we choose the q; + 9t ... +q  rows that
will contain 1's. |
Next, for each row, let's choose the ki entries to
put 1l's in.
Next, for each such row, we choose the remaining n-kj
entries to have -1's with one and only one 0, which is
(n-k,) possibilities for each row of q;-
Last, for the remaining m-g;-g,~ ... —g  rows. We choose

each row to have at most one 0, which is (n+l), and
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because there are (m—ql—...—qs) of these rows, we get
(n+l)(m—ql—“‘—qs) possibilities. Hence, the formula
for the number of tables with c 1's in them in exclusive

access is:

2.2.1
_ m
Mc = X
d1- 93 g M7~ ~9s
n
pYe
klr rklr rksr B rksrn— qlkl_ —kSqS
FE— N } L V J
ql qs
S g. _— - -
1 (n-k;) & x (n+1) (M"9p7- -+ ")
i=1

For the case where there is no 1 in the table we get
(n+l)m, so the total number of graphs (tables) in case

of exclusive access is:

2.22 M = @ M, 4+ (n+D)"

To find s, k's and q's we go exactly through the same
procedure as in the case of shared access, by using
partitions of integer c.

If we use the previous example where n = m = 3, then
we get 976 as the total number of graphs for exclusive
access, which is much smaller than what we get for

the other case, because the accesses to a resource

are restricted to one at a time.
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III. NUMBER OF CYCLES IN A GRAPH

Using the process-resource table we can find the
distinct number of cycles in a graph.

In cases where there are one resource and n
processes (n=l, ... ), or one process and m resources
(m=1, ... ), we don't get any cycle, because a process
cannot bloék itself. So we start with the cases where
there are two or more processes and resources.

Length of a cycle is the number of edges between
processes and resources in the cycle, e.g., if n = m = 2,
we get cycle of length 4 and if n = m = 3 we may get

cycles of length 4 or 6 and so on, as in the figqure (7).

Figure 7. Cycles of Length 4 and Length 6

In a cycle, always the same number of processes and
resources are involved, e.g., if n =2, m = 5, we only
get cycles of length 4, because at any instant there

could be the 2 processes with 2 of the resources in
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a cycle.
To find the distinct number of cycles in a system
of n processes and m resources, first we have to find

i-subsets of n and m (2<i<min{n,m}) and multiply them,

which is (?) X (T), e.g., let n =4, m = 3, then
P = {Pl,PZ,P3,P4},
R = {Rl,Rz,R3}

Now we need to find a set of combinations of each 2
elements of P (a set of pairs) which is

{(Pl,P2), (Pl,P3), (Pl,P4), (P2,P3), (P2,P4), (P3,P4)}
and has (;) = 6 elements, and a set of pairs of each
2 elements of R, which is

1

and has (g) 3 elements.

Now combine the elements of these 2 sets which is

12 = {(Pl,Pz,Rl,Rz), (Pl,P2,Rl,R3), ees }

and has (g) X (g) = 6 X 3 = 18 elements.

Similarly for i=3 we get (g) X (g) = 4 elements in the
final set which is

I3 = {(Pl,Pz,P3;Rl,R2,R3), (P1+PysPysRysRyyR3) e b
Now we need to find the number of possible cycles for
each element of I2 and I3.

For each element of I2 we consider a 2x2 table, so
that each column and row contains only one 0 and cne 1.
For the first column we get 2 ways to put one 0 and one 1

and for each of these cases we get only one way in the

second column. So we have 2xl1 ways to put O's and 1's
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in the table, which means the number of cycles is 2.

The tables with a cycle are shown in figure (8).

IPl!PZ} !Pl:PZ!I
. T
Rl 0 } 1 ; Rl } 1 : 0 :
! | | | |
Rzll:Oll Rzllogll

Figure 8. Different Types of Cycles for 2 Processes

and 2 Resources.
Hence, the total number of cycles of length 4 in this
system with 4 processes and 3 resources is
(g) X (3) X 2 x 1= 36.
For elements of I3 we consider a 3 x 3 table in which for
the first column there are 3 x 2 = 6 ways to put one
0 and one 1, For each of these cases there are 2 x 1 = 2
ways in the second column and for each of these 6 x 2 = 12
cases there is one way to put one 0 and one 1 in the third
column. So,there are 12 x 1 = 12 ways to arrange the 0's
and 1's in the 3 x 3 table to get cycles of length 6.
Hence, in this system there are total of 4 x 12 = 48

cycles of length 6. Two of the tables for this case

are shown in Figure (9).
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|pl|p2|p3= |P1'92'P3:
! |
RlIOl—lIl} RlIlIOI—l}
! !
R2|l|0|—l} R2|O|—l|l{
| |
R3{—l|llIO{ R3'|—1|11||o§

Figure 9. Two Different Types of Cycles for
3 Processes and 3 Resources.

In general we formanixi table and compute the number
of ways to put 0's and 1's in its entries subject to:
In each column and row there must be only one 0 and
one 1,
Starting from the first column we get ix(i-1) ways to
put one 0 and one 1, in the second column there are
(i-1) x (i-2) ways and so on up to the ith column which
has one way, so there are

ix (i-1) x (i-1) x(i-2) x --=—--- x 2xl1 ways to put
O0's and 1's in the table to form cycles of length 2i.
Hence, the total number of cycles in the system of n
processes and m resources is

min{n,m} m . . ‘
Cyc = iiz (i) X (i) xix (i-1) x (i-1) x... x2x2xl

which can be simplified:

min{n,m} m > 5
I (?) x (,) xix (i-1)"x ... x 2°x1 then
, i i
i=1
min{n,m}
3.1 cye = 1D x (@M

i=2
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IV. COUNTING THE NUMBER OF GRAPHS WITH CYCLE

To find the total number of graphs with at least one
cycle, we consider the case of shared access and exclusive

access.

1. Total Number of Graphs with Cycle
in Shared Access

To find the number of graphs with cycle, first
we need to get all possible tables with 1's in thenm,
which can be done by using partition of an integer.
Then we need to put 0's in those entries, which results
in at least one cycle in the table. Therefore, each
time a 0 is entered into a row with a 1 already in it,
we check for cycle: If there is a cycle, then we count
the number of 0's in the table.

Let z, indicate the number of 0's in group i, then
the formula for the graphs with at least one cycle

can be written as:

m
4.1.1 DL = I X
all c's
ql’ e e ‘:qs:m'ql‘- .. _qS
n
X
kl’ 'kl’ ’ks’ ’ks ’Ii_qul_ _ksqs
L i t
v ' \/
9, dg /
s A
L il (Zkl_l)zl Zn'qul'---'ksqs_l)s+l
all tables =1 X

with cycle
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to the above formula, because it is

the number of tables with no 1's in them. To get tables

with a cycle,

it is necessary to have at least two

rows with 1's in them, so we assign to c all positive

integers from 2 to n and add them together. To find

z's we first transfer the table to a new one, so that

each row contains just one 1 in it e.g., if we have

a table as in Figure 10, with m = 3, n = 7

D
:P1EP2!P3{P4:P5:P6;‘7I
! ! I ! I T I !
Ry bl 11 =1 1o |-1 -1 J]-1 |
| ! l [ | | ! |
! l I l [ | I l
R, o -1 t 1 |1 -1 -1 1-1 I
| | l [ ! | | !
l | I I | ! | l
R4 -1 t-1 1 0 t=1 1 1 1-1 1|-1 |
| | | | | | | l
Figure 10. Example of a Table with Cycle.

In this example,

CcC =

5,

2,

number
number
number
number
number

number

of

of

of

of

of

l's in the table.
different groups.

rows in the first group.
l's in each row of dq -
rows in the second group.

l1's in each row of d,-

Then we can transfer the above table to the table as

in Figure 11.
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12 s 4
l ' | | !
R, : 1 ] 0 ;—1 ; -1 ,
I | | I
R, } o I 1 {-1 } -1 {
l I ! |
R3 : -1 : 0 : 1 : -1 '
l_\l_g I_V__I
9 9

Figure 11. A Table with only one 1 in each row.

This table has (ql+q2) rows, and (ql+ q24‘1) columns.
In general, when we transfer the table to a new one
with only one 1 in each of its rows, then it -has
qy+....+q, rows and qq+....+q , or ql+....+qs+l columns,
depending on whether n—qul-... —ksqS = 0, or
n-qul—...—ksqs>0 respectively.

In the above example there is a cycle in the table,
so we need to count the number of 0's in the table.
By using the table in Figure 11 we get

z, = 3,

1

5 0 and 23 = 0.

Hence, the number of ways to put 0's in the original

2

table, Figure 10, to get cycle is:

n-k.qg,-k.qgq z
(2 7-1) L x (2%-1) 2 x (2 YL U272 0,73
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Then we find other tables with cycle for the above
example, i.e., we may take the 0 in the third row and

the second column of Figure 11, and put it in the third

row and the fourth column of the table, as in Figure 12.

152'3}4{
RlllIOI-li-l}l
! l

Ry | 0 1] -1 { -1 I
I I

Ry | -1 1 -11] 1 } 0 ;

Figure 12. Another Example of Figure 11

Now, we have another table with cycle, which we count
the number of 0's, and add it to what we got before and
so on. At the end, when we have the final number for
all the possible tables for this example, then we can
use formula 4.1.1 to compute the total number of tables
with cycle for the above partition.

2. Total Number of Graphs with Cycle
in Exclusive Access

In case of exclusive access, where there is one
and only one 0 in each row with 1l's in it, we have

a new formula which is:
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m
4.21. DL = z X
all c's| 917 " nrdgrM7dy7e - - 74
J
n
kl,'... ,kl,--,-y ksr""'rksln-qlkl-"'-qsks X
z . A
s (k. 1 -g.Ki=....- s+l
all tz:ables I X e st
with cycle i=1
(m-g,=-...-q_)
(n+1) 1 S

We assign to ¢ all the positive integers from 2 to n,
and add them together. To find z's, number of 0's
in the table, we use the same approach as in the shared

access case.

3. Cycle Detection

There are many methods to detect a cycle in a
system of processes and resources, but most of them
are very specific and cannot apply to every situation.
The method we present here is discussed in [l1]}, and
can detect all cycles of different length in a process-
resource table, for both shared and exclusive access.

This method removes all those rows and columns
from the table, which have only one type of entry,
either 0's or 1's. At the end if the table has more
than one row and column, then it indicates a cycle

exists in the original table. The -1 entries are not
considered in this method because they have no effect

on deadlock.
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Algorithm
Repeat
For all columns with only one kind of entry,
either "0" or "1", do
begin

extract the column from the table
col = col -1
end
For all rows with only one kind of entry,
either "0" or "1", do
begin
extract the row from the table
Rw = Rw = 1
end
Until
there are no more columns or rows to be

removed from the table.

col > 1 and Rw > 1

then

there is a cycle in the table.
else

no cycle

endif
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V. PROBABILITY OF DEADLOCK

So far, we have presented a formula to count the
total number of graphs, and another formula to count
the total number of graphs with cycle. To find the

probability of deadlock, we use formula 5.1., which is:

total number of graphs with cycle

total number of graphs x 100

5.1 Prob =

In shared access

5.2 Prob = %% x 100

and in exclusive access

5.3 prob = 22 x 100
M

By implementing the formulae, we can verify how
the probability of deadlock varies as the number of
processes and resources increase for each case.

Experiment shows probability of deadlock increases
for both cases as the number of processes and resources
increase. Figure 13 shows the probability of deadlock
versus the number of processes by holding the number
of resources unchanged in case of exclusive access.
Figure 14 shows the same experiment for shared access.

Comparing these two cases, we'll see that the
probability of deadlock in shared access is higher
than in exclusive access, Figures 15 and 16. Figure 17
shows the probability of deadlock versus the number

of resources by holding the number of processes unchanged
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in exclusive access. Figure 18 is the same experiment
for shared access. Comparing these two cases, we'll
see that the probability of deadlock increases more
rapidly in case of shared access, Figures 19, 20 and 21.
All the above experiments are done by using Appendix A,
which is the program listing of the formulas and the
algorithms for counting the total number of graphs,
the total number of graphs with cycle, and the proba-
bility of deadlock for shared and exclusive access.
These programs are written in BASIC, using HP-85 Micro-

computer and its plotter.
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[ —————— 4 Resources

d-’-'—-’—

o ——

— — 3 Resources

___a_‘,_p———r——‘—'2 Resources

S 'S i A A A ' L -

3 4 5 6 7 8 9 10

Number of Processes

o
—
o F

Figure 13. Probability of Deadlock for 2, 3 and 4
Resources in Exclusive Access
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.87 : 3 Resources

L .2 Resources

0 1 2 3 4 5 6 7 8 9 10

Number of Processes

Figure 14. Probability of Deadlock for 2 and 3
Resources in Shared Access
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Shared Access

—e——Exclusive Access

s

Probability of Deadlock

0 1 1 i i e i i Y 1

0 1 2 3 4 5 6 7 8 9 10

Number of Processes

Figure 15. Comparing Probability of Deadlock in Shared
and Exclusive Access for 2 Resources
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Figure 16. Comparing Probability of Deadlock in
shared and Exclusive Access for 3

Resources
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4 Processes
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Figure 17.
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Number of Resources

Probability of Deadlock for 2, 3 and 4
Processes in Exclusive Access
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J_J»4 Processes

. J

0 1 2 3 4 5 6 7 8 9 10

Number of resources

Figure 18.

Probability of Deadlock for 2, 3
and 4 Processes in Shared Access



Probability of Deadlock

38

.6
[ ' Jﬁxclusive
I —~—" Access
S : ///,zShared Access
4t -~
3t
L2F
.1t
0 F i I i 1 i L 1 I\ )
0 1 2 3 4 5 6 7 8 9 10

Number of Resources

Figure 19. Comparing Probability of Deadlock
in Shared and Exclusive Access for

2 Processes
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Exclusive Access

J’,,¢F’$§%ared Access
/

- -
.
- 1 i i -t 1 1 )] A —_—
0 1 2 3 4 5 6 7 8 9 10
Number of Resources
Figure 20. Comparing Probability of Deadlock in

Shared and Exclusive Access for
3 Processes
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I __—-~Shared Access
Exclusive
—
’PJf’*’ Access
-
L 1 2 X i 1 i - i —
0 1 2 3 4 5 6 7 8 g 10
Number of Resources
Figure 21. Comparing Probability of Deadlock in

Shared and Exclusive Access for
4 Processes
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VI. CONCLUSION

Deadlock studies attempt to partially answer one of
the most fundamental guestions in computer science: can
a process progress to completion?

To see the possibility of deadlock in a system
of processes and resources, this paper contains a method
for computing the probability of deadlock in a process-
resource graph. Two cases are considered, shared access
and exclusive access. For each case, two formulas are
given, one to compute the total number of graphs, another
to compute the total number of graphs with cycle. By
using these formulas, the probability of deadlock can
be computed.

Experiment shows the probability of deadlock
increases as the number of processes and resources
increase. It is also shown that the probability of
deadlock is higher in shared access when compared to

exclusive access.
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1000
1020
1040
1060
1080
1100
11290
1140
1160
1180
1200
1220
1240
1260
1280
1300
1320
1340
1360
1380
1400
1420
1440
1460
1480
1500
1520
1540
1560
1580
1600
1620
1640
1660
1680
1700
1720
17490
1740
1780
1800
1820
1840
1860
1880
1900
1920
1940
1960
1980
2000
2020

2040

REM XXXRXBAARARRAARAAXLLXRRXRRXBRRRAXSRERNR
REM % THIS PROGRAM CALCULATES THE %
REM % TOTAL NUMBER OF GRAPHS IN CASEx
REM » DOF EXCLUSIVE ACCESS FOR N X
REM x PROCESSES AND M RESOURCES x
REM 2626562696 26 26 36 365 6 6 36 36 26 9 36 36 36 36 3 36 2 3¢ % 36 % 2 2 ¢ X3¢ ¢
DIM R€10),K(10),Q1¢10),K1(10)

N=11

M=3

M2=0

REM %% 58536 5% 9% 26 96 36 % 3% 3 % 2% 336 3 96 3 26 3 26 3 % % 3 % % % %

REM » THIS PART GIVES PARTITION OF x
REM » AN INTEGER , WHICH SHOWS HOW =
REM % THE PROCESSES MNKE REQUST FOR x
REM » THE RESOURCES. C IS THE TOTAL x*
REM # MUMBER OF 1’S (RERUESTS) IN %
REM ¥ THE TARLE. S IS THE NUMBER OF x
REM # DIFFERENT GROUPS OF 1’8 IN THExX
REM * TABLE. EACH ELEMENT OF ARRAY Qx
REM * GIVES THE NUMBER OF ROWS IN A x
REM *x GROUP. EACH ELEMENT OF ARRAY Kx
REM ®* SHOWS THE NUMBER OF 1’8 IN X
REM * EACH ROW OF A GROUP. %

REM 26362636 38 2626 2 36 26 36 36 36 36 36 96 26 3636 6 3696 36 36 36 26 36 X636 3¢ 3¢ 36 3¢
FOR C=1 TO N

L1=0

IF C=L1 THEN GOTO 1700
Li=C

P=C

S=0

S=8+1

K(S)=p

Q(S)=1

T0=Q(S)#C

GOTO 1960

IF T0=0 THEM GOTO 13560
s1=1

IF K(S8>>1 THEN GOTO 1800
S1=Q(85)+1

§=8-1

F=K(S5)-1

IF Q¢(S)=1 THEN GOTO 1880
Q(S)=Q(S) -1

S=6+1

K(S)=F

Q(S)=1+81 DIV F

P=81 MOD F

IF P>0 THEN GOTO 14600 ELSE COTO 16610
09=0

FOR J=1 TO S

RP=QP+QCT)

NEXT J

IF 89> THEN GOTO 3600
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2060 REM %2266 2626 26255236 36 36 236 25 3¢ 36 3¢ 56 X6 683 2% X
2080 REM »* COMPUTE THE NUMBER OF uWAYS x
2100 REM # TO PUT 1’S IN THE ROWS OF X

2120 REM % THE TAREL. x
2140 REM 2362606563656 363636 362626 3606 26 56 36 2 36 56 36 26 26 2 % 2 56 36 % %
2160 M3=1

2180 FOR I=1 TO M

2200 M3—M3IxI

2220 NEXT 1

2240 FOR I=1 T0 §

2260 Q1(I)=t

2280 NEXT 1

2300 @Q2=1

2320 FOR I=1 TO §

2340 FOR J=1 TD Q<(I)

2360 QI(I)=Q1(I)*T

2380 NEXT 7J

2400 Q2=02%*Q1(I)

2420 MEXT I

2440 Ma=M

2460 FOR I=1 TO S

2480 M4=M4-Q(I)

2500 NEXT 1

2520 MS=1

2540 FOR I=1 TO M4

2960 MS=MS»I

2580 NEXT I

2600 Mé6=M3 DIV (Q2%*M5)

DH20 REM 16363563636 3636 36 26 36 26 5 36 36 36 16 36 36 3 36 36 3¢ 3 36 36 336 26 X6 % X
2640 REM * COMPUTE THE NUMBER OF WAYS x
2660 REM x TO PUT 1’S IN THE COLUMNS X
2680 REM »* OF THE TAREL., *
D700 REM 236163636 365636 3 26 6 3 3636 36 5636 36 3696 3¢ 36 2% 2 36 336 %6 36 3 %
2720 N2=N

2740 FOR I=1 TO S

2760 N2=N2-K(I)>%Q(I)

2780 NEXT I

2800 N3=1 _

2820 FOR I=1 TO N2

2840 N3=N3x*I

2860 NEXT I

2880 FOR I=1 TO S

2900 K1(I)=t

2920 NEXT I

2940 K2=1

2960 FOR I=1 TO 8

2980 FOR J=1 TO K<(I)

3000 K1(I)=K1(I)%J

3020 NEXT J

3040 K1<(I)=K1(I)*Q(I)

3060 K2=K1(I)xK2

3080 NEXT I

3100 N4=1



3120
3140
3160
3180
3200
3220
3240
3260
3280
3300
3320
3340
3360
3380
3400
3420
3440
3460
3480
3300
3520
3540
3560
3580
3600
3620
3640
3660
3680
3700
3720
3740
3760
3780
3800
3820

FOR I=1 TO N

MA=N4 %]

NEXT I

NS=N4 DIV (K2%N3)

REM %5 5% 2 5 396 96 % 3 2 % 2 3 96 96 2 % X 3% 2 96 % 36 3 % % % % %

REM % COMPUTE THE NUMEER OF WAYS =

REM % TO PUT 0’S IN THE REMAINING %

REM * COLUMNS. *

REM 989636 569 96 836 6 36 95 36 26 36 36 96 96 3 26 96 2 06 % 26 2 % 9%
N6=1

FOR I=1 TO S

N6=(N=-K{(I))*Q(I)*Né

NEXT I

REM %9326 9 56 3836 36 2 36 3 36 3% 26 3 3636 3 36 3 3 %6 26X 36 26 % % %
REM * COMPUTE THE NUMEER OF WAYS x
REM % TO PUT 0’S IN THE ROWS WITH =x
REM * MO 1‘S IN THEM. *
REM 96336965 2 965 3636 36 36 36 2 5696 3 226 2 36 236 3 %36 % % 24 ¢
M7=M

FOR I=1 TO S

M7=M7-Q(I)

NEXT I

M7= (N+1)*M7

M2=M2+MEXNSRNL%NT

IF To=1 THEN GOTO 1520

NEXT C

PRINT USING 3660

IMAGE “N",3X,"M",10X,"$% OF GRAPHS"

REM 2826636 3 336 3 3 3696 3636 3636 36 3 366 96 36 5 2 2636 % 96 26 % %

REM * M2 GIVES THE TOTAL NUMBER =

REM # OF TARELS (GRAPHS.) x

REM 263639569 % 398 5 36 5 3 6 6 % 3 3 % % 3 % %96 % % 34 71 % %

M2=M2+(N+1)*M

PRINT USING 3800 ; N,M,M2

IMAGE 7D,10X,7D,10X,18D

END
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1000 REM XXEXRRRREARYRXNXAEAXXRRERRERRELXXRT XX

1020 REM * THIS PROGRAM CAL.CULATES THE x
1040 REM »* NUMBER OF GRAPHS WITH NO CYCLE #*
1060 REM * IM THE CASE OF EXCLUSIVE X
1080 REM » ACCESS (READ/WRITE). %

1100 REM 22626532056 32 262¢ 36 26 3¢ 363 36 36 365626 32K X X3 0% % 26 6%
1120 DIM QC10) ,K(10),Q1¢10),K1¢(10),A¢10,10)
1140 DIM A1(10),8(10,10),R1¢10,10),P1¢(10)
1160 PRINT USING 1180

1180 IMAGE "N",3X,"M",10X,"# OF GRAPHS WITH NO CYCLE"
1200 N=2

1220 M=3

1240 G0=0

1260 IF N=2 THEN GOTO 7320

1280 C1=M-1

1300 REM %3636 555636356 32 2 9 3 % 6 5 7 % 06 696 3 30 % 2 % 2 % %% %
1320 REM » THIS PART GIVES PARTITION OF =
1340 REM * AN INTEGER, WHICH SHOWS THE x
1360 REM » POSSIBLE WAYS FOR PROCESSES «x
1380 REM * TO MAKE REQUEST FOR %
1400 REM DIFFEREMT TYPES 0OF RESOURCES x
1420 REM %9555 2 %9 7 38 5 %3 3 %% % 3 9% 3 % 9% 36 2 2 6 % % % % % %
1440 FOR C=2 TO C1t

1460 L1=0

1480 IF C=L1 THEN GOTO 1740

1580 L1=C

1520 P=C

1540 S=0

1560 S=5+1

1580 K(S)=P

1600 QA(S)=1

1620 T0=0(5)3C

1640 Q9=0

1660 FOR J=1 TO &

1680 Q9=Q(J)+Q9

1700 NEXT J

1720 IF Q9> THEN GOTO 6760

1740 GOTD 20290 :

1760 IF T0=0 THEN GOTO 1520

1780 Si1=1

1800 IF K(S)>1 THEN GOTO 1860

1820 S1=Q(S)+1

1840 S=§5-1

1860 F=K(S)-1

1880 IF Q(S)=1 THEN GOTO 1940

1900 Q(S)=Q(S)-1

1920 S=5+1

1940 K(S5)=F

1960 Q{S)=1451 DIV F

1980 P=S1 MOD F

2000 IF P>0 THEN GOTO 1560 ELSE GOTO 1620
2020 R3=0

2040 FOR I=1 TO S

X



2060
2080
2100
2120
2140
2160
2180
2200
2220
22410
2260
2280
2300
2320
2340
2360
2380
2400
2420
2440
2460
2480
2500
2520
2540
2560
2580
2600
2620
2640
2660
2680
2700
2720
2740
2760
2780
2800
2820
2840
2860
2880
2900
2920
29410
2960
2980
3000
3020
3040
3060
3080
3100

RA3=Q(I1)>+Q3

NEXT 1

IF @3=1 THEN GOTO 6920

RA=Q3+1

N6=0

REM %% %36 29625 % % % 3 % % 5 % %X % 38 X % 2 %% % % % % % %
REM % TRAMSFERING THE TARLE TO A x
REM % NEW ONE WITH ONLY ONE "1" IN x
REM % EACH OF ITS ROUWS, 13
REM %3369 5629 3% X 2% % % 5 % % % % 26 9 % % 2% 2 2026 % % %
FOR I=1 TO Q3

FOR J=1 TO G4

IF I=J THEN A(I,J)=1 ELSE A(I,J)=2
MEXT J

NEXT I

REM 2936595 23 5 % 2 % 3 % % % 9 9% 9 % 5 3 36 26 % 3 3 % X % % X
REM % THIS PART SHOWS THE WAY ®0"* %
REM * COULD BE PUT IN EACH ROW OF x
REM »# THE TAREL RY USING THE £
REM % METHOD OF BACKTRACKING. %
REM 226263636 26 32 36 36 36 2636 26 36 3636 36 26 3 36 36 2 X 3 36 X 36 % %
I=Q3

FOR J=2 T0O Q3

A1(J)=1

NEXT J

A1(1)=2

FOR J=1 TO Q3

ACT,A1(T))=0

NEXT J

GOTO 3120

FOR Il=1 TO Q3

FOR J=1 TO QA2

IF I1=J THEN A(I1,J)=1 ELSE A(I1,J)=2
NEXT J

NEXT It

FOR J=1 TO Q3

A(T,A1(T))=0

MEXT J

GOTO 3120

A1 (I)=A1(T)+1

IF A1(I)=1 THEN GOTO 2840

IF a1 (I)(=Q4 THEM GOTO 2660

I=I-1

IF I=0 THEN GOTO 5440

AT(Id)=A1(1)+1

IF A1(I)=1I THEN CGOTO 29440

IF A1(I)>Q4 THEM GOTO 2900

I=I+1

FOR J=I T0O Q3

A1(J)=i

NEXT J

I=G3

GOTO 2660
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3120 FOR J=1 TO Q3

3140 IF A(J,Q4)=0 THEN GOTO 3420
3160 NEXT J

3180 GOTO 2840

3200 REM XMXRAEXNEXRRRRXELLRXXNNRXRXRRNR XN X X%

3220 REM * THIS PART CHECK FOR CYCLE %
3240 REM * BY CROSSING OUT THOSE ROWS %*
3260 REM * AND COLUMMNS WHICH HAVE ONLY %
3280 REM * ONE TYPE OF ENTRY, EITHER %
3300 REM = "0" OR "1", AT THE END IF ®
3320 REM % THERE ARE MORE THAN ONE ROW %
3340 REM * AND CODLUMN IT INDICATES X
3360 REM x* THERE IS A CYCLE IN THE »*
3380 REM * TABEL. *

400 REM 33%5%% %3 X% KN KKHHHMHXHHNKRNNRKR
3420 FOR I1=1 TO Q3

3440 FOR J=1 TO @4

3460 EB1(I1,J)=ACI1,T)

3480 NEXT J

3500 NEXT It

3320 U=Q4

3540 U1=Q4

33560 U2=QR4

3580 V=R3

3600 V1=@3

3620 V2=G3

3640 I2=0

3660 FOR It=1 TO V

3680 NO=0

3700 FOR J=1 TO U

3720 IF B1(I1,J)=0 OR B1(I1,J)=1 THEN NO=N0+1
3740 IF NO(=1 THEN GOTO 3880
3760 I2=12+1

3780 FOR K2=1 TO U

3800 B(I2,K2)=R1(I1,K2)

3820 NEXT K2

3840 NEXT I1

3860 GOTO 3940

3880 NEXT J

39200 IF NO(=1 THEN V2=V2-1
3720 NEXT It

3940 IF V2>=2 THEN GOTO 3980
3260 GCOTO 4680

3980 Y=V2

4000 uU=U2

4020 FOR Il1=1 TO V

4040 FOR J=1 TO U

40460 B1(I1,1)=RB(I1,J)

4080 NEXT J

4100 NEXT It

4120 J1=0

4140 FOR J=1 TO U

41560 NO=0



4180 FOR I1=1 TO V

4200 IF B1(I1,J)>=0 OR B1(I1,J)=1 THEN NO=NO+1
4220 IF NO{=1 THEM GOTO 4350

4240 J1=J1+1

4260 FOR K2=1 TO V

4280 B(K2,J1)=E1(K2,T)

4300 MEXT K2

4320 NEXT J

4340 GOTO 4420

4360 NEXT It

4380 IF NO(=1 THEN u2=U2-1

4400 MNEXT J

4420 IF U2)>=2 THEN GOTO 4460

4440 GOTD 4680

4460 U=U2

4480 V=y2

4500 IF U=U1 AND V=V1 THEN COTO 2840

4520 U1=1)

4540 V1=V

4560 FOR I1=1 TO V

4580 FOR J=1 TO U

A500 BI1(I1,J)=E(I1,J)

4620 NEXT J

4640 NEXT It

4660 GOTO 3640

4680 S52=5+1

A700 REM MEXXHNHNMHNERHNEMHMNHIIHNINNMNNHNTNNRX
4720 REM * CALCULATE THE NUMBER OF 0'S %
4740 REM » IN THE TABEL. EACH ELEMENT  *
4760 REM % DF ARRAY "P1" GIVES THE x
4780 REM »* NUMBER OF 0’S IN EACH GROUP. x
A800 REM 336 36 36 36 36 96 2 36 26 26 26 26 M X N 266 WA XWX AR NNX
A820 FOR I1=1 TO 82

A840 P1(I1)=0

4860 NEXT I1

4880 J1=1

4900 J2=0

4920 FOR I1=1 TO S

4940 J2=J2+@(I1)

4940 FOR J=J1 TO J2

4980 FOR K2=1 TO Q3

5000 TF ACK2,J)=0 THEN P1(I1)=P1(I1)+1
5020 NEXT K2

5040 NEXT J

5060 J1=J1+Q(I1)

5080 MEXT It

100 FOR K2=1 TO Q3

5120 IF A(K2,Q4)=0 THEM P1(S2)=P1(82)+1
5140 NEXT K2

5160 N8=1

5180 N9=0

$200 FOR I1=1 TO S

5220 N8=K(I1)*P1(I1)xN8



w240
9260
o280
9300
9320
5340
5360
5380
5400
5420
59440
54610
5480
5500

5520

5540
99560
o580
9600
5620
S640
56610
5680
S700
5720
5740
57610
5780
5800
5820
58440
58640
5880
5900
5920
99440
5960
5980
6000
&0290
6040
60460
6080
61040
6120
61410
6160
6180
6200
6220
6240
6260
62810

51

MNP=N2+Q(T1)xK(I1)

NEXT Il

NB=NBX (N-M?P) *P1(852)

N6=N6+NB

GOTO 2840

REM %*XXXEAXRXXLXENXRAAARXAXSRXAARERARX AR XY
REM x COMPUTE x
REM x MI/Z((R11%,,,xQ8 )% (M~-Q1~,,.-Q8)!) =
REM x WHICH IS THE MIMBER 0OF WAYS TO %
REM » CHOOSE ROWS WITH 1/S IN THEM, *
REM 36266563 % 3656 36 X % X6 36 36 X 06 3K 36 363636 3 X2 363636 X XK 06 3636 %
M3=1

FOR I=2 TO M

M3=M3Ix1

NEXT I

FOR I=1 TO S ~
R1(I)=1

NEXT I

Q2=1

FOR I=1 TO S

FOR J=1 TO Q(I)

Q1 (I)=QR1(I1)%]T

NEXT J

02=02%81 (1)

MEXT I

M4=M

FOR I=1 TD S

M4=MA4-~-Q(I)

MEXT I

MS5=1

FOR I=1 TO M4

Mo=MGx%]

NEXT I

M6=M3 DIV (Q2%M3)

REM XXXXXERELARXXAERXLERERRXARRERLERRRENXERNTARAXREXRXRER

REM % COMPUTE X
REM % N!/((K112Q1%,, . xKS!*QS)%(N~-K1@1-..,-K5@8) )%
REM % WHICH 18 THE MUMRBER 0OF WAYS TO PUT 1S %
REM x IN THE K{(I) ENTRIES OF EACH ROUW, %
REM 25362 33 3006 26365 3606 5636 36 36 06 06 2636 36 36 36 36 36 26 36 36 36 36 26 % 3 56 36X 20X 96 226 %
N2=N

FOR I=1 TO S
N2=N2-K(I)*Q(I)
NEXT I

N3=1

FOR I=1 TO N2
N3=N3xI

NEXT I

FOR I=1 TO 6
K1(I)=1

NEXT 1

K3=1

FOR I=1 TO S



6300
6320
6340
6360
6380
6400
6420
6440
64610
6480
6500
6520
6540
6560
6580
6600
6620
6640
6660
6680
6700
6720
6740
6760
6780
6800
6820
6840
6860
6880
6700
67220
69490
6960
6980
7000
7020
7040
7060
7080
7100
7120
7140
7160
7180
7200
7220
7240
7260
7280
7300
7320
7340

FOR J=1 T0O KA(I)

K1(I)Y=K1<(I)%J

NEXT J

K1(I)=K1(I)*Q(I)

K3=K1{I)xXK3

NEXT 1

NA=1

FOR I=1 TO N

MNA=N4%]

NEXT 1

NSG=N4 DIV (KIxN3)

REM X%RAXXEXR AN XK NN KRN HRYEHHRRK R KKK
REM » COMPUTE THE NUMRBRER 0OF WAYS TO =
REM » PUT 0‘S IN THE REMAINING %
REM ¢ ROWS OF THE TAERLE: *
REM % (N-D)*(M-Q1-R2~-...-Q8) ¥
REM 26363265 36X 26 36 56 36 56 36 36 5 3 3¢ 36 36 36 26 36 36 36 X 36 X% 36 366 %
M7 =M

FOR I=1 TD S

M7=M7-Q(I)

MEXT I

N7=(N+1) *M7

GO0=Go+MAXNSANSLEXNT

IF T0=1 THEN GOTO 1480

MEXT C

GOTO 7320

REM XARXZEREARREXXNREXXEXRRBX XKL HRREL XXX
REM » COMPUTE THE NUMBER OF TABELS x
REM % IN CASE THERE IS ONLY ONE ROW x
REM x IM THE TAEREL WITH 1’85 IN IT, x
REM  286% %9 95656 3656 36 96 3% 3636 3 36 76 36 36 3 6 3 36 3, 96 I 34 36 % % %
MA=1

FOR I=1 TO N

MA=N4xI

NEXT I

Ka=1

FOR I=1 TO K(S)

K4=K 4%

NEXT I

M3=N-K (8)

Nb=1

FOR I=1 TO NI

N6=Nb&%I

NEXT I

N7=N4 DIV (K4xNé)
GO=GCO+MENZ X {(M-K{(S))e(M+1)*{M~1)

GOTO 6760

REM XXEXRLXEXAREXARRXAXLXXRERRAETX RN XX
REM * G0 GIVES THE TOTalL NUMBER OF x
REM % GRAPHS WITH NO CYCLE. %
REM 2655656 %36 3626 3¢ X % 26X 3636 3656636563 36 2636 X X X% X6 %
GO=GCO+(N+T I *M+MINZ (N=T )% (N+1) A (M~1)
PRIMNT WUSING 73460 3 N,H,.G0O



7360 IMAGE 7D,10%,7D,10%,18D
7380 END
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1000
1020
1040
1060
1080
1100
1120
11140
1160
1180
1200
1220
1240
12610
1280
1308
1320
1340
1360
1380
1400
1420
1440
145610
1480
1500
1520
1540
1560
1580
1600
1620
1640
1660
1680
1700
1720
1740
1760
1780
1800
1820
1840
1860
1880
19200
1920
1940
1960
1980
2000
2020
2040

REM
REM
REM
REM
REM
REM
REM
DIM
T=10
T1=3
FOR
FOR
M2 (N
NEXT
NEXT
FOR
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
REM
FOR
1.1=0
IF C
L1=C
P=C
$=0
5=5+
K(S)
Q(s)
To=Q
GOTO
IF T
s1=1
IF K
51=Q
S=g-
F=K ¢
IF Q
Q(S)
S=5+
K(S)
QCS)
P=51

HRRYBAKXRLLRERRRAERSSRRRRRT X TSR RN YK

¥ THIS PROGRAM CALCULATES THE X
* TOTAL NUMEBER OF GRAPHS IN CASEX
% OF SHARED ACCESS (READ ONLY) x
* FOR N PROCESSES AND M %
# RESOURCES. X

263698 26 36 26 3 3 36 96 36 36 96 3 26 30 3 36 3 36 363 6 36 98 96 3 % 2036 %
QC10),K(10),Q1¢10) ,K1¢(10),M2¢10,10)

N=2 TO T

M=T1 7O T1

yM)=0

M

N

N=2 TO T

P36 63 e 2 80626 23 e 26 XK K IR KRN R
THIS PART GIVES PARTITION OF
AN INTEGER , WHICH SHOWS HOW
THE PROCESSES MAKE RERUEST
FOR THE RESOURCES. C IS THE
MUMEER OF 1'S IN THE TAREL.
S IS THE NUMBER OF DIFFERANT
GROUPS OF 1’S IN THE TAREL. =x
EACH ELEMENT OF ARRAY @ GIVESx
THE MNUMEER OF ROWS IN A GROUPx
EACH ELEMENT OF ARRAY K SHOWS*
THE MUMBER OF 1’S IN EACH ROWx
OF A GROUP, %
36 36 36 36 36 36 46 96 36 36 26 36 3 6 36 3 3 3 3 3656 36 36 36 3 36 36K X 26 %
C=1 TO N

* K K K W K X KX X % X

=L1 THEN GOTO 1820

1
=P

=1

(5)#C

2080

0=0 THEM £OTO 1680

(S)>1 THEN GOTO 1920
(5)+1
1
5)-1
(S)=1 THEN GOTO 2000
=Q(8)-1
1
=F
=1+81 DIV F
MOD F
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2060
2080
2100
2120
21440
2160
2180
2200
2220
2240
2260
2280
2300
2320
2340
2360
2380
2400
2420
2440
2460
2480
2500
2520
2540
2560
2580
2600
2620
26410
2660
2680
2700
2720
2740
2760
2780
2800
2820
2840
2860
2880
2900
2920
2940
2960
2980
3000
3020
3040
3060
3080
3100

IF P>0 THEN GOTO 1720 ELSE GOTO 1780
FOR M=T1 TO T1

Q9=0

FOR J=1 TO S

Q9=092+Q(J)

MNEXT J

IF Q9>M THEN GOTO 3760

REM 2626326 336 36 36 36 3 36 36 36 9636 36 3 36 3 36 5 303 36 % % % 3 26 %6 %
REM % COMPUTE THE NUMBER OF WAYS TOx
REM % PUT 1S [N THE ROWS OF THE *
REM x TABEL. %
REM %33 3 3 9 362 36 36 3 336 93¢ 36 36 36 3 3696 36 3626 X 366 63 26 3¢ %
M3=1 ‘

FOR I=1 TO M

M3=M3%I

NEXT I

FOR I=1 TO S

Q1(I)=1

NEXT 1

g2=1

FOR I=1 TQ S

FOR J=1 TO Q(I)

QI (I)=Q1(I)*%J

NEXT J

Q2=62*21(1)

NEXT I

Ma=M

FOR I=1 TO S

M4=M4-Q(I)

NEXT I

MS=1

FOR I=1 TO M4

MS=MO*I

NEXT I

Mé=M3 DIV (Q@2xM3)

REM 26562626 36 3 263 36 36 3 3 36 336 36 2 36 26 36 ¢ 36 36 36 36 26 36 3 36 2 ¢ &
REM » COMPUTE THE NUMBER OF WAYS TOx
REM # PUT 1’S IN THE COLUMNS OF THEx
REM * TABEL. %*
REM 265636 26 26 36 36 3 3 36 36 36 3 3636 36 3656 36 356 26 26 26 X 36 R 3 6 36 6 X
N2=N

FOR I=1 TO S

N2=N2-K (I)*Q(I)

NEXT I

N3=1

FOR I=1 TO N2

N3=N3*I

NEXT I

FOR I=1 TO S

K1(I)=1

NEXT I

Ka=1

FOR I=1 TO S
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3120
3140
3160
3180
3200
3220
3240
3260
3280
3300
3320
3340
3360
3380
3400
3420
3440
3460
3480
3500
3520
3540
3560
3580
3600
3620
3640
3660
3680
3700
3720
3740
3760
3780
3800
3820
3840
3840
3880
3900
3920
3940
3960
3980
4000
4020
4040
4060
4080

FOR J=1 TO K(I)

K1(I)=K1(I)»%J

NEXT J

K1¢(I)=K1(I)>*Q(I)

K2=K1(I)xK2

NEXT 1

NA=1

FOR I=1 TQ N

MA=N4x*]

NEXT I

N3=N4 DIV (K2%M3)

REM %% 9% 53 9 5 9 96 36 % 3 3 3 36 36 36 3% 36 3 3 3 26 9 36 X 2 6 %
REM » COMPUTE THE NUMERER OF WAYS X
REM #* TO PUT 0‘S IN THE REMAINING =
REM * COLUMMS OF THE TABEL. %
REM 5% %5 3 % 5 3 3 3% 96 2636 3 36 36 36 26 36 36 3% 36 3 2 % 2 2 26 3 % 36 %
Mbo=1

FOR I=1 TO S
M6=(2A(N=-K(I))~-1)*Q(I)*N6

NEXT I

REM  %%%5 9 7 % 2 9 9 56 36 3 26 6 3 26 36 3 % 3 3 % % 36 % % 26 % % %
REM * COMPUTE THE NUMRER OF WAYS x
REM *# TO PUT 0‘S IN THE ROWS WITH =
REM % NO 1S IM THEH. *
REM %33 99 X 9696 % 96 9 X % 96 3 36 3 3 7 % 36 % 2.6 % X2 % % % X
M7=M

FOR I=1 TO S

M7=M7-Q(1)

NEXT I

MN7=2* (M7 %N)

M2 (N, M) =M2(N, M) +MEXNTHNEXNT

MEXT M

IF TO0=1 THEN GOTO 1640

NEXT C

NEXT N

PRINT USING 3840

IMACE “N",3X,"M",10X,"% OF GRAPHS"
REM 8362696 36 336 36 5 26 86 36 56 3 26 36 36 3 3 36 36 3 36 3 3 ¢ 36 3 % %
REM * M2 GIVES THE TOTAL NUMBER *
REM * OF TABELLS (GRAPHS.) %
REM %5929 %3 5 9 9 3 %36 6 % 36 % 76 98 3 36 X 26 3 % X 96 %6 % % %
FOR M=2 TO T

FOR M=T1 TO T1

M2 (N, M)=HM2(N,M)+2* (MNxM)

PRINT USING 4020 ; N,M,M2(N,M)
IMAGE 7D,10X,7D,10X,18D

NEXT M

NEXT N

END



1000
1020
1040
1060
1080
1100
1120
1140
1160
1180
1200
1220
1240
1260
1280
1300
1320
1340
1360
1380
1400
1420
1440
1460
1480
1500
1520
1540
1560
1580
1600
1620
1640
1660
1680
1700
1720
1740
1760
1780
1800
1820
1840
1860
1880
1900
1929
1940
1960
1980
2000
2020
2040

REM XEXBAXERSRXAARERXAASARRERERSBXAARNRX
REM % THIS PROCRAM CAI.CULATES THE X

REM * NUMBER OF GRAPHS WITH NO CYCLEX
REM # TIM THE CASE OF SHARED ACCESS «x

REM % (READ ONLY). %
REM 203662630 % 0036 26360 226 X 26 306 36 36 3 3638 36 0636 36 3 % 2 % 36 X )¢
DIM Q¢(10),81¢10),K¢(10),K1¢(10),A(10,10)
DIM A1C10),RC10,10),81(10,10),P1C10),W (10D
PRINT USING 1180

IMAGE "N",3X,"M",10X,"¥ OF GRAPHS WITH NO CYCLE"
N=2

M=3

GOo=0 )

IF N=2 THEN GOTO 7260

C1—=N-1

REM %A% XEMRRWMLENRRHRXAWNIRRLIRRERF XXX NN
REM % THIS PART GIVES PARTITION OF *
REM * AN INTECER. %
REM 2696363636 26 3 36 2636 06 2 36 ¢ 2696 3¢ X0 ¢ 36 3¢ 363 36 6 % 36 36 % % 36 3¢ %
FOR C=2 T0O C1

L1=0

IF C=L1 THEN GOTO 1700

L1=C

P=C

8=0

§=5+1

K(S)=p

Q(s)=1

T0=Q(S)3C

QA9=0

FOR J=1 TO S

Q9=Q(J)+Q?

NEXT J

IF Q9>M THEN GOTO 6700

COTO 1960

gq IO=0 THEN GOTO 1460

IF K(S)>1 THEN GOTO 1800

S1=Q(S)+1

S=5-1

F=K{(S)-1

IF Q¢S)=1 THEN GOTO 1880

R(SI=R(S)-1

S=8+1

K(SI=F

Q(SY»=1+51 DIV F

P=51 MOD F

IF P>0 THEN GOTO 1500 ELLSE GOTO 1560
QA3-0

FOR I=1 TO §

A3=R(1+Q3

NEXT 1

IF @3=1 THEN GOTO 6860
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2060 Q4=03+1

2080 N6=0

2100 REM 2%%X 3% %2 MM % %KMK KK X %K% MWK KRN RRX
2120 REM * THIS PART SHOWS THE WaAY 0°S x
2140 REM » COULD BE PUT IN THE TAREL. %
2160 REM X 263%5 6% 3 X 065 X 3636 % 23636 623X 383 X366 X X% 363656 %
2180 I=1

2200 FOR It=1 TO Q3

2220 A1(T11)=0

2240 NEXT It

2260 A1(T)=A1(T))+1

2280 IF AI(IN(2*QA4~-1 THEN COTO 2400

2300 GOTO 2800

2320 REM HRERXXRUNIXXENAERRRNARRRXRRRRARRR%
2340 REM » COMVERT DECIMAL MUMBERS INTO x
2360 REM »* BINARY NUMBERS,. %
2380 REM 26336233 2 236 36 3¢ 36 3 363 36 363696 3 836 € 26 3 2 2 6 X 06 % %
2400 FOR J=1 TO Q2

2420 W(J)=0

2440 NEXT J

2460 AZ2=A1(C(I)

2480 FOR J=Q4 TO 1 STEP -1

2S00 W(I)»—A2 MDD 2

2520 A2=A2 DIV 2

2540 1IF A2>1 THEN GOTO 2600

2560 W(I-1)=A2

2580 GOTO 2620

2600 NEXT J

2620 IF W(I)=1 THEN GOTO 2640 ELSE GOTO 2260
2640 FOR I=1 TO Q4

2660 IF J=1 THEN GOTO 2700

2680 IF W(J)=1 THEN A(I,J>=2 ELSE A(I,J)=0
2700 NEXT J

2720 A(I,I)=1

2740 IF I>=Q3 THEN GOTO 2940

2760 I=1I+1

2780 GOTO 22460

2800 I=I-1 .

2820 IF I=0 THEN GOTO 5420

2840 1IF N1(I)<2*Q4~-1 THEN GOTO 2860 ELSE COTO 2800
2860 FOR J=I+1 TO0 Q3

2880 A1(J)=0

2900 NEXT J

2920 GOTO 2260

29240 FOR J=1 TO Q&3

2960 IF A(J,R4)=0 THEN GOTO 3200

2980 NEXT J

3000 GOTO 2260

Z020 REM XAEXRRAAEXERAABEXRREXNREXXXRRRXAERXRAR A XN
3040 REM » THIS PART CHECKS FOR CYCLE RY X

3060 REM x CROSSING OUT ROWS AND COLUMNS *
3080 REM x WITH ONLY OME TYPE OF ENTRY, %
3100 REM * EITHER "0" OR "1". AT THE END IF =



3120
3140
3160
3180
3200
3220
3240
3260
3280
3300
3320
3340
3360
3380
3400
3420
3440
34460
3480
3500
3520
3540
3360
3580
35600
3620
36410
36610
3680
3700
3720
3740
3760
3780
3800
3820
3840
3860
3880
3900
3920
2940
39460
3980
4000
4020
4040
4060
44890
4100
4120
41490
41610

59

REM % THERE ARE MORE THAN OME ROW AND X
REM % COLUMN , IT INDICATES THERE IS A *
REM 2 CYCLE IN THE TAREL,. X
REM %69 7 %5 5% % 3 9% % 9 3 6 6 X 2 96 36 06 9 36 X 2676 3 36 X % % % %
FOR It=1 TO K3

FOR J=1 TO Q4

B1(I1,X)=A(1I1,1)

NEXT J

NEXT I1

U=Q4

U1=Q4

u2=04

V=R3

Vi=Q3

ve=Q3

12=0

FOR I1=1 TO V

NO=0

FOR Ji=1 TO U

IF B1(I1,J1)<>0 THEN GOTO 3560

MO=NO+1

GOTO 3580

NEXT J1

FOR J=1 TO U

IF B1(I1,J>=1 THEN NO=N0+1

IF N0{(=1 THEN GOTO 3740

I12=12+1

FOR K2=1 TO U

B(I2,K2)=B1(I1,K2)

NEXT K2

NEXT I1

GOTO 3820

NEXT J

IF NO<(=1 THEN V2=V2-1

NEXT Il

IF V23>=2 THEN GOTO 3860
GOTO 4780

y=y2

u=u2

FOR I1=1 TO V
FOR J=1 TO U
B1(I1,J7)=B(I1,T)
NEXT J

NEXT It

I1=0

FOR J=1 TO U
MO=0

FOR I2=1 TO V

IF E1(I2,7)¢>0 THEN GOTO 4140
NO=NO+1

GOTO 4160

NEXT I2

FOR I1=1 TO V



4180
4200
4220
4240
4260
4280
4300
4320
4340
4360
4380
4400
4420
4440
44560
4480
4500
4520
A540
4560
A580
45600
4620
4640
4660
4680
4700
4729
4740
4760
4780
4800
4820
4840
4860
A880
4900
4920
4940
4960
4980
5000
5020
5040
5060
5080
5100
5120
5140
5160
5180
5200

5220

IF B1(I1,J)=1 THEN NO=NO+1
IF NO(=1 THEN GOTO 4340

J1=J
FOR

B(K2
MEXT
NEXT
GOTO
NEXT
IF N
NEXT
IF U
cOT0
U=uz2
U=Va
IF U
utl=u
Vi=y
FOR

FOR

R1(1I
NEXT
NEXT
GOTO
REM

REM

REM

REM

REM

REM

§2=8
FOR

P1(I
NEXT
J1=1
J2=0
FOR

Ja=J
FOR

FOR

IF A
NEXT
NEXT
J1=7J
NEXT
FOR

IF A
MEXT
N8=1
N9=0
FOR

NB==(

141
K2=1 TO V

LT =B1(K2,T)

K2

J

4400

I1

0¢=1 THEN UR2=U2-1

J
2)=2 THEN GOTO 4440
4780

=U1 AND V=V1 THEN GOTO 2260

I1=1 TQ V
J=1 TO U

1,I)=B(I1,J)

J

I1

3420
ETI T T TSI T TR LT DLL DL E L
¥ CALCULATE THE NUMEER OF 0°S *
¥ IN THE TABEL. EACH ELEMENT OF =
¥ ARRAY "P1" GIVES THE MUMBER X
# OF 0’S IN EACH GROUP. »*
2696 36 36 36 36 36 36 2636 36 96 3636 3638 36 3236 2636 26 26 36 36 26 46 30 26 X X
+1

I1=1 70 82

1)=0

I1

I1=1 TO §

2+Q(I1)

J=J1 TO J2

Ka=1 T0 Q3

(K2,J)=0 THEN P1(I1)=P1(I1)+1
K2

J

1+6¢11)

I1

K2=1 T0O K3

(K2,04)=0 THEN P1(82)=P1(52)+1

K2

I1=1 TO S
2T -1 AP1(T1) NG

NO=NI+@(I1)*xK(I1)



5240
G260
5280
5300
5320
53440
5360
5380
5400
5420
5440
S4610
5480
5500
S920
5540
85960
5580
5600
5620
5640
5660
5680
5700
5720
5740
5760
5780
5800
5820
5840
5860
s58810
592040
5920
5940
S59260
5980
6000
6020
6040
6060
6080
6100
6120
61410
6160
6180
6200
6220
6240
6260
62810

NEXT It

NB8=NB®% (24 (N-N?)-1)*P1(52)

MN&e=MN&+NB
GOTO 2260

61

REM X%RXRWRERALRIRRRNRNXHRRRNNNRRRKIH K XNV XN KN
REM % COMPUTE THE MNUMEER OF WaAYS TN CHOOSE %
REM » ROWS OF THE TABEL WITH 1’8 IN THEM: %

REM x MI/((Q11x,,

CEQS )X (M-Q1-, ., . ~-A5) 1)

%

REM XXX XAHRARARARNXNRRRRREXRRREAXAXXAARRERX AR SRR

M3=1

FOR I=2 TO M
M3=M3I*I

NEXT I

FOR I=1 TO S
QA1(T)=1

NEXT 1

Q2=1

FOR I=1 TD S
FOR J=1 TO Q<I)
RICII=QICII%T
NEXT J
QA2=22R1¢(I)
NEXT I

MA=M

FOR I=1 TO &
Ma=M4-Q(I)
NEXT I

MS=1

FOR I=1 TO M4
MS=MSx1

NEXT I

M6=M3 DIV (Q2xMT)

REM X%XNRBNBRARERREHRBR TR XX R L RRRX KRR RXKRRKX KRR
REM »* COMPUTE THE MUMEBER OF WAYS TO PUT 18 1IN *®
REM % THE K(I) ENTRIES OF EACH ROW:

REM x MN!/({(K1!*Q1x,

L XKSIARS) # (M-K1xQ1-,

%
. KS%QS)! ) %

REM %% %5 % 395 3 3 36 3 % 9 % % 36 36 30 26 36 2 36 H 38 26 K6 2 26 3 0 0 000 26 26 6 M H R K XX KK

MN2=

FOR I=1 TO §
N2=N2-K(I)=*Q(I)
NEXT I

N3=1

FOR I=1 TO N2
N3=N3x]

NEXT I

FOR I=1 T0O S
K1(I)=1

NEXT I

K3=1

FOR I=1 TO ©
FOR J=1 TO K(I)
K1(I)=K1(I)xJ
NEXT J



6300
6320
63490
6360
63810
6400
6420
6440
6460
6480
6500
6520
6540
6560
6580
6600
6620
6640
6660
6680
6700
6720
6740
67610
6780
6800
6820
6840
6860
6880
6900
6920
6940
6960
6980
7000
7020
7040
7060
7080
7100
7120
7140
7160
7180
7200
7220
7240
7260
7280
7300
7320
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Ki(I)=K1(I)*Q(I)

K3=K1(I)2K3

MEXT I

N4=1

FOR I=1 TO N

N4=NAa4x%]

NEXT I

NS=N4 DIV (K3I%N3)

REM HXEXXRRXRARNRANAXRRERXRXRRELRXAXLRRRAXXAYXX

REM % COMPUTE THE NUMEER OF WAYS TO PUT %
REM % 0’S IN THE REMAINING ROWS OF THE %
REM % TAREL WHICH IS: *®
REM »* 24 ((M-Q1-,.,.-Q9)xN) %
REM XNEXXXNENHEXNNXHEEIEHXRXHEXRALI XXX RXXX KX
M7 =M

FOR I=1 TO §

M7=M7-Q(T)

MEXT I

N7=2*(M7%N)

CO=GO+MboxNIXNLHXNT

IF T0=1 THEN GOTO 1420

NEXT C

GOTOD 7260

REM PETPP LI EET L DL L DI PL TP TELDLEDEEDE D,
REM % COMPUTE THE MNUMBER OF TABELS IN X
REM % CASE THERE I9 ONLY ONE ROW IN %
REM % THE TABEL WITH 1S IN IT. x
REM 23369656 5 X367 96 3 % 9 26 2 3 3 9 2 3636 3 2 2 26 3 3 0 26 9% % 2 X %
Na=1

FOR I=1 TO N

NA=N4 %]

NEXT I

K4=1

FOR I=1 TO K(S)>

Ka=KAxI

NEXT I

NS=N-K(8)

Né6=1

FOR I=1 TO NS

N6=N6XT

NEXT I

N7=N4 DIV (K4xN6&)
GO=GO+MENT7 % {22 (N-K{S) =122~ ({(M~1)xN)

GOTO 4700

REM XBXXARERREXRARUXAXRXLRRRRLLXXXXRAXXRA L
REM % GO0 GIVES THE TOTAL MUMEER OF %
REM % GRAPHS WITH NO CYCLE. %

REM 2626363686666 0686000 XX XX XXX RHHHXAX
GO?GO+2“(M*N)+M*N*(2“(N—1)—1)%2“((H—1)%N)
PRIMT USING 7300 ; N,M,G0

IMAGE 7D,10X,7D,10X,18D

END



1000
1020
1040
10460
1080
1100
1120
1140
1160
1180
1200
1220
1240
1260
1270
1280
1290
1300
1320
1340
1360
1380
1400
1420
14410
14460
1510
1320
1540
1560
1580
1600
1620
1640
1660
14680
1700
1720
1740
1760
1780
1800
1820
1840
1860
1880
1900
1920
1940
19440
19840

REM %X 3% %% RBHT RN I N TP XKW Ve K902 2 % 6 % %

REM % THIS PROGRAM CALCULATES THE
REM x PRORABILITY OF DEADLOCK AND
REM »x PLOTS IT VERSUS DIFFERENT
REM » NUMBER OF PROCESSES AND

REM #* RESDURCES.

REM %%ERXAXERRARXBERRRARHRRRXXRAAXRRRAXRR
DIM P(11)

T=11

FOR I=2 7O T

READ A,R

PCI)=(A-R)/A

NEXT 1

DATA 99,81,976,712,8021,5489,58176

DATA 38316,385855,248005,2393442,1313436

DATA 14095017,8811585,79635484
DATA A9376980,434986451 , 268064261
DATA 2310320706,1417123236

PEN 1

GCLEAR

SCALE -4,12,-.2,.6

XAXIS 0,1,0,10

YAYIS 0,.05,0,.5

LDIR 0O

MOVE 1,~.15

LAREL "NUMBER OF PROCESSE"
LDIR 90

MOVE -2, .05

LABEL "PROE. OF DEADLOCK"

REM 2562365 06 2% 3 36 26 X6 263 36 36 26 26 3¢ 3636 3¢ 36 26 % % X3¢ ¢ %
REM * LARBEL X-AXIS, *
REM 163620636 26 06 2636 365¢ 36 3626 36 36 26 36 363626 3636 36 3 0 ¥ % 26 % %
LDIR 0

FOR X=0 TO 10

MOVE X,-,05

LABFL VAL$(X)

NEXT X

REM XXRXBALERLAARERRAEXRRREREERXRT R NN
REM »* LABEL Y-AXES, %
REM 2% 5965 5% M3 % 26 96 3 26 6 2 36 %6 6 96 36 % 36 56 96 96 36 % 35 9 e 36
FOR Y=0 T0O .5 STEP .1

MOVE -1.%5,Y

LAREL VALSC(Y)

NEXT Y

MOVE 2,P(2)

FOR I=3 TO T

DRAW I,P(I)

NEXT I

GRAPH

copy

END

i
%
o»
%
x.
%
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