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The atomic solid state energy (SSE) scale is introduced as a tool for inorganic ma-

terials design. The SSE scale is obtained by assessing an average electron affinity (EA)

(for a cation) or an average ionization potential (IP) (for an anion) for each atom using

data from compounds having that specific atom as a constituent. When EA and IP of the

135 compounds within the SSE data base are plotted as a function of the band gap (EG),

EG is roughly centered about the hydrogen donor / acceptor ionization energy ε(+/-), at

an energy of -4.5 eV with respect to the vacuum level. Thus, ε(+/-), or equivalently the

standard hydrogen electrode (SHE) energy, functions as an absolute energy reference for

establishing the chemical bonding behavior for solid state inorganic compounds. SSE

values are estimated for 53 elements from s-, p-, d- and f-blocks of the periodic table.

The SSE scale is shown to be related to electronegativity, chemical hardness, and ionicity

and to provide insight into the nature of multivalent elemental behavior, semiconductor

impurity doping, and solid state chemical bonding

As an example of its utility, the SSE scale is employed as a screening tool for se-

lecting elements for thin-film solar cell (TFSC) absorber applications. Thin-film synthesis

and electrical/optical characterization of FeS2, Fe2GeS4, Fe2SiS4, CuSbS2, Cu3SbS4, and



MnSe2 is undertaken in order to investigate their potential as TFSC absorbers. These stud-

ies indicate that low-valence cation, Cu-based absorbers, such as CuSbS2 and Cu3SbS4,

appear promising for TFSC absorber applications.



c©Copyright by Brian D. Pelatt

June 12, 2013

All Rights Reserved



Atomic Solid State Energy Scale Applied to Novel Thin-Film Solar Absorbers

by

Brian D. Pelatt

A DISSERTATION

submitted to

Oregon State University

in partial fulfillment of
the requirements for the

degree of

Doctor of Philosophy

Presented June 12, 2013
Commencement June 2014



Doctor of Philosophy dissertation of Brian D. Pelatt presented on June 12, 2013.

APPROVED:

Major Professor, representing Electrical and Computer Engineering

Director of the School of Electrical Engineering and Computer Science

Dean of the Graduate School

I understand that my dissertation will become part of the permanent collection of Oregon

State University libraries. My signature below authorizes release of my dissertation to

any reader upon request.

Brian D. Pelatt, Author



ACKNOWLEDGEMENTS

I would like to thank my advisor, Prof. John Wager, for his help and advice during

the thesis. I am thankful for the opportunities that were presented to me as his student. I

owe thanks to Dr. Robert Kokenyesi and Ram Ravichandran for all the process develop-

ment and characterization help that they provided. Without their assistance, this disser-

tation could not have been accomplished. I am thankful to Chris Tasker and Rick Pres-

ley, who kept the clean room running and helped to develop processes and troubleshoot

problems. This research was funded by National Science Foundation under Grant No.

CHE-0847970 and No. CHE-1102637 and by the U.S. Department of Energy, Office of

Science, Office of Basic Energy Sciences under Contract No. DE-AC36-08GO28308 to

NREL.

I cannot thank my wife, Kristy, enough for all the help and support over the years.

Thank you for encouraging me to pursue this and being supportive during the long hours

spent away from home, especially the final six months.



TABLE OF CONTENTS

Page

1. INTRODUCTION AND PROJECT OBJECTIVES . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Project Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2. LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Introduction to solar cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.1 Solar cell device structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.2 Incident solar power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Ideal solar cell operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.4 Solar cell operation: non-ideal effects . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.5 p-i-n solar cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.6 Multijunction solar cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Thin-Film Solar Cell Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 Hydrogenated amorphous silicon (a-Si:H) . . . . . . . . . . . . . . . . . . . . . . 19
2.2.2 Cadmium telluride (CdTe) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.3 Copper indium gallium diselenide (CIGS) . . . . . . . . . . . . . . . . . . . . . . 21

2.3 Desired qualities for absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3. EXPERIMENTAL TECHNIQUES/DEVICE FABRICATION AND CHARAC-
TERIZATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.1 Absorber layer fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.1.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.2 Sample deposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1.2.1 Sputtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1.2.2 Electron beam evaporation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1.3 Post-deposition annealing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32



TABLE OF CONTENTS (Continued)

Page

3.2 Characterization Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.1 X-ray diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.2 Hall measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.3 Seebeck measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.4 Optical characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2.4.1 Absorption types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4. THE ATOMIC SOLID STATE ENERGY SCALE . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.1 The Atomic Solid State Energy Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1.3.1 Universal Hydrogen Energy Alignment . . . . . . . . . . . . . . . . 52
4.1.3.2 Solid State Energy Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.3.3 Electronegativity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.3.4 Chemical Hardness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1.3.5 Ionicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 Valence and Doping Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.2.1 SSE Scale Revisions and Database Assessment . . . . . . . . 70
4.2.2.2 Multivalent Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2.2.3 Impurity Doping Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.3 Variability Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.2 Variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.3 III-V Compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.4 I-VII Compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3.5 II-VI Compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.3.6 IV-VI Oxides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103



TABLE OF CONTENTS (Continued)

Page

4.3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5. ABSORBER MATERIALS FOR THIN-FILM SOLAR CELLS . . . . . . . . . . . . 115

5.1 Material screening using the SSE scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.2 Solar absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.2.1 Iron-based absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2.1.1 Iron disulfide (FeS2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2.1.2 Fe2GeS4 (FGS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2.1.3 Fe2SiS4 (FSS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.2.2 Cu-based absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.2.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.2.3 Other absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.2.3.1 MnSe2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH 145

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.1.1 Atomic solid state energy scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.1.2 Absorber materials for thin-film solar cells . . . . . . . . . . . . . . . . . . . . . 146

6.1.2.1 Fe-based absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.1.2.2 Cu-based absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.1.2.3 MnSe2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

6.2 Recommendations for future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.2.1 Atomic solid state energy scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.2.2 Absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.2.2.1 Fe-based absorber materials . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.2.2.2 Cu3SbS4 and CuSbS2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.2.2.3 MnSe2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154



LIST OF FIGURES

Figure Page

2.1 Structure of a basic monocrystalline silicon solar cell. . . . . . . . . . . . . . . . . . . 4

2.2 Structure of a basic thin-film solar cell.[5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.3 Incident solar energy in space (AM0) and the average terrestrial so-
lar irradiation for the United States (AM1.5) defined by the American
Society for Testing and Materials.[8] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.4 Energy band diagrams for a solar cell a) in the dark, and b) under illu-
mination. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.5 An equivalent circuit for an ideal solar cell (inside the dashed line)
connected to an external load RL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.6 Ideal current-voltage curves for a solar cell when in the dark and under
illumination. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.7 Energy band diagram showing a) radiative recombination, b) Auger
recombination, and c) Shockley-Read-Hall recombination. . . . . . . . . . . . . . 13

2.8 Equivalent circuit model for a solar cell including non-ideal elements
(inside the dashed lines) connected to an external load RL. . . . . . . . . . . . . . . 14

2.9 The effect of non-ideal elements in a solar cell due to a) series resis-
tance and b) shunt resistance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.10 Energy band diagram for a p-i-n solar cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.11 Structure of a triple junction solar cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.12 Examples of solar cell structures for a) hydrogenated amorphous sili-
con (a-Si:H), b) cadmium telluride (CdTe), and c) copper indium gal-
lium diselenide (CIGS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1 Energetic ionized particles bombard a target surface and eject target
material to be condensed onto a substrate surface. . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Side view of an electron beam evaporation tool. . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3 Diffraction of X-rays by a crystalline material. . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.4 XRD pattern for Cu3SbS4 (red) annealed at 300◦C in CS2 compared
to a reference pattern (blue). Measured peaks correspond closely to
reference peaks, confirming film composition. . . . . . . . . . . . . . . . . . . . . . . . . . 35



LIST OF FIGURES (Continued)

Figure Page

3.5 Schematic of a Hall measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.6 Schematic of the configuration for Seebeck measurements. . . . . . . . . . . . . . 38

3.7 The configuration of the optical characterization system. IT , IR, Ii are
the intensities of the transmitted light, reflected light and incident light,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.8 Absorption (α) vs. energy (hν) plot for CdTe and CuInSe2. The band
gap is measured at the energy where the absorption curve turns on. For
CdTe, it is ∼1.5 eV and for CuInSe2 it is ∼1.1 eV. . . . . . . . . . . . . . . . . . . . . . 41

3.9 Interband optical absorption between an initial state of energy Ei and a
final state of energy E f due to an incoming photon of energy ~ω. The
minimum energy difference between the two bands defines the band
gap, EG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.10 Idealized absorption curves illustrating: a) absorption associated with
electronic states deep within the band gap, b) intraband absorption for
bands separated by i) low energy and ii) high energy, c) free carrier
absorption, and d) absorption due to the unintentional incorporation of
an impurity phase with a band gap less than that of the desired thin film
material.[36] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.11 Transitions involving two electronic states deep within the band gap of
a semiconductor, E1 and E2. Since E1 is positioned significantly above
the Fermi level, it is empty, while E2 is filled with an electron since it
sits well below the Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.12 The band structure of CuSbS2 calculated by Temple.[39] . . . . . . . . . . . . . . . 47

4.1 Electron affinity (EA, blue) and ionization potential (IP, red) versus
energy band gap (EG) for 69 binary closed-shell inorganic semicon-
ductors and insulators. Regression lines for both EA and IP intersect at
-4.5 eV (dashed line). The coefficients of determination (R2) are 0.54
and 0.74 for the blue and red lines, respectively. . . . . . . . . . . . . . . . . . . . . . . . 53



LIST OF FIGURES (Continued)

Figure Page

4.2 Solid state energy (SSE) values for 40 elements arranged in descending
energy order. SSE is assessed as an average EA (for a cation, shown
in blue) or an average IP (for an anion, shown in red) for binary com-
pounds having the atom under consideration as a constituent. Error
bars correspond to maximum and minimum values from the available
data. The dashed horizontal line at -4.5 eV corresponds to the hy-
drogen donor/acceptor ionization energy [ε(+/-)] or, equivalently, to
the standard hydrogen electrode (SHE) potential of electrochemistry
as measured with respect to the vacuum level. . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3 Atomic solid state energy (SSE), Pauling electronegativity, and Mul-
liken electronegativity versus atomic number for 40 elements plotted
in Pauling units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4 a) Atomic solid state energy (SSE) versus Mulliken electronegativity
(ENMulliken) for 40 elements. b) Regression plot of atomic SSE versus
Mulliken electronegativity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.5 Solid state renormalization energy in going from the gas phase to the
solid state (RESSE) versus atomic number for 40 elements. . . . . . . . . . . . . . 60

4.6 Pauling electronegativity versus the square root of a) the solid state
energy (SSE) and b) the Mulliken electronegativity. . . . . . . . . . . . . . . . . . . . . 63

4.7 a) Solid state energy chemical hardness (ηSSE(X)) and Pearson chem-
ical hardness (ηPearson(X)) for an atom X versus atomic number. b)
Regression plot between Pearson atomic chemical hardness and SSE
atomic chemical hardness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.8 Energy band gap versus solid state energy chemical hardness of 69
binary closed-shell inorganic semiconductors and insulators. . . . . . . . . . . . 66

4.9 Ionicity ( fi) versus the difference in atomic solid state energy [SSE(A)
- SSE(B)] in 46 AB compounds. Diamonds and squares correspond to
Pauling and Phillips ionicities, respectively. Solid curves correspond
to SSE1 (Eq. 4.8, red), SSE2 (Eq. 4.9, green), and SSE3 (Eq. 4.10, blue). 68

4.10 Electron affinity (EA, blue) and ionization potential (IP, red) versus
energy band gap (EG) for 132 binary inorganic semiconductors and
insulators. Regression lines for both EA and IP intersect at -4.8 eV
below the vacuum level. The coefficient of determination (R2) is 0.68
and 0.60 for the blue and red line, respectively. . . . . . . . . . . . . . . . . . . . . . . . . 71



LIST OF FIGURES (Continued)

Figure Page

4.11 Solid state energy (SSE) values for 53 elements arranged in descend-
ing energy order. SSE is assessed as an average EA (for a cation,
shown in blue) or an average IP (for an anion, shown in red) for bi-
nary compounds having the atom under consideration as a constituent.
The dashed horizontal line at -4.5 eV corresponds to the hydrogen
donor/acceptor ionization energy [ε(+/-)] or, equivalently, to the stan-
dard hydrogen electrode (SHE) potential of electrochemistry as mea-
sured with respect to the vacuum level. For elements with multiple
valence configurations, the most common oxidation state is displayed
here. Table 4.5 contains a summary of SSE estimates in which oxida-
tion state is specified. The variability bar included for some elements
corresponds to the range of EA or IP reported in the SSE data base. . . . . . 78

4.12 Energy level diagrams illustrating how a transition metal or low-valence
cation introduces ambiguity into the determination of SSE. a) EA and
IP are unambiguously determined by the cation and anion, respectively,
in a closed-shell main group binary compound so that SSE(cation) and
SSE(anion) correspond to the average value of EA and IP, respectively,
for compounds containing that element. b) A binary compound with a
partially filled d-band is a difficult to describe within the SSE frame-
work since the VBM and CBM are not clearly established. c) A binary
compound with a fully filled d-band that defines the top of the valence
band is unusual since EA and IP are both cation-derived. d) A binary
compound with a low-valence cation, such as Sn2+, is unusual since
EA and IP are both cation-derived. In d), the filled s-orbital is at the
VBM while in e) it is buried within the valence band. . . . . . . . . . . . . . . . . . . 80

4.13 Electron affinity (EA, blue) and ionization potential (IP, red) corre-
sponding to SSEs for three multivalent elements from the main group
of the periodic table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.14 The high-frequency (optical) dielectric constant, ε∞R, as a function of
ionicity for 108 binary compounds. Ionicity is estimated as f SSE1

i (AB)=
1.4[SSE(A)− SSE(B)]/[SSE(A)− SSE(B)+ ε(+/−)] as proposed in
[41]. This demonstrates that the high-frequency dielectric constant de-
creases as ionicity increases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90



LIST OF FIGURES (Continued)

Figure Page

4.15 Electron affinity and ionization potential versus cation ionic radius for
(a) four p-block, group-13 nitrides, (b) three p-block, group-13 phos-
phides, (c) three p-block, group-13 arsenides, and (d) three p-block,
group-13 antimonides. EA (blue) and IP (red) regression fit parame-
ters and their coefficients of determination (R2) are specified, as are
the ionic radius for the anion under consideration. . . . . . . . . . . . . . . . . . . . . . . 95

4.16 Electron affinity and ionization potential versus cation covalent radius
for (a) four p-block, group-13 nitrides, (b) three p-block, group-13
phosphides, (c) three p-block, group-13 arsenides, and three p-block,
group-13 antimonides. EA (blue) and IP (red) regression fit parame-
ters and their coefficients of determination (R2) are specified, as are
the ionic radius for the anion under consideration. . . . . . . . . . . . . . . . . . . . . . . 96

4.17 Electron affinity and ionization potential versus anion ionic radius for
(a) four p-block, group-15 aluminum compounds, (b) four p-block,
group-15 gallium compounds, and (c) four p-block, group-15 indium
compounds. EA (blue) and IP (red) regression fit parameters and their
coefficients of determination (R2) are specified, as are the ionic radius
for the cation under consideration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.18 Electron affinity and ionization potential versus cation ionic radius for
(a) five s-block, group-1 fluorides, (b) five s-block, group-1 chlorides,
(c) five s-block, group-1 bromides, and three s-block, group-1 iodides.
EA (blue) and IP (red) regression fit parameters and their coefficients
of determination (R2) are specified, as is the ionic radius for the anion
under consideration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.19 Electron affinity and ionization potential versus anion ionic radius for
(a) three p-block, group-17 lithium compounds, (b) three p-block, group-
17 sodium compounds, (c) five p-block, group-17 potassium compounds,
(d) five p-block, group-17 rubidium compounds, and e) five p-block,
group-17 cesium compounds. EA (blue) and IP (red) regression fit pa-
rameters and their coefficients of determination (R2) are specified, as
are the ionic radius for the cation under consideration. . . . . . . . . . . . . . . . . . 100



LIST OF FIGURES (Continued)

Figure Page

4.20 Electron affinity and ionization potential versus cation ionic radius for
(a) four s-block, group-2 oxides, (b) four s-block, group-2 sulfides, (c)
four s-block, group-2 selenides, (d) three p-block, group-2 tellurides.
EA (blue) and IP (red) regression fit parameters and their coefficients
of determination (R2) are specified, as are the ionic radius for the anion
under consideration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.21 Electron affinity and ionization potential versus anion ionic radius for
(a) three p-block, group-16 magnesium compounds, (b) four p-block,
group-16 calcium compounds, (c) four p-block, group-16 strontium
compounds, (d) four p-block, group-16 barium compounds. EA (blue)
and IP (red) regression fit parameters and their coefficients of determi-
nation (R2) are specified, as are the ionic radius for the cation under
consideration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.22 Electron affinity and ionization potential versus cation ionic radius for
three p-block, group-14 oxides. EA (blue) and IP (red) regression fit
parameters and their coefficients of determination (R2) are specified,
as is the ionic radius of oxygen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.23 Molecular orbital picture of covalent bonding illustrating the formation
of a band gap due to electronic charge sharing by orbital overlap. As
the cation-anion interatomic distance decreases, the band gap increases. . 104

4.24 Idealized representation of (a) ionic bonding and (b) polar covalent
bonding. For ionic bonding, the cation (anion) energy level is pushed
down (up) towards ε(+/-) as electronic charge is transferred from cation
to anion. (b) For polar covalent bonding, the cation and anion energy
levels have equilibrated, presumably near ε(+/-), so that further elec-
tronic charge transfer from cation to anion is energetically unfavor-
able. As the cation-anion interatomic distance decreases beyond this
equilibration point, the band gap increases due to a redistribution of
electronic charge from the anion into the interatomic region between
the cation and anion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.1 The SSE scale with potential elements for solar applications highlighted
within the box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.2 Elemental abundance in the Earth’s crust, as compared to silicon.[245] . . 117



LIST OF FIGURES (Continued)

Figure Page

5.3 Transmission electron microscopy (TEM) image of sputtered FeS2 onto
an SiO2 substrate. The Pt coating on top is due to the TEM sample
preparation process and the Pt at the SiO2/FeS2 interface indicates the
film to be low-density and porous.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.4 XRD patterns of as-deposited (bottom) and sealed-tube annealed (top)
FeS films. The films were annealed in a excess sulfur environment at
temperatures from 400-600 ◦C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.5 XRD curve for FeS2 film annealed 650 ◦C (blue) and a reference spec-
trum (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.6 Theoretical calculations of the absorption properties of FeS2, Fe2GeS4,
and Fe2SiS4.[254] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.7 XRD curve for Fe2GeS4 thin films deposited by sputtering and an-
nealed in two different environments, GeS2 (top curve) and GeS2 and
Zr (middle curve). The bottom curve is a reference spectrum for Fe2GeS4. 125

5.8 Absorption curves for FGS thin films, annealed with GeS2 powder only
and both GeS2 and Zr powders placed in a sealed tube. The use of Zr
resulted in a higher quality film, as shown by the lower sub-band gap
absorption. The absorption onset for the GeS2 and Zr film suggests a
band gap of 1.36 eV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.9 SEM image of a Fe2GeS4 thin film deposited onto a titanium nitride-
coated substrate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.10 XRD spectrum for a Fe2SiS4 thin film produced by sputtering FeS2
onto an Si wafer and then annealing in a SiS2 environment. The top
curve is from the FSS film and the bottom curve is a reference spec-
trum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.11 Absorption curve for a Fe2SiS4 thin film produced using cation ex-
change to convert an FGS thin film to FSS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.12 Spectroscopic limited maximum efficiency (SLME) values for a variety
of Cu-based compounds. The dashed line is the Shockley-Queisser
limit for comparison to SLME.[266] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.13 XRD spectra of annealed a) CuSbS2 and b) Cu3SbS4 thin films. The
upper (lower) spectra corresponds to the measured thin film (reference
spectra). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135



LIST OF FIGURES (Continued)

Figure Page

5.14 Top-down SEM images of Cu3SbS4 thin films annealed in a) H2S and
b) CS2 flowing gas. Cracks formed due to film expansion during an-
nealing are circled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.15 Absorption curves for CuSbS2 and Cu3SbS4 thin films. The arrows
indicated the estimated magnitude of the band gap. For CuSbS2, the
arrow at 1.4 eV is the estimated indirect band gap and the arrow at 1.55
eV is the estimated magnitude of the direct band gap. . . . . . . . . . . . . . . . . . 137

5.16 XRD spectra of annealed a) MnSe2 and b) α-MnSe thin films. For each
figure, the upper (lower) curve corresponds to the measured thin film
(reference spectra). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

5.17 SEM images of a) MnSe2 and b) MnSe thin films. . . . . . . . . . . . . . . . . . . . . . 141

5.18 MnSe2 absorption curve for a 400 nm thick film. The estimated band
gap of 1.5 eV and energy at which the absorption reaches 105 cm−1 of
0.65 eV are indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.19 a) Absorption curve for an α-MnSe thin film b) α1/2 vs. hν for an
α-MnSe thin film yielding an estimated band gap of 2.35 eV. . . . . . . . . . . . 143



LIST OF TABLES

Table Page

4.1 Properties of 69 closed shell binary inorganic compounds. . . . . . . . . . . . . . . 50

4.2 Atomic properties for 40 elements. IP is the ionization energy, EA is
the electron affinity and RESSE is the solid state renormalization energy
in going from the gas to solid phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.3 More atomic properties for 40 elements. Columns 3, 4, and 5 refer to
Pauling electronegativity, solid state energy, and Mulliken electroneg-
ativity expressed in Pauling units. Columns 6 and 7 are SSE atomic
hardness calculated using Eq. 4.6 and Pearson atomic hardness. . . . . . . . . 61

4.4 Properties of 132 binary inorganic compounds, including 63 new com-
pounds and 19 revised compounds (asterisk indicates a replacement of
data included in Table 4.1; double asterisk indicates inclusion of a new
compound) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 Solid state energy values for 53 elements specified as a function of ox-
idation state. SSE refers to the SSE value calculated using the standard
SSE definition given in the methods section. SSEI is the energy value
for elements that contribute to the valence band. The most common
oxidation state is denoted with an * and is the value used in Fig. 4.11. . . 81

4.6 Solid state energy (SSE) variability summary. For a given element,
SSE is tabulated together with its range, standard deviation, the total
number of compounds in the data base, and the number of main group
(MG) compounds (shown in parentheses). SSE is calculated using only
MG compounds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.7 Summary of polar covalence tendency, calculated as ZC
rA
rC

. For a given
compound, the coordination number, cation radius, anion radius, and
atomic charge are included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.8 Crossing energy, crossing ionic radius, and crossing energy separation
with respect to ε(+/-) for selected elements. The crossing energy and
ionic radius are obtained by extrapolating regression line fits to EA and
IP (shown in Figs. 4.15, 4.17-4.23 to their intersection. Color code:
blue, green, red = good, poor, very poor correlation, respectively, be-
tween crossing energy and ε(+/-). † indicates that InN has been ignored
for calculating the crossing energy and ionic radius. * and ** indicate
group-14 oxides and group-2 oxides, respectively. . . . . . . . . . . . . . . . . . . . . . 111



LIST OF TABLES (Continued)

Table Page

5.1 EPMA results for thin films annealed with GeS2 or with GeS2 and Zr
powders placed in a sealed tube. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127



1. INTRODUCTION AND PROJECT OBJECTIVES

1.1 Introduction

In 2011, the United States generated 4.1 trillion kilowatt-hours of electricity. Only

0.04% of that electricity was generated using solar photovoltaics.[1] Photovoltaic energy

generation has three advantages compared to traditional energy resources: it is free, avail-

able worldwide, and is an inexhaustible supply. The barrier to widespread solar energy

use is a high unit cost when compared to more mature sources. A motivation for this

research is to develop new materials to lower the cost of photovoltaic energy, which will

reduce reliance on non-renewable energy sources and reduce the amount of environmental

pollutants released to the atmosphere.

Currently, crystalline silicon-based solar cells hold the majority of the solar photo-

voltaic market share due to advantages the silicon solar cell industry has leveraged from

the semiconductor and space industries. However, the crystalline silicon market share has

fallen approximately 10% since 2011 as thin-film solar cell production has increased.[2]

Thin-film solar cells have the potential to eclipse silicon as a PV technology through

higher performance and lower raw material cost. One of the objectives of this thesis is

to contribute to the development of new materials for thin-film solar cells, paying close

attention to materials composed of abundant, non-toxic elements.

1.2 Project Objectives

The primary goals of the work reported herein are to:

1. Develop a solid state energy scale and apply it to solar absorber material design.
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2. Fabricate, characterize, and evaluate new solar absorber materials for their potential

use as thin-film solar absorber materials.

This thesis begins with an introduction to solar cells, including the solar cell device

structure and ideal and non-ideal operation. Next, the dominant thin-film solar cell mate-

rials - amorphous silicon, cadmium telluride, and copper indium gallium diselenide - are

surveyed. Chapter 3 includes a discussion of the experimental techniques and tools used

in the research leading to this thesis, including electron-beam evaporation, sputtering, and

the characterization methods employed. Chapter 4 begins the results and addresses the

development and uses of the atomic solid state energy scale, which is then applied to

chemical concepts such as electronegativity and chemical hardness and used for material

considerations such as ionicity and semiconductor doping. In chapter 5, the solid state en-

ergy scale is employed as a tool to screen potential elements for use in inorganic thin-film

absorber materials. The progress made on the development of new solar absorber mate-

rials is also presented. Finally, in chapter 6 conclusions summarizing results obtained are

presented and possible directions for further research are recommended.
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2. LITERATURE REVIEW

This chapter provides a basis for the research presented in this dissertation. It be-

gins with a review of crystalline and thin-film solar cell device structures. Next, the

incident solar power available to the earth is presented. The operation of an ideal solar

cell is presented, followed by a discussion of non-ideal effects. Device characterization

is discussed in the context of the important parameters for solar cells, including the open

circuit voltage (VOC), short circuit current (Isc), fill factor (FF),and efficiency (η). This is

followed by a discussion of current thin-film technologies, including amorphous silicon,

cadmium telluride, and copper indium gallium diselenide. Finally, desirable qualities for

a potential solar absorber material will be enumerated along with their effect on solar cell

performance.

2.1 Introduction to solar cells

This section will give an introduction to the physical structure of solar cells, the

available solar power for conversion, a description of their ideal operation, and non-ideal

effects on solar cells.

2.1.1 Solar cell device structure

The solar cell is the basic building block of solar photovoltaic (PV) applications. A

solar module is many cells connected together in series, typically 28 to 36 cells.[3] The

cells are connected in series to increase the amount of voltage generated. A PV generator

is an array of modules that is designed to generate power at a certain voltage or current

under illumination.

The solar cell device can be described as a p-n junction with front and rear con-

tacts. The front contact is typically patterned in a finger structure to reduce the amount
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of space shielded from incoming solar radiation. This material must be highly conduc-

tive and provide a high-quality electrical contact, typically a metal is used.[4] A simple

monocrystalline silicon solar cell is shown in Fig. 2.1. Anti-reflective coatings and tex-

tured surfaces are used to increase light trapping in the cell. Light trapping leads to longer

path lengths through the absorber for light entering the front of the cell and leads to more

absorption of the incident light.[3, 5, 6] The p-type bulk of a silicon solar cell forms the

cell’s base. It is where the majority of incident light is absorbed and is fittingly called

the absorber. The top of the bulk is doped n-type to form the emitter. Shallow doping is

used to form the n-p junction near the top of the bulk so that most of incident light passes

through the emitter into the p-type bulk. The rear contact is similar to the front contact,

although it is not patterned and is simply a blanket coating of metal with an appropriate

work function to form an Ohmic contact to the bulk of the cell.[5]

 Backside Contact

Base (p-Si)

Emitter (n-Si)

Anti-re�ective
coating

Front contact
hn

Figure 2.1: Structure of a basic monocrystalline silicon solar cell.

In a thin film solar cell (TFSC), the p-n homojunction of the single crystalline so-

lar cell is replaced by independently deposited layers, forming a heterojunction. This is
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done because single crystal material can be difficult to produce, making it cost effective to

find materials that can be deposited more cheaply.[3] The different device layers are de-

posited onto a substrate, which only provides structural support to the cell. The cell can

be configured in two ways: superstrate and substrate configurations. In the superstrate

configuration, incident light must pass through the structural material. For this reason,

glass is usually used because of its high transparency and low cost. In a substrate config-

uration, incident light does not pass through the support layer, so it can be made of any

material that has the required strength. Glass is often used because it is cost-effective. An

example of a thin film solar cell stack is shown in Fig. 2.2

Figure 2.2: Structure of a basic thin-film solar cell.[5]

In a TFSC, transparent conducting oxides (TCOs) are often used as the top con-

tact because of their high conductivity, transparency, and wide range of deposition meth-

ods available.[5] Light trapping is often used in TFSCs to compensate for the thin ab-

sorber layer thickness and increase the number of times light passes through the absorber.

For this reason, highly reflective metal is usually employed as a back contact, such as

molybdenum.[7]
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2.1.2 Incident solar power

The sun emits light across many wavelengths: ultraviolet, visible, and infrared spec-

trums. The greatest irradiance is in the visible range of the spectrum, which spans 300-800

nm wavelength range. The light that reaches the earth’s surface is attenuated and changed

in spectral density by the earth’s atmosphere. Light can be absorbed by water vapor or

ozone or scattered by dust in the air, etc.

This atmospheric attenuation is quantified by the Air Mass factor, nairmass. This is

the degree to which the atmosphere affects sunlight received at the earth’s surface and

measures the optical path length relative to the path length if the sun were directly over-

head. An air mass number of zero (AM0) corresponds to the sun’s spectrum outside the

earth’s atmosphere and is approximately 1325 W/m2. The AM1 spectrum corresponds

to sunlight on the surface when the sun is directly overhead. The incident power for this

AM1 factor is approximately 925 W/m2. Fig. 2.3 shows the AM1.5 spectrum compared

to the AM0 spectrum. The AM1.5 condition represents a satisfactory energy-weighted

average of sunlight incident on the earth’s surface for most areas in the United States. It

corresponds to the sun being at an angle of approximately 45◦ and delivers 844 W/m2 to

the earth’s surface.[9] The AM1.5 condition is used as a standard condition for solar cell

testing.

2.1.3 Ideal solar cell operation

Solar photovoltaic (PV) energy conversion is a direct energy conversion process

which generates electrical energy from light energy and relies on the photoelectric effect.[3,

5] There are four essential steps needed in the process:[5]

1. A light absorption process involving a transition in a material from a filled, lower

energy state to an empty, higher energy state. This occurs in the absorber layer of a

solar cell.
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Figure 2.3: Incident solar energy in space (AM0) and the average terrestrial solar irra-

diation for the United States (AM1.5) defined by the American Society for Testing and

Materials.[8]

2. Conversion of this excitation energy into a free negative and a free positive charge

carrier pair.

3. A discriminating transport mechanism which causes the free negative carriers to

move in one direction, to the cathode, and the free positive charge carriers to move

in the opposite direction, to the anode. The photogenerated negative carriers result

in electrons that travel through an external circuit and do work at an external load.

4. The returning electrons arrive at the anode and combine with positive charge carri-

ers to complete the circuit and return the absorber to the ground state.

In ideal solar cell operation, various assumptions are made: all incident photons

with energy equal to or greater than the band gap are absorbed, one electron-hole pair is

generated per absorbed photon, and energy greater than the band gap is dissipated as heat
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through carriers thermalizing to the conduction or valence band edges.[3, 9] To illustrate

solar cell operation, consider a p-n junction, as shown in Fig. 2.4. In the unilluminated

case, shown in Fig. 2.4a), there is a small current due to thermal generation of minority

carriers, referred to as the diode saturation current, Is.[9] These carriers are swept across

the depletion region due to the built-in voltage (Vbi) and flow from the emitter to the base.

There is an equal diffusion of majority carriers moving in the opposite direction, giving a

net zero current in the cell.

VbiBase

Emitter

EC

EF

EV

a)

Vbi - V

Base

Emitter

EC
EFN

EV

b)

EFP

V

Iph

Figure 2.4: Energy band diagrams for a solar cell a) in the dark, and b) under illumination.

Under illumination, as shown in Fig. 2.4b), photogenerated carriers are introduced,

leading to a photocurrent (Iph) flowing from emitter to base. If the solar cell is operated

in an open-circuit configuration, there is a build up of minority carriers on either side of

the p-n junction. This charge build up leads to a photovoltage, V , across the junction and

forward biases it. A diffusion current, Idi f , that flows from the base to the emitter results

from this bias. This current is called the dark current in a solar cell and is given by [9]

I = Is[e
qV

kBT −1], (2.1)
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where Is is the diode saturation current, kB is Boltzmann’s constant, and T is the temper-

ature in degrees Kelvin. If the cell is operated as a short circuit by connecting the emitter

and base, the total current in the solar cell, Isc, is equal to Iph. This is the maximum

current that can be generated in the cell.

An equivalent circuit for an ideal solar cell is shown in Fig. 2.5. The solar cell is

modeled as a diode in parallel with a current source, which represents the photoillumina-

tion. When an external load is connected to the solar cell, modeled as a load resistance,

RL, the net current is given by[9]

Isc = Is[e
qV

kBT −1]− Iph. (2.2)

If the cell is operated in an open-circuit configuration, the dark and photo currents are

equal in magnitude and the voltage across the terminals is called the open-circuit voltage,

Voc, and given by

Voc =

(
kBT

q

)
ln
[(

Iph

Is

)
+1
]
≈
(

kBT
q

)
ln
(

Iph

Is

)
. (2.3)

For a given photocurrent, the open-circuit voltage increases logarithmically with decreas-

ing saturation current. The maximum voltage that can be extracted from a solar cell is

equal to the built-in voltage of the p-n junction.[9]

The power output of a solar cell operating at a voltage V and delivering a current I

is the product of I times V divided by the cell area,

Pout =
IV

area
= JV, (2.4)

where J is the current density. The current density-voltage characteristics of an ideal solar

cell are shown in Fig. 2.6. The dark case corresponds to zero photocurrent, so the cell

behaves like a p-n junction diode. Under illumination, the J-V curve has the same shape as

the dark case, but is shifted on the current axis by the photocurrent. The load resistance is

selected to maximize the power delivered from the cell. The maximum power output can
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RL
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_

V

Figure 2.5: An equivalent circuit for an ideal solar cell (inside the dashed line) connected

to an external load RL.

be found by differentiating the power equation and setting it equal to zero. This is termed

the maximum power point, Pmax = JmVm, and gives the best thermodynamic efficiency, η,

of the photovoltaic conversion process,[5]

η =
VmJm

Pin
, (2.5)

where Pin is the total incident power due to the impingement of photons on the solar

cell and Jm and Vm are the respective points on the J-V curve giving the greatest power

output. This assessment assumes that the photon impingement area is equal to the current

generating area, which is not the case in a practical solar cell due to shadowing by the top

contact. In the ideal case, the power conversion efficiency is a function of the band gap

and incident spectrum.[3] As the band gap increases, the short-circuit current decreases.

As the band gap decreases, the open-circuit voltage decreases. The appropriate range of

band gap for a practical solar operation is between 0.8-1.5 eV. For 1 sun illumination, the

theoretical peak efficiency is 33%.[9]
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Figure 2.6: Ideal current-voltage curves for a solar cell when in the dark and under illu-

mination.

From inspection of Fig. 2.6, the ideal shape of the Pout curve is a rectangle. In this

case, the cell delivers a constant current, Jsc, for any voltage until Voc. The fill factor (FF)

defines how close a given output curve is to an ideal rectangle,

FF =
JmVm

JscVoc
. (2.6)

By definition, the fill factor must be ≤ 1 but is always less, due to non-ideal solar cell

effects.

2.1.4 Solar cell operation: non-ideal effects

In actual operation, a solar cell does not behave in an ideal manner. Non-idealities

cause a loss in either the open-circuit voltage or the short-circuit current and can be

caused by one of several sources, including impurities in the material, non-radiative re-

combination, series and shunt resistances, and incomplete absorption.[3] Each of these

non-idealities is discussed in the following paragraphs.
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Material impurities can be due to defects in polycrystalline materials. Because

polycrystalline materials are made up of grains of various orientations, defects occur at

boundaries between grains. Grain boundaries can affect the current-voltage performance

of a solar cell in several important ways. Majority carrier mobility can be reduced, which

can increase the series resistance. Minority carrier recombination can be enhanced, which

reduces the minority carrier lifetime and increases the dark current. The simple diode

equations used to describe the current in the previous section do not apply. This occurs

because the minority carrier lifetime and diffusion length are dependent on the carrier

density and Isc is not accurately evaluated using Eq. 2.2. Grain boundaries do not always

degrade charge transport or solar cell operation. If the grain diameter is much larger than

the minority carrier diffusion length, the short circuit current is not controlled by grain

boundary recombination.[6] Also, certain types of solar materials (e.g. CdTe and CIGS)

possess grain boundaries which appear to enhance rather than degrade minority carrier

collection.[10]

Once electrons have been excited into the conduction band and the corresponding

holes are created in the valence band, the goal is to use these carriers to do work in an

external circuit. However, electrons can give up their energy without doing any exter-

nal work. This happens through recombination and can occur in several ways: radiative

recombination, in which a photon is emitted; Shockley-Read-Hall (SRH) or trap-assisted-

recombination, which involves phonons and states in the band gap; or Auger recombina-

tion, in which one electron or hole’s energy is transferred to another electron or hole.[5]

In an ideal device, all recombination is assumed to be radiative. In an actual solar

cell, other recombination mechanisms exist and combine to determine the overall minor-

ity carrier lifetime, defined as the time that a minority carrier exists before recombining

with a majority carrier. In a radiative recombination process, illustrated in Fig. 2.7a),

an electron in the conduction band recombines with a hole in the valence band. Energy
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equal to the band gap is emitted in the form of a photon.[11] Radiative recombination

is unavoidable in a light absorbing material and is most important in a direct band gap

semiconductor.[3]

EC

EV

ET

hn

(a) (b) (c)

Figure 2.7: Energy band diagram showing a) radiative recombination, b) Auger recombi-

nation, and c) Shockley-Read-Hall recombination.

In Auger recombination, the energy generated by an electron and hole recombining

is transferred to another electron or hole. In Fig. 2.7b), the energy (not to scale) is

transferred to an electron, which then thermalizes back to the bottom of the conduction

band. This de-excitation process is termed thermalization because the extra, above-band-

gap energy is dissipated as heat primarily into the lattice by exciting phonons.[5, 11]

Auger recombination is unavoidable and is important in low band gap materials that have

high carrier concentrations due to strong carrier-carrier interactions.[3]

SRH recombination is recombination that is mediated by trap states in the band gap.

These trap states can be caused by defects in the lattice or impurities in the material. As

illustrated in Fig. 2.7c), SRH recombination involves a sequential process involving both

electron and hole capture. In the first step, the trap captures a free charge carrier, which
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can be either an electron or hole. This carrier could be released by thermal activation,

but if a charge carrier of opposite polarity is captured, then the two carriers recombine

and empty the trap.[3] The energy lost in SRH recombination is given off as heat, similar

to Auger recombination.[11] Localized states that only capture one kind of free carrier,

either electrons or holes, are usually referred to as traps. States that can capture both

kinds of carriers are called recombination centers and are usually deeper in the band gap

than traps.[3]

Iph
RL

+

_

V
Idark Idark2 Rshunt

Rseries

Non-ideal elements

Figure 2.8: Equivalent circuit model for a solar cell including non-ideal elements (inside

the dashed lines) connected to an external load RL.

The effect of these non-radiative processes in a solar cell is an increase in the dark

current. These can be represented in an equivalent circuit as an additional diode, shown

in the dotted box in Fig. 2.8. The dark current due to non-ideal effects will add with the

dark current from the ideal model, represented as Idark2 and Idark1 in Fig. 2.8, respectively.

The series and shunt resistances do not add to the dark current, but will deform the I-V

curve of the solar cell. The series resistance, Rs, arises from all the components of the

solar cell including the base and emitter regions, the contacts and contact interfaces. The

shunt resistance, Rshunt , is due to leakage in the solar cell. Ideally, Rshunt is infinite and
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there is no leakage current in the solar cell.[3] The effect of Rs and Rshunt will reduce the

fill factor of the solar cell and is illustrated in Fig. 2.9.

J

V

a)

J

V

b)

ideal

with Rs

ideal

with Rsh

Figure 2.9: The effect of non-ideal elements in a solar cell due to a) series resistance and

b) shunt resistance.

Another factor limiting the efficiency of a practical solar cell is the absorption spec-

trum. In an ideal case, at a photon energy just above the band gap, absorption occurs in a

step function-like manner in which all incident above-band-gap photons are absorbed and

generate electron-hole pairs. In practice, however, absorption increases in a less abrupt

manner.[7] This lowers the quantum efficiency of the solar cell from its ideal value.

2.1.5 p-i-n solar cells

Efficient extraction of photogenerated carriers is important in order to achieve the

highest efficiency possible in a solar cell. Extraction is affected by the mobility and

lifetime of the carriers and choices of contact metal. A large mobility and lifetime are de-

sirable because photogenerated carriers must survive long enough in the material to travel

to the contact and be collected. Minority carrier mobility and lifetime can be decreased
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by grain boundaries. Thin-film solar cells, which tend to have polycrystalline absorber

layers, can be greatly affected by grain boundaries.[7] Solar cell contacts must be selec-

tive as to which types of carriers are collected, electrons or holes. If a minority carrier

diffuses in the wrong direction, e.g. a minority electron in the base diffusing in the direc-

tion away from the depletion region and towards the contact, it will most likely recombine

with a majority carrier before it can be extracted. This will decrease the photocurrent in

the solar cell. To reduce this, contacts are chosen that present a potential energy barrier

to the minority carriers. This is sometimes referred to as an ’electron mirror.’

p i n

Ec

Ev

Ef

Figure 2.10: Energy band diagram for a p-i-n solar cell.

Another strategy for improving carrier collection is to use a p-i-n device structure,

as shown in Fig. 2.10. In this structure, an undoped, intrinsic region is placed between

the p- and n-regions of the solar cell. The carrier collection is then aided by the internal

electric field in the depleted i region.[12] This structure is used for materials that have

low mobility and/or lifetime so that carrier diffusion is not efficient.[6] When a p-i-n

structure is used, the transport mechanism in the solar cell is primarily drift, as compared

to diffusion, which dominates in a p-n junction solar cell. The p-i-n structure is employed

for amorphous silicon and other thin-film solar cells to increase collection efficiency.
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2.1.6 Multijunction solar cells

Another strategy to increase the efficiency of a solar cell is to use two or more

junctions of different bandgaps to convert photons at different energies. This circumvents

the tradeoff between the open-circuit voltage and short-circuit current for a given band

gap by using materials with different band gaps. The simplest approach is to simply stack

cells so that the largest band gap cell is on the top and the smallest band gap cell is on

the bottom of the overall stack. The large band gap cell allows lower energy photons

to pass through towards the inner cells.[12] Efficiency is improved because there is less

thermalization loss compared to when a single band gap material is used. Compared to

the maximum theoretical value for a single band gap solar cell of 33%, a tandem cell has

a maximum theoretical efficiency of approximately 40%.[9] As of May 2012, the highest

efficiency recorded is 37.7% by a triple junction solar cell composed of absorber layers

of InGaP/GaAs/InGaAs.[13] The ideal combination of bandgaps for a triple junction cell

is Eg1 = 1.75 eV, Eg2 = 1.18 eV and Eg3 = 0.75 eV.[9] An example of a triple junction

solar cell is shown in Fig. 2.11.

2.2 Thin-Film Solar Cell Materials

Although solar cells based on crystalline silicon (c-Si) currently dominate the mar-

ket, it is thought that cells based on thin-film absorbers are capable of reaching similar

efficiencies at lower costs.[14] c-Si-based cells accounted for 87% of the world’s PV

sales in 2011, and have advantages with respect to stability, abundance, non-toxicity, and

performance.[15, 4] c-Si cells are a high performing single junction technology with a

highest reported efficiency of 26.7%.[16] However, this leaves little room for improve-

ment before the theoretical limit limit is reached, known as the Shockley-Queisser limit,

of 33.7%.[17] Further improvements in efficiency would probably come at a drastically

increased cost. Despite having lower efficiencies, thin-film solar cell technologies have
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Figure 2.11: Structure of a triple junction solar cell.

some advantages over c-Si: material costs are generally lower, fewer processing steps are

involved, and simpler device processing and manufacturing technology is available for

large-area modules.[14] This section gives a brief survey of first-generation technologies

used for thin-film solar cell materials that compete with crystalline silicon: hydrogenated

amorphous silicon (a-Si:H), cadmium telluride (CdTe), and copper indium gallium dise-

lenide (CIGS, Cu(In,Ga)Se2).
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Figure 2.12: Examples of solar cell structures for a) hydrogenated amorphous silicon

(a-Si:H), b) cadmium telluride (CdTe), and c) copper indium gallium diselenide (CIGS).

2.2.1 Hydrogenated amorphous silicon (a-Si:H)

Currently, the thin-film solar cell technology that is most commercially available is

based on a-Si:H and its alloys. As a PV material, its advantages are the availability of

an adjustable band gap of 1.1 to 2.5 eV through alloying with germanium, high optical

absorption (∼105 cm−1), ease of fabrication compared to crystalline silicon, and proven

manufacturing technology.[14] Compared to crystalline silicon, a-Si:H has an absorption

coefficient that is 100 times larger with an absorbing layer that is 1000 times thinner.[4]

A disadvantage of a-Si:H is that it intrinsically has a high defect density due to dangling

bonds, which create energy states in the band gap. The hydrogenation process is used to

passivate these bonds, but a-Si:H still has a low minority-carrier lifetime. For this reason,
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a-Si:H cells employ a p-i-n structure to assist collection of photogenerated carriers via

drift. An example of an a-Si:H solar cell is shown in Fig. 2.12a.

The efficiency of an a-Si:H cell is degraded over time by the Staebler-Wronski ef-

fect, which can lower the cell efficiency by 10-20%.[14, 4] The Staebler-Wronski effect

involves light-induced creation of metastable defects in a-Si:H.[4, 12] This results in a re-

duction of the electrical field in the intrinsic region of the cell and reduces the conductivity

of the material. These defects can be repaired by annealing the cell at temperatures above

150 ◦C, but are a major problem for a-Si:H solar cells. To combat the Staebler-Wronski

effect, the intrinsic region of the a-Si:H cell is thinned so that carriers have a shorter dis-

tance to travel to reach an electrode.[4] However, this strategy decreases light absorption

in the intrinsic region. This necessitates the use of optical light trapping strategies and

multijunction cell architectures to increase the effective thickness of the absorber layer.

2.2.2 Cadmium telluride (CdTe)

The record efficiency for a CdTe-based solar cell is 18.3%, achieved recently by

General Electric.[16] Compared to crystalline silicon, the main advantages for CdTe are

a direct band gap of 1.44 eV, which leads to a larger absorption coefficient, and low-

cost fabrication.[18] Because of these advantages, CdTe is currently the most successful

thin-film solar cell material.[7]

CdTe thin-film solar cells are normally made using a heterostructure with cadmium

sulfide (CdS) as an n-type diffusion barrier between the front contact and the CdTe, which

acts as a p-type absorber layer. CdTe can be deposited by a variety of techniques, includ-

ing close-spaced sublimation (CSS), sputtering, spray deposition (SD), and metal-organic

chemical vapor deposition (MOCVD). For large-scale deposition, methods such as CSS

and SD are widely used.[14] An example of a CdTe solar cell structure is shown in Fig.

2.12b. Regardless of which deposition technique is used, CdTe layers require a post-
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deposition anneal with a chlorine-containing compound, often CdCl2, to improve the

microstructural and electrical properties.[14] The CdCl2 treatment leads to grain growth

in both the CdS and CdTe layers of the cell, which improves the electrical performance

of the material but the film adhesion can decrease during the CdCl2 treatment. Some lim-

itations of CdTe/CdS devices are low sheet resistance and poor light transmittance in the

CdS layer.[14] CdS has a band gap of 2.4 eV, resulting in poor blue response of the CdTe

solar cell since a fraction of the high energy photons are absorbed in the CdS rather than

in the CdTe.

Disadvantages of CdTe include the toxicity of Cd and the difficulty of fabricat-

ing a low-resistance contact to the p-type CdTe film. Many p-type contact metallization

schemes have been tried using materials such as Cu, Au, Cu/Au, Ni, Cu2Te, ZnTe:Cu,

and HgTe:Cu.[14, 4] These materials can diffuse into the CdTe film, sometimes lead-

ing to additional complications with respect to reproducibly fabricating a high-efficiency

solar cell.

For the front contact to a CdTe solar cell, many materials have been used, including

indium tin oxide (ITO), SnO2:F (FTO), SnO2, and ZnO, with SnO2 being widely used.

In Fig. 2.12b, Cd2SnO4 (CTO) and Zn2SnO4 (ZTO) are used as the window layers.

This configuration was used in the first CdTe cell to achieve an efficiency greater than

16%.[19] Compared to SnO2, the CTO films had lower roughness, sheet resistance, and

absorption. This led to an increase in the short-circuit current, fill factor, and efficiency

for CdTe cells.[19]

2.2.3 Copper indium gallium diselenide (CIGS)

Solar cells based on CIGS are currently the highest performing thin-film solar cells,

at over 20%.[16] CIGS development began with CuInSe2 (CIS), which has a band gap of

1 eV. By alloying CIS with CuGaSe2 (EG = 1.7 eV), the CIGS absorber band gap can be
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tuned to any value from 1 to 1.7 eV by varying the ratio of Ga to In. Current CIGS solar

cells use a ratio of approximately 1:4 Ga:In and have a band gap of 1.15 eV.[4, 18, 20]

CIGS absorbers have several advantages for PV applications. In addition to the band

gap tunability, CIGS solar cells have a long lifetime and diffusion length, on the order

of a nanoseconds and microns, respectively. This is because defects that form tend to be

electronically inactive, which means that the stoichiometry in the film does not have to be

exact to achieve good performance.[14]

CIGS absorber layers can be deposited by several deposition techniques. One

widely used method is co-evaporation. In this method, the constituent elements are evap-

orated onto the substrate concurrently in an excess Se environment. The substrate can be

heated to form the film at the same time as it is deposited to save a processing step. If the

evaporation rates are well controlled, this can lead to reproducible films. Additionally,

the Ga/In ratio can be changed during deposition, allowing for the design of graded-band

gap structures.[14] A completed CIGS solar cell has a similar structure to a CdTe cell, as

shown in Fig. 2.12c.

Another method that can be used to fabricate CIGS layers is annealing stacked ele-

mental layers. In this method, elemental layers are deposited in steps with a layer of Se

near the front of the film. The stack is then heated by a rapid thermal process in either an

inert or a Se atmosphere to mix the layers and form the film. During the heating process,

CuInSe2 forms faster than CuGaSe2. Since the reaction begins with the Se at the front sur-

face of the film, Ga builds up at the back surface of the film. Increasing the Ga content in-

creases the band gap of the film, which causes a ’back-surface field’ to be introduced. This

field increases carrier collection and reduces back-surface recombination.[14] The back

contact metal is usually molybdenum, due to the formation of an intermediate MoSe2

layer that reduces back-surface recombination due to the presence of a conduction band

interfacial barrier.[21]
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2.3 Desired qualities for absorber materials

There are two important objectives for an efficient solar cell: 1) effective absorption

of incident photons to generate electron-hole pairs, and 2) the ability to collect these pho-

togenerated charges before they recombine.[22] These objectives are affected by several

material considerations.

The first consideration for a material is the type of the band gap. A direct band gap

is needed for a material to have a large absorption coefficient (α). Values of 104 cm−1 are

required, with values greater than 105 cm−1 preferable. Additionally, how abruptly the

absorption coefficient reaches its maximum value above the band gap is important. It is

desirable for α to reach 105 cm−1 within 1 eV of the band gap. Larger values for α allow

for thinner absorber layers, lowering material cost and the distance a carrier must travel

to be collected. If the absorption is strong enough, the absorber layer thickness may be

reduced such that photogenerated carrier extraction may be aided by drift. Both the value

of the absorption coefficient and how abruptly it reaches its maximum value will be used

to evaluate absorber materials presented in this thesis.

The second consideration is the magnitude of the band gap. This is important for

efficient utilization of the available solar spectrum. According to calculations, the optimal

band gap value is 1.34 eV, although in practice values of 1 - 1.6 eV may be useful for

single- or multi-junction solar cell applications.[3, 9] If the band gap is too large, higher

energy incident light is not collected, limiting the short-circuit current. If the band gap is

too small, the open-circuit voltage is reduced.[9]

Solar cells are bipolar devices, meaning that their operation is controlled by mi-

nority carrier considerations. For this reason, solar absorber materials are preferred to be

p-type or p-type dopable to take advantage of higher electron mobility compared to that

of holes.[23] Additionally, the ability to dope the material both n- and p-type is desirable

in order to form homojunctions. This allows for formation of p-i-n devices by leaving
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an undoped (intrinsic) region between two oppositely doped regions. This aids charge

extraction by using the built-in electric field to aid in transport of carriers to the contacts.

A final important property for an absorber material is to have a long diffusion length

(Ld). The diffusion length is the distance a minority carrier travels before it recombines

with a majority carrier. Photogenerated carriers that are generated within one diffusion

length of a contact will most likely be collected. The diffusion length, therefore, is an

important quantity for effective charge collection in a solar cell. The diffusion length is

given by [9]

Ld =

(
kBT

q
µnτn

) 1
2

, (2.7)

where µn is the minority electron mobility and τn is the minority electron lifetime. To

maximize the diffusion length and, therefore, carrier collection, a large mobility and long

lifetime are important.[23]

Another important concern for the materials investigated in this thesis is the ele-

mental composition of the material. One of the goals of this research is to investigate

materials that are abundant, affordable, and non-toxic. CdTe and CIGS thin-film solar

cells contain toxic Cd, Te, or Se or rare In, Ga, or Te. In this research, every effort was

made to avoid these materials and use more attractive elements whenever possible.

2.4 Conclusion

In this chapter, ideal and non-ideal performance of a solar cell was discussed, along

with strategies to increase the efficiency of solar cells. The dominant thin-film solar cell

materials, a-Si:H, CdTe, and CIGS were presented along with advantages and disadvan-

tages of each. Finally, a list of desired qualities for an absorber material were enumerated,

which will be used to evaluate materials presented in this thesis.
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3. EXPERIMENTAL TECHNIQUES/DEVICE FABRICATION
AND CHARACTERIZATION

This chapter describes experimental techniques and tools used in the research lead-

ing to this thesis. First, the steps for substrate preparation are described. Sputtering

is then briefly reviewed. Electron beam evaporation is then reviewed. This deposition

method is the main technique used in this research for thin-film absorber layer fabrica-

tion. The post-deposition anneal, which is used to enhance crystallinity and improve film

stoichiometry, is then discussed. Finally, methods used to analyze the films are reviewed.

X-ray diffraction (XRD) is used to characterize film structure. Hall measurements are

used to characterize the film carrier type and concentration along with the resistivity.

Seebeck measurements are used to determine the majority carrier type and to get a rough

estimate of the carrier concentration. Transmission and reflection measurements are used

to calculate the absorption coefficient. Finally, a discussion of different types of optical

transitions that can occur within an absorber material is given.

3.1 Absorber layer fabrication

This section describes the process flow for creating the absorber layers. The meth-

ods used to fabricate solar absorber layers are discussed next.

3.1.1 Sample Preparation

Before depositing a solar absorber material, the substrate to be used must be prop-

erly cleaned. This step has been found to be crucial and can affect the film purity and

adhesion. The substrates are first placed in a deionized (DI) water bath with 2-5% Con-

trad cleaning solution and the bath is placed in a sonicator for approximately 10 minutes.

Then they are rinsed with DI water before being placed in a bath of only DI water in the
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sonicator for 5 minutes. After this, the substrates are rinsed again to be sure to remove

all the cleaning solution and blown dry using filtered nitrogen. The substrates are then

placed on a hot plate at 200 ◦C for another 10 minutes to evaporate any remaining water.

The choice of substrate is determined by the goal for that film. If the sample is going to

be used for optical measurements, fused silica should be used because it is transparent.

Fused silica is also desirable because of its high thermal stability and lack of group I

and II metals, which can migrate to the film and change its properties during subsequent

heating steps.

3.1.2 Sample deposition

Thin films are deposited using either sputtering or electron beam evaporation. Ini-

tially, sputtering was believed to be the technique of choice due to its reputation for mak-

ing films with the same stoichiometry as the target. However, as-deposited sputtered

films were found to be non-stoichiometric, requiring a post-deposition anneal to fix the

stoichiometry. Because of this consideration and due to the challenges in manufactur-

ing a high-quality sputter target of sulfide materials, electron beam evaporation was used

to make subsequent materials. This deposition method offers the advantage of greater

flexibility with material composition and a speedier ramp up for synthesizing a material.

3.1.2.1 Sputtering

Sputtering is a physical vapor deposition process in which films are deposited by

bombarding energetic ions into a target material to eject them from the target and transport

them to the substrate.[24] Sputtering is accomplished via a glow discharge plasma, which

is a type of plasma that is self- sustaining. A plasma is a partially ionized gas containing

an equal number of positive and negative charges along with some neutral gas species. To

create a glow discharge, a chamber is filled with a neutral gas, usually argon, and a DC
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bias is applied across a cathode and anode. Initially, there is no current flow through the

gas. At some point, however, an ionization event occurs and creates a free electron plus

an ion.

As this electron travels through the gas, it has a chance to collide with other atoms

either elastically or inelastically. If the collision is elastic, there is no energy transferred to

the atom and the electron continues on in a different direction. If the collision is inelastic,

there is a significant amount of energy transferred to the atom. In this collision, if the

transferred energy is less than the ionization potential of the atom, an electron in the outer

shell of the atom will be excited to a higher energy level and then decay by emitting

visible light photons. This is the source of the characteristic glow of a plasma.

If the transferred energy is greater than the ionization potential of the atom, another

free electron is created. Both electrons will then be accelerated again and have the op-

portunity to undergo another inelastic collision and ionize more atoms, creating a cascade

of free electrons. Current will then flow in the external circuit between the cathode and

anode, with the anode collecting the current. This will result in the collisions taking place

closer to the anode and requires a source of electrons to continue the current. Electrons

can come from bombardment of the cathode with energetic neutral and ionized argon

atoms. These collisions are high enough energy to cause the cathode to emit secondary

electrons and sustain the plasma.

In this research, radio frequency (RF) sputtering was used instead of direct current

(DC) sputtering. RF sputtering is used when the target material is insulating because

the electrons that are removed from the target surface are not replenished, which would

lead to a build up of positive charge on the target surface and extinguish the plasma. RF

sputtering uses an ac voltage to remove the positive charge from the surface of the target.

During the negative half cycle of the applied waveform, the positive ions are attracted

to the target and sputter the target material. This also results in a build up of positive
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Figure 3.1: Energetic ionized particles bombard a target surface and eject target material

to be condensed onto a substrate surface.

charge on the target surface. During the positive half of the waveform, electrons are

attracted from the plasma to the target and neutralize the accumulated positive charge.

However, due to the smaller mass of the electron, there are more electrons attracted to

the target during the positive waveform than positive charge attracted during the negative

waveform. This causes a negative charge to build up on the target during the first few

cycles and repels electrons, leading to steady state conditions. This leads to a negative

DC offset voltage between the electrode and glow discharge plasma. If the potential

difference between the plasma and self-biased electrode is sufficiently large, ions in the

plasma will be accelerated towards the electrode and will cause sputtering, i.e. knocking

off target atoms which travel to the substrate. A drawing of an energetic ionized particles

bombarding a surface and causing sputtering is shown in Fig. 3.1.

When the accelerated ion from the plasma impacts the surface of the target, there

is a probability that an atom from the surface will be ejected. The probability that an

atom will leave the surface of the target depends partially on the angle of incidence of the
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accelerated ion. The probability of a sputtering event increases if the angle of incidence is

less than 90◦. Other factors that affect the probability of an atom leaving the target are the

energy of the accelerated particle and the sputter yield of the surface impacted by the ac-

celerated ion. Larger incident energies will lead to a higher probability of sputtering. The

sputter yield is the number of atoms ejected from the surface per incident ion and largely

determines the rate of sputter deposition. It depends on the mass of the bombarding ions,

energy of bombarding ions and target material. In this research, Fe2GeS4 was deposited

by RF sputtering in the Chalcogenide Deposition System (CDS) in the OSU clean room.

3.1.2.2 Electron beam evaporation

Rapid materials development is a strategy used to quickly assess and develop ma-

terials. It involves setting specific goals for a material that must be met in order for it

to continue being researched. To achieve rapid material development, there must be a

method to quickly synthesize materials in a reasonable amount of time. Electron beam

evaporation is capable of the rapid processing required for new materials exploration.

This made it ideal for this project due to the number of materials under consideration.

Compared to sputtering, the target manufacture is considerably simpler due to the lower

target density requirement. Also, for many materials the constituent elements can be sim-

ply evaporated onto a substrate in layers and mixed in a post-deposition anneal, removing

the need to manufacture a target completely. For these reasons, electron beam evaporation

was the dominant method employed in this research.

Electron-beam evaporation is a technique well suited to the deposition of pure ma-

terial layers and provides a method for depositing almost any element from the periodic

table.[25] Compared to resistively heated sources, electron beam evaporation eliminates

the contamination by crucibles, heaters, and support materials. It also is useful to deposit-

ing materials with a very high melting point, such as molybdenum or tantalum.
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In electron beam evaporation, electrons are thermionically emitted from a heated

filament which is shielded from a direct line-of-sight of the evaporant and substrate. Elec-

trons are accelerated by a negatively biased filament cathode with respect to a grounded

nearby anode and a transverse magnetic field is used to deflect the beam in a 270◦ arc,

focusing it onto the evaporant. The evaporant is placed in a carbon crucible to prevent it

from alloying with the hearth. This allows for materials to be easily switched out of the

tool and increases the flexibility of the tool. The crucibles are large enough to allow for

many depositions without having to refill the crucibles and break vacuum. A schematic

of a electron beam evaporation tool is shown in Fig. 3.2. To optimize the evaporation, the

beam focal spot can be widened and the beam can be electromagnetically scanned across

the evaporant source.

Filament

Electron beam

Evaporant

Water cooled hearth

Crucible liner

Figure 3.2: Side view of an electron beam evaporation tool.

Electron beam evaporation is performed under high vacuum conditions to minimize

the number of gas phase collisions the evaporated material undergoes before it impinges

onto the substrate surface. When in high vacuum, the material to be evaporated undergoes
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a transition from solid to gaseous state at a lower temperature. Because of this, it is

possible to evaporate a material at or below its melting temperature instead of at its boiling

temperature.[25] High vacuum conditions also reduce unfavorable reactions between the

evaporant or deposited film and the atmosphere in the tool, such as residual oxygen or

water vapor.

To estimate the power density of evaporation that must be delivered by the electron

beam to compensate for the heat losses during evaporation [26], there are four quantities

that should be compared: the power density for the heat of sublimation (Ps), the kinetic

energy of the evaporant (Pk), the radiation heat loss density (Pr), and the heat conduction

through the evaporant of thickness l (Pc). If the number of atoms evaporated is 1018

atoms/cm2-sec, then the power density to overcome the heat of sublimation is

Ps = 1018(1.6×1019)∆Hs = 0.16∆Hs (3.1)

The kinetic energy of the evaporant per atom is given by

Pk = 1018 (3
2

)
(1.38×10−23)Ts = 2.07×10−5Ts, (3.2)

where Ts is the source temperature. The radiation heat loss density is given by

Pr = 5.67×10−12
ε(T 4

s −T 4
0 ), (3.3)

where ε is the source emissivity at Ts and T0 = 293 K. The heat conduction through the

evaporant and the hearth is equal to

Pc = κ

(
Ts−T0

l

)
, (3.4)

where κ is the thermal conductivity of the evaporant and l is the thickness of the evaporant.

Using gold as an example with Ts = 1670 K, ∆Hs ≈ 3.5 eV, ε ∼ 0.4, l = 1 cm and κ =

3.1 W/cm-K, the corresponding power values are Ps = 0.56 W/cm2, Pk = 0.034 W/cm2,
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Pr = 17.6 W/cm2, and Pc = 4.3 kW/cm2. This shows clearly that the vast majority of the

electron beam power goes into the evaporant and hearth.

The disadvantage of electron beam evaporation is usually manifested as a loss of

stoichiometry in the deposited film. When the elements of a compound material do not

have similar melting points, the lower melting point material will evaporate at a faster rate

and an incongruent film will result. The technique can lead to fractionation, decomposi-

tion and dissociation of compound materials.[26] Because of these problems, two steps

were taken to prepare high-quality films. First, instead of attempting to make one evap-

orant source in the correct stoichiometry of the desired film, successive layers of metal

and sulfide compound were deposited. For example, when making Cu3SbS4, successive

layers of Cu and Sb2S3 were deposited and then mixed during the second anneal step.

Second, a post-deposition anneal step in an anion overpressure was used to fix the film

stoichiometry, since the films prepared were invariably found to be anion deficient. For

the specific case of a sulfide material such as Cu3SbS4, a sulfide source was incorporated

into the sealed annealing tube in order to remedy the sulfur deficiency of the as-deposited

film.

Materials deposited with electron beam evaporation in this research include Cu3SbS4,

CuSbS2, and MnSe2.

3.1.3 Post-deposition annealing

Once the films have been deposited, they are processed in a sealed, fused silica

tube along with a sulfide source. This annealing step fixes the stoichiometry of the films,

repairs any damage in the films from X-rays incident upon the film during deposition

[27], and results in polycrystalline films. This step is performed because the as-deposited

films are usually amorphous with no discernible band gap or optical properties. In this

research, the films were placed in a fused silica tube along with a powder sulfide source
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and evacuated to approximately 50 mT. They were then sealed and placed inside of a

furnace and heated to a temperature above the evaporation temperature of the powder.

Once the powder vaporizes, the film and atmosphere react.

3.2 Characterization Tools

Once a thin film of the desired material has been fabricated, it is then characterized

using different techniques to assess the crystallographic, electrical, and optical charac-

teristics of the material. X-ray diffraction is used to evaluate the crystal structure and

chemical composition of the films. Electrical characterization is accomplished using Hall

effect, Seebeck, and photoconductivity measurements. Optical characterization is per-

formed to investigate a materials suitability as a solar absorber and to measure the light

transmission and reflection of a material, allowing calculation of its absorption. In this

section, the techniques employed are briefly described.

3.2.1 X-ray diffraction

X-ray diffraction (XRD) is a non-destructive characterization technique that is used

to assess a material’s crystallinity and chemical composition. XRD can be used to charac-

terize a powder, single crystal, or thin film.[28] XRD uses x-rays as a probe because their

incident wavelength (∼0.2-0.3 nm) is similar to the distance between atoms in a crystal.

XRD is accomplished by aiming x-rays at a sample and measuring their intensity after

they are reflected, as shown in Fig. 3.3.

Incident x-rays are diffracted by different crystal planes, resulting in a path dif-

ference for the x-rays. For the x-rays to interfere constructively, Braggs Law must be

satisfied:

2d sinθ = nλ (3.5)



34

d

d

Incident X-rays

Diffr
ac

ted
 X

-ra
ys

θ θ 

Figure 3.3: Diffraction of X-rays by a crystalline material.

where d is the spacing between crystal planes, θ is the incident angle of the x-rays, n is

an integer and λ is the wavelength of the scattered x-rays. As the spacing between crystal

planes changes, θ must also change. Typically, a metal Cu target is used to generate x-rays

with a known wavelength. The crystal plane spacing can then be calculated using

d =
nλ

2sinθ
. (3.6)

By sweeping the incident angle of the x-rays over a range (∼5-30◦) and measuring a

change in reflected intensity, a diffraction pattern is generated, as shown in Fig. 3.4. The

generated diffraction pattern is unique to a material and can then be used to identify its

stoichiometry by comparing the measured pattern to a database of measured diffraction

patterns, such as the Inorganic Crystal Structure Database (ICSD). In this research, XRD

was performed using a Philips X’Pert PW3040 and a Bruker D8 Discover X-ray diffrac-

tometer.
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Figure 3.4: XRD pattern for Cu3SbS4 (red) annealed at 300◦C in CS2 compared to a ref-

erence pattern (blue). Measured peaks correspond closely to reference peaks, confirming

film composition.

3.2.2 Hall measurements

Hall measurements are used to determine the carrier type, concentration and mo-

bility of a material.[29] This measurement consists of passing a current between two

contacts on a sample with a perpendicular magnetic field applied to affect the carriers, as

illustrated in Fig. 3.5. This force, called the Lorentz force, is given by

~FL = q~ν×~B (3.7)

where q is the charge on the particle,~ν is the velocity of the particle, ~B is the magnetic

field strength and × denotes a vector cross product. For an n-type semiconductor, when

electrons travel through the semiconductor, the applied magnetic field deflects them in the

y direction. A voltage is generated across the sample that is perpendicular to the current
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flow. This is referred to as the Hall voltage. The sign of the Hall voltage gives the carrier

type and the magnitude can be used to estimate the mobility and carrier concentration of

the majority carrier of the sample.[25]
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Figure 3.5: Schematic of a Hall measurement.

The Hall coefficient, RH , is given as

RH =
−VHd

IxB
, (3.8)

where VH is the Hall voltage, d is the thickness of the film, Ix is the current and B the

applied magnetic field. The sign of the Hall coefficient specifies the carrier type; when

RH is > 0 the majority carriers are holes and when RH is < 0 the majority carriers are
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electrons.[30] For an n-type (nno >> pno) or a p-type (ppo >> npo) semiconductor, the

carrier concentration can be estimated from the magnitude of the Hall coefficient,

RH =
1

qnno
, (3.9)

for electrons and

RH =
1

qppo
, (3.10)

for holes, where nno and ppo are equilibrium carrier concentrations for electrons and

holes, respectively.

The Hall mobility is calculated using the relationship,

µH =
l
w

(
VH

VxBz

)
, (3.11)

where l and w are the dimensions of the sample, VH is the Hall voltage, Vx is the voltage

in the x-direction, and Bz is the z component of the magnetic field. The calculated Hall

mobility can be larger than the conduction mobility due to the fact that electron and hole

distributions contain a range of energies rather than a single energy. The overestimation

can be reduced by using the Hall factor in the numerator of Eqs. 3.9 and 3.10 and is given

by

r =
< τ2 >

< τ >2 , (3.12)

where τ is the mean time between scattering events for carriers. The overestimation can

be reduced by increasing the magnetic field or fabricating very pure samples.[31]

3.2.3 Seebeck measurements

A Seebeck measurement is used to determine the carrier type of a film, pressed pel-

let, or single crystal and can also give an approximate value of the carrier concentration.

Two probes are put into contact with the sample, one hot and the other cold, as shown in

Fig. 3.6. In practice, the cold probe is usually at room temperature and the hot probe is



38

V +

Cold Hot

_

Electric 
Field

n-type

Figure 3.6: Schematic of the configuration for Seebeck measurements.

heated. Thermally generated majority carriers diffuse away from the hot probe, resulting

in it becoming positively or negatively charged. For an n-type sample, the diffusion of

carriers results in an electric field that points from the hot to the cold probe. The conduc-

tivity type of the sample is determined by the sign of the Seebeck voltage generated by

a thermal gradient across the sample.[30] The electric field and thermal gradient can be

used to calculate the Seebeck coefficient, S, using

S =−∆V
∆T

, (3.13)

where the Seebeck coefficient is given in units of µV
K , V is the Seebeck voltage, and T is the

temperature difference between the two probes. The Seebeck coefficient can alternately

be expressed as

S =
E

∇T
, (3.14)

where E is the electric field in the material due to the movement of carriers and ∇T is the

temperature gradient in the material.[32]

For n-type materials, when the hot probe is applied to the sample, the electrons

diffuse from the hot to the cold region, which results in an electric field to oppose the

diffusion. The electric field and temperature gradient then point in opposite directions,
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giving a negative S and indicating an n-type material. For p-type materials, holes diffuse

from hot to cold and the electric field and temperature gradient point in the same direction,

giving a positive S.[32]

The magnitude of the Seebeck coefficient can give an estimate of the majority car-

rier concentration of an n-type semiconductor using the equation:[33]

S =−kb

q

[(
5
2
− s
)
+ ln

(
Nc

n

)]
, (3.15)

where kB is Boltzmann’s constant, q the charge of an electron, s depends on the type of

scattering in the material, Nc is the effective density of states, and n is the carrier con-

centration in cm−3. The density of states can be estimated to be between 1017 and 1019

cm−3. s can be estimated to be 3
2 for ionized impurity scattering, which is the dominant

scattering mechanism in a semiconductor with a carrier concentration of ∼1018 cm−3.

A material with a majority carrier concentration that is much larger than the minority

carrier concentration will have a large Seebeck coefficient. Conversely, a small See-

beck coefficient indicates that the majority and minority carrier concentrations are closer

in magnitude.[34] For most materials, the carrier concentration estimated from Seebeck

measurements is only a rough estimate. For a more exact measurement, Hall measure-

ments can be performed.

3.2.4 Optical characterization

An optical measurement is used to assess the optical band gap (EG) and absorption

coefficient (α) of a material by measuring the reflectance and transmittance of the films.

This technique requires the use of a substrate that is transparent to the incident light; in

this research, fused silica was used.

The experimental configuration is shown in Fig. 3.7. Incident light is delivered

to the sample using an optical fiber from the source and is shined onto the sample at a

normal angle of incidence. The reflected light is coupled back to a detector through an
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optical fiber and back to a detector. The transmitted light is coupled to another optical

fiber and delivered to a detector.

Transmission 
Detector

IT Ii

IR

Reflection 
Detector

Source

Optic cable

Substrate

Film

Figure 3.7: The configuration of the optical characterization system. IT , IR, Ii are the

intensities of the transmitted light, reflected light and incident light, respectively.

In this research, an Ocean Optics system was used to characterize the films optically

with a spectrum of light from 200 nm to 2200 nm comprising the near-infrared range

(1000-2200 nm) and ultraviolet/visible range (250-1000 nm). The ultraviolet/visible light

source was deuterium (250-450 nm) and halogen lamps (450-1000 nm). The near infrared

source was a halogen lamp (1000-2200 nm). An InGaAs detector was used for near-

infrared light and a Si detector was used for ultraviolet/visible measurements.

The transmittance (T) and reflectance (R) are measured as a percentage of the in-

tensity of the incident light:

T =
IT

Ii
, (3.16)

R =
IR

Ii
, (3.17)

where IT , Ii, and IR are the intensities of the transmitted, incident, and reflected light,

respectively. The absorption coefficient (α) can then be estimated using Beer’s Law:

e(−αd) =
T

1−R
, (3.18)
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where d is the thickness of the film. The transmittance and reflectance are measured at

different wavelengths to estimate the optical band gap. If α is plotted vs. the energy (hν)

of the incident light, as shown in Fig. 3.8, the EG can be estimated by extrapolating back

to the x-axis intercept. Also, the band gap transition type can be determined by plotting

Figure 3.8: Absorption (α) vs. energy (hν) plot for CdTe and CuInSe2. The band gap is

measured at the energy where the absorption curve turns on. For CdTe, it is ∼1.5 eV and

for CuInSe2 it is ∼1.1 eV.

either α
1
2 vs. hν for indirect band gaps or α2 vs. hν for direct band gaps. The plot that

produces a straight line indicates if the band gap is direct or indirect.

3.2.4.1 Absorption types

An optical transition involves a photon-induced excitation of an electron from a

filled, lower-energy electronic state to an empty, higher-energy electronic state. The fun-

damental transition in a semiconductor or insulator is due to band-to-band transitions.

During this transition, an electron is excited from a lower energy band to a higher en-

ergy band by absorbing a photon, as shown in the simplified energy band diagram in Fig.
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3.9.[35] The final energy of the electron is related to its initial energy, Ei, and the energy

of the incident photon, ~ω,

E f = Ei +~ω. (3.19)

The minimum energy required for an interband transition is equal to the band gap, EG,

indicating that the band gap is a threshold energy denoting the start of primary absorption

in a semiconductor. The excitation of an electron to a higher energy band leaves behind

a hole in the valence band, thus creating an electron-hole pair. These transitions can be

either direct or indirect depending on the band gap type of the semiconductor.[36]

Valence Band

Conduction Band

ħωE
ne

rg
y

EG

Ef

Ei

Figure 3.9: Interband optical absorption between an initial state of energy Ei and a fi-

nal state of energy E f due to an incoming photon of energy ~ω. The minimum energy

difference between the two bands defines the band gap, EG.

Direct absorption is much stronger than indirect absorption since it is a first-order

process involving only a photon while indirect absorption is a second-order process in-

volving both a photon and a phonon.[36] In general, absorption in a semiconductor or



43

insulator with a direct band gap is much stronger and more abrupt than absorption in a

semiconductor or insulator with an indirect band gap. The penetration depth, d, of in-

cident light is defined as the distance light travels into a material before its intensity is

reduced by a factor of e due to absorption. For indirect absorption, d is approximately

100 times larger than for direct absorption.[37]

In a perfect semiconductor with only band-to-band transitions, there is no absorp-

tion below the band gap and a steep or gradual rise in absorption begins at the band gap

energy, depending on whether the band gap is direct or indirect, respectively. In prac-

tice, some absorption almost always occurs at energies less than the band gap and the

absorption curve is not necessarily smooth as it increases. Besides interband transitions,

other possible sub-band gap transitions that can take place in a semiconductor or insulator

include:[35, 36]

• excitons,

• lattice absorption,

• transitions involving electronic states deep within the band gap,

• intraband transitions, i.e., transitions within a band,

• free carrier transitions within a band,

• impurity phases, or

• band tail states

An exciton is a bound electron-hole pair. There are two kinds of excitons, Wannier-

Mott excitons are mainly observed in covalent semiconductors and Frenkel excitons are

observed in ionic semiconductors.[38] For the absorber materials studied for this thesis,

covalence is desirable, so Frenkel excitons are not expected. Wannier-Mott excitons are
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difficult to observe at room temperature because their excitonic binding energy is typically

on the order of 0.01 eV, so that low temperatures are required to clearly observe them. In

this research, all optical measurements are performed at room temperature, meaning that

absorption due to thermally generated carriers overshadows exciton absorption. There-

fore, excitons are not discussed further. Lattice absorption occurs in compound materials

and involves the incident photons’ energy being absorbed by the lattice of the semicon-

ductor and dissipated as heat. Lattice absorption typically occurs in the far infrared, at

energies below 0.2 eV. Because this energy is below the detection level of the equipment

used for optical characterization, it is also not discussed further.

Electronic states within the band gap of a semiconductor can be due to impurities or

defects and can be deep, i.e., far from the band edges, or shallow, i.e., near one of the band

edges. Absorption due to shallow states is usually difficult to resolve from background

absorption and is not important unless it occurs in very high concentrations.[36] Shallow

electronic states are typically relatively delocalized around the impurity at which they

originate. Since real and reciprocal (~k) space are Fourier transform pairs, this real space

delocalization means that a shallow level couples to a very limited portion of~k-space, such

that only transitions between the nearest band edge and the impurity state are probable.

Such a transition is not relevant to the subgap absorption issues under consideration. In

contrast, deep levels are localized in real space and delocalized in ~k-space and so can

couple a large swath of~k-space, giving rise to significant subgap absorption. Fig. 3.11

illustrates two different electronic states within the band gap, one below the Fermi level

and one above the Fermi level. Three possible optical transitions can take place: 1) from

the valence band maximum to E1, 2) from E2 to E1, and 3) from E2 to the conduction

band minimum. Deep levels can cause a step in the absorption spectrum and lead to

the absorption edge being spread out below the band gap, making it more difficult to

determine the magnitude of the band gap, as shown in Fig. 3.10a.[36]
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Figure 3.10: Idealized absorption curves illustrating: a) absorption associated with elec-

tronic states deep within the band gap, b) intraband absorption for bands separated by i)

low energy and ii) high energy, c) free carrier absorption, and d) absorption due to the

unintentional incorporation of an impurity phase with a band gap less than that of the

desired thin film material.[36]

Intraband absorption occurs when an electronic transition occurs within a single

band, i.e., the valence band or conduction band. However, this can only occur when a

band is partially filled and partially empty, i.e., degenerately doped.[35] As an example,

consider the calculated band structure of CuSbS2 shown in Fig. 3.12. If CuSbS2 is so

heavily doped so that the Fermi level moves into the valence band, as indicated by the

superimposed Fermi energy below the valence band maximum, a large number of empty
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Figure 3.11: Transitions involving two electronic states deep within the band gap of a

semiconductor, E1 and E2. Since E1 is positioned significantly above the Fermi level, it

is empty, while E2 is filled with an electron since it sits well below the Fermi level.

states will exist above the Fermi level which have identical k-values as filled states below

the Fermi level. Thus, direct intraband transitions are possible. Intraband absorption

appears on an absorption plot as a peak for a low-energy transition and a hump for a

high-energy transition, as shown in Fig. 3.10bi and ii.[35, 36] Intraband absorption is not

expected to be important for the films investigated herein since none of these films are

strongly degenerate.

Free carrier absorption occurs when there are a high density of delocalized electrons

or holes within a band.[36] In order to absorb a photon, the electron must be able to move

to a higher energy state within the conduction band. This movement requires a change in

momentum of the electron, which can be supplied by interactions with the lattice, either

with a phonon or scattering from ionized impurities. Free carrier absorption results in an
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EF

Figure 3.12: The band structure of CuSbS2 calculated by Temple.[39]

increase in absorption with decreasing photon energy, as shown in Fig. 3.10c. Although

it can be an important effect in materials with a high carrier concentration, such as metals

or degenerately-doped semiconductors, this type of transition was not observed in any

material studied for this thesis, even when the hole concentration was quite large, ∼1019

cm−3.

Another factor that can give rise to undesirable sub-band gap absorption is the pres-

ence of an impurity phase. For example, FeS2 thin films (EG = 0.9 eV) synthesized in the

course of this investigation were established to not be single phase FeS2. Rather, metallic

FeS impurity phases coexisted with FeS2, resulting in strong sub-band gap absorption in

nominally FeS2 thin films. If an unintentionally incorporated impurity phase has a lower

band gap than that of the desired thin film, this leads to sub-band gap absorption. Absorp-

tion due to an impurity phase can result in very strong sub-band gap absorption, such as

that shown in Fig. 3.10d.
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Band tail states are energy states that are within the band gap and are due to devia-

tions from perfect lattice periodicity.[40] Band tail states can be caused by heavy doping

or the existence of an amorphous phase. The existence of band tail states tends to smear

out the near-band-edge density of states, leading to a smaller and less distinctly defined

band gap. The existence of band tail states leads to a washing out of the absorption onset

below the band gap, similar to absorption due to deep levels in the band gap.
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4. THE ATOMIC SOLID STATE ENERGY SCALE

This section describes the development and use of the atomic solid state energy

(SSE) scale. Sections 4.1, 4.2, and 4.3 correspond, to a large extent, to references [41],

[42], and [43].

4.1 The Atomic Solid State Energy Scale
4.1.1 Introduction

An understanding of the relative and absolute electronic energies of materials and

molecules is required to successfully address many design problems in science. Knowl-

edge of band offsets between two materials is critically important for creating new semi-

conductor devices, whereas awareness of the relative energies of solids and molecules

facilitates the conception of new catalysts. In liquid solutions, these energies are quanti-

tatively summarized as standard reduction potentials[44], forming the foundation of elec-

trochemistry. It is common to consider the periodic trends of these potentials in the con-

text of other atomic concepts such as electronegativity. As such concepts are employed,

however, the quantitative structure and utility blur, eventually limiting their widespread

use.

Unlike standard reduction potentials for solutions, no simple model has been recog-

nized for quantitative assessment and prediction of electronic energies of solids and their

periodic tendencies. In this chapter, an empirical method for estimating these quantities is

described and trends are established. This technique provides a unified approach to solid-

state energies, solution-based reduction potentials, and several foundational concepts in

chemistry and allied disciplines.
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4.1.2 Methods

Literature values for ionization potential (IP) and energy gap (EG) are used to define

the absolute energies of electronic levels in solids according to the insert of Fig. 4.1.

IP values from photoemission experiments set the valence-band maximum energy, and

optical measurements of EG are then used to derive the electron affinity (EA), setting the

conduction-band minimum energy. IP, EG, and EA data for inorganic semiconductors

and insulators are collected in Tables 4.1 and 4.4. The solid state energy (SSE) scale is

obtained by assessing an average EA (for a cation) or an average IP (for an anion) for

each atom by using data from compounds having that specific atom as a constituent. For

example, the SSE for Al (-2.1 eV) is the average EA for AlN, AlAs, and AlSb, while the

SSE for P (-5.7 eV) is the average IP for AlP, GaP, and InP. This procedure gives rise to

the SSE values summarized in Table 4.2.

Table 4.1: Properties of 69 closed shell binary inorganic compounds.

Compound
EG

(eV)

EA

(eV)

IP

(eV)

SSE

Compound

Hardness

(eV)

SSE1

Ionicity

(unitless)

SSE2

Ionicity

(unitless)

SSE3

Ionicity

(unitless)

Phillips

Ionicity

(unitless)

[45]

Pauling

Ionicity

(unitless)

[45]

AlN 6.026[46] -1.9[47] -7.93 5.9 0.78 0.72 0.85 0.449 0.56

AlP 2.42[5] -2.51[5] -4.93 3.6 0.62 0.45 0.67 0.307 0.25

AlAs 2.36[48] -1.91[49] -4.27 2.9 0.54 0.33 0.58 0.274 0.27

AlSb 1.6[50] -3.6[50] -5.2 2.8 0.53 0.32 0.57 0.426 0.26

BaO 4.4[51] -0.5[52] -4.97 6.7 0.83 0.79 0.89

BaS 3.8[53] -0.84[52] -4.64 5.5 0.76 0.68 0.82

BaSe 3.6[54] -0.9[52] -4.55 5.7 0.77 0.7 0.84

BaTe 3.4[55] -1.4[52] -4.83 5.1 0.73 0.64 0.8

BN 6.2[56] -4.5[50] -10.7 3.5 0.61 0.43 0.66 0.256 0.42

CaO 6.8[56] -0.7[52] -7.5 6 0.79 0.74 0.86 0.913 0.97

CaS 4.6[57] -1.8[52] -6.45 4.8 0.71 0.61 0.78 0.902 0.81

CaSe 4.87[54] -2.3[52] -7.19 5 0.73 0.63 0.8 0.9 0.9

CaTe 4.07[54] -3.5[52] -7.6 4.4 0.68 0.56 0.75 0.894 0.88

CaF2 12.1[56] 0.35[58] -11.8 10.5 0.97 0.97 0.99

CdO 2.16[59] -4.5[60] -6.66 3.1 0.57 0.38 0.62 0.785 0.85

CdS 2.42[5] -4.5[5] -6.92 1.9 0.41 0.17 0.42 0.685 0.59

CdSe 1.74[5] -4.56[5] -6.3 2.1 0.45 0.21 0.46 0.699 0.58

CdTe 1.44[5] -4.28[5] -5.72 1.5 0.36 0.12 0.35 0.675 0.52

CsI 6.2[61] -0.3[61] -6.5 6.7 0.83 0.79 0.89

GaN 3.43[46] -4.1[47] -7.53 4.1 0.66 0.51 0.72 0.5 0.55

GaP 2.26[50] -4.3[5] -6.56 1.8 0.39 0.16 0.4 0.374 0.27

GaAs 1.42[9] -4.07[5] -5.49 1.1 0.27 0.06 0.25 0.31 0.26

GaSb 0.726[5] -4.06[5] -4.79 1 0.25 0.05 0.23 0.261 0.26
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Compound
EG

(eV)

EA

(eV)

IP

(eV)

SSE

Compound

Hardness

(eV)

SSE1

Ionicity

(unitless)

SSE2

Ionicity

(unitless)

SSE3

Ionicity

(unitless)

Phillips

Ionicity

(unitless)

[45]

Pauling

Ionicity

(unitless)

[45]

InN 0.65[62] -5.8[63] -6.45 3.4 0.59 0.41 0.64 0.578 0.5

InP 1.344[5] -4.38[5] -5.72 1.1 0.27 0.07 0.26 0.421 0.26

InAs 0.36[5] -4.9[5] -5.26 0.4 0.11 0.01 0.09 0.357 0.26

InSb 0.235[64] -4.59[50] -4.83 0.3 0.09 0.01 0.07 0.321 0.25

KF 10.7[61] 5[61] -10.7 11.5 1 1 1 0.955 0.99

KCl 8.4[61] -0.5[61] -8.9 8.7 0.91 0.91 0.95 0.953 0.95

KBr 7.4[61] -0.8[61] -8.2 7.3 0.86 0.83 0.91 0.952 0.91

KI 6[61] -1.2[61] -7.2 6.4 0.81 0.77 0.88 0.95 0.92

LiF 13.6[61] -1.3[65] -14.95 11.3 0.99 0.99 1 0.915 0.98

LiBr 7.6[61] -0.2[61] -7.8 7.1 0.85 0.82 0.91 0.899 0.93

MgO 7.7[66] -1.63[67] -9.33 4.5 0.7 0.58 0.76 0.841 0.88

MgS 4.87[66] -3.1[52] -8.02 3.3 0.58 0.4 0.63 0.786 0.78

MgSe 4.05[66] -4.5[52] -8.55 3.5 0.61 0.43 0.66 0.79 0.77

NaF 11.6[61] -1.3[65] -12.95 11.3 0.99 0.99 1 0.946 0.98

NaCl 8.5[61] -0.5[61] -9 8.1 0.89 0.88 0.94 0.935 0.94

NaBr 7.5[61] -0.4[61] -7.9 7.1 0.85 0.82 0.91 0.934 0.93

PbS 0.4[56] -4.6[68] -5 1.8 0.39 0.18 0.43

RbF 10.35[61] 0.1[61] -10.25 11.6 1 1 1 0.96 0.99

RbCl 8.2[61] -0.5[61] -8.7 8.4 0.9 0.89 0.94 0.955 0.95

RbBr 7.4[61] -0.4[61] -7.8 7.4 0.86 0.84 0.92 0.957 0.94

RbI 6.1[61] -1.2[61] -7.3 6.5 0.82 0.78 0.88 0.951 0.92

SiC 2.36[47] -4[69] -6.36 4.1 0.66 0.52 0.72 0.177 0.11

Si3N4 5.3[70] -2.12[70] -7.42 5.7 0.77 0.85 0.92

SnS2 2.31[71] -4.2[71] -6.51 2 0.42 0.18 0.43

SrO 5.2[56] -0.67[52] -5.87 6.1 0.8 0.74 0.86 0.926 0.93

SrS 4.3[72] -1.35[52] -5.65 4.9 0.72 0.61 0.78 0.914 0.91

SrSe 4.42[54] -1.77[52] -6.19 5.1 0.73 0.64 0.8 0.917 0.8

SrTe 3.73[54] -2.4[52] -6.13 4.5 0.69 0.57 0.75 0.903 0.75

ZnO 3.3[73] -4.57[73] -7.87 3.6 0.62 0.45 0.67 0.616 0.8

ZnS 3.7[56] -3.9[66] -7.6 2.4 0.48 0.25 0.5 0.623 0.59

ZnSe 2.82[5] -4[5] -6.82 2.6 0.51 0.29 0.54 0.676 0.57

ZnTe 2.26[5] -3.53[5] -5.79 2 0.43 0.19 0.44 0.546 0.53

HfO2 5.7[74] -2[75] -7.7 5.6 0.77 0.7 0.84

ZrO2 5.8[70] -2.6[73] -8.4 5 0.73 0.64 0.8

SiO2 9[9] -0.9[9] -9.9 5.3 0.75 0.67 0.82

GeO2 5.35[56] -2.93[76] -8.28 4.7 0.71 0.6 0.78

SnO2 3.64[56] -4.5[51] -8.14 3.1 0.58 0.39 0.63

MoO3 3.1[77] -2.2[78] -5.3 5.4 0.76 0.68 0.83

WO3 2.95[77] -3.33[79] -6.28 4.3 0.68 0.55 0.74

Al2O3 8.7[80] -3.71[81] -12.42 5.5 0.76 0.69 0.83

Ga2O3 4.8[56] -3.2[82] -8 3.7 0.62 0.46 0.68

In2O3 2.97[83] -3.5[84] -6.4 3 0.56 0.35 0.6

V2O5 2.3[85] -4[86] -6.3 3.6 0.62 0.45 0.67

La2O3 6[87] -2.5[87] -8.5 5.1 0.74 0.65 0.81

Ta2O5 4.5[80] -3.2[88] -7.7 4.4 0.69 0.57 0.75

TiO2 3.5[80] -4.2[89] -7.5 3.4 0.6 0.42 0.65
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4.1.3 Results and Discussion
4.1.3.1 Universal Hydrogen Energy Alignment

A plot of electron affinity (EA) and ionization potential (IP) versus energy band gap

(EG) for 69 binary closed shell inorganic compounds is shown in Fig. 4.1. A regression

analysis of the values for the 69 compounds listed in Table 4.1 reveals two surprising

and illuminating trends. First, they have a common intercept of approximately 4.5 eV

below the vacuum level. This intercept is shown as a dashed line in Fig. 4.1. It corre-

sponds to the hydrogen donor / acceptor ionization energy ε(+/-)[90] or, equivalently, to

the standard hydrogen electrode (SHE) potential of electrochemistry as measured with

respect to the vacuum level.[91] This correspondence suggests that ε(+/-) constitutes an

absolute energy reference. This assertion is supported by the fact that the majority of EA

and IP values included in Fig. 4.1 are found above or below ε(+/-), respectively. Elec-

tronic charge transfer will occur from a higher energy state to a lower energy state, so

the conduction and valence bands, cf., the insert in Fig. 4.1, are associated with cationic

and anionic character, respectively. Second, the slopes of both regression lines have a

value of approximately 0.5, suggesting that the band gap of an inorganic semiconductor

or insulator is on average centered at ε(+/-). This result also implies that EA and IP for

any semiconductor or insulator may be estimated to first order by simply knowing EG and

recognizing that ε(+/-) serves as an absolute energy reference for positioning the center

of the gap, as shown in the insert of Fig. 4.1.

4.1.3.2 Solid State Energy Scale

The SSE scale, arranged in descending energy order, is shown in Fig. 4.2. The

values are derived according to the procedure described in Section 4.1.2. The calculated

SSE values are specified as negative quantities, since they are referenced to the vacuum

level.[92] Note that the energy ε(+/-) acts as a demarcation between typical cationic and
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Figure 4.1: Electron affinity (EA, blue) and ionization potential (IP, red) versus energy

band gap (EG) for 69 binary closed-shell inorganic semiconductors and insulators. Re-

gression lines for both EA and IP intersect at -4.5 eV (dashed line). The coefficients of

determination (R2) are 0.54 and 0.74 for the blue and red lines, respectively.

anionic behavior. That is, an atom with a SSE more negative than ε(+/-) tends to be an

anion, whereas an atom with a SSE less negative than ε(+/-) tends to be a cation. This

tendency arises simply from energetic considerations; electronic charge transfer occurs

from a higher frontier orbital energy state to a lower frontier orbital energy state.

Frontier orbital energy positioning with respect to ε(+/-), however, is not a rigid

guide to predicting cation and anion behavior in a compound. Rather, energetic consider-

ations inherent in relevant SSE positioning of each atom in Fig. 4.2 are more important.

For example, although Te may be classified as an anion on the basis of its SSE being

more negative than ε(+/-), cf., Fig. 4.2, it actually functions as a cation in the compound

TeO3. This behavior occurs because, using Fig. 4.2 as a guide, the SSE of O is more
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Figure 4.2: Solid state energy (SSE) values for 40 elements arranged in descending energy

order. SSE is assessed as an average EA (for a cation, shown in blue) or an average IP (for

an anion, shown in red) for binary compounds having the atom under consideration as a

constituent. Error bars correspond to maximum and minimum values from the available

data. The dashed horizontal line at -4.5 eV corresponds to the hydrogen donor/acceptor

ionization energy [ε(+/-)] or, equivalently, to the standard hydrogen electrode (SHE) po-

tential of electrochemistry as measured with respect to the vacuum level.

negative than that of Te. In TeO3, electronic charge transfers from Te to O. From these

considerations, oxides may be classified as basic, acidic, or amphoteric in the following

way: a cation with an SSE less negative than ε(+/-) tends to form a basic oxide, a cation

with a SSE more negative than ε(+/-) tends to form an acidic oxide, and a cation with a

SSE similar to ε(+/-) tends to form an amphoteric oxide.[93]

The SSE scale has numerous practical applications. It can be used to directly as-

sess optical band gaps and anticipate the character of valence and conduction bands. For

example, a simple difference between the SSEs of In (-4.6 eV) and O (-7.6 eV) provides

an estimate of the band gap of In2O3 (EG = 3.0 eV), which compares well to the mea-

sured value of 2.9 eV.[83] How will this gap change in more complex materials such as
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CaIn2O4? Comparison of the In and O SSE values with Ca (-1.6 eV) reveals that the

character of the bottom of the conduction band in CaIn2O4 should be dominated by In.

The dilution of In by Ca relative to binary In2O3, however, will decrease the dispersion

of the In conduction band and increase the band gap. So, it is not surprising that the

reported band gap of CaIn2O4, 3.9 eV,[94] is greater than that of In2O3. Correspond-

ingly, the SSEs of In (-4.6 eV) and S (-6.4 eV) give an estimated band gap for In2S3 of

1.8 eV, which compares well to the measured value of 2.1 eV.[95] In the ternary material

MgIn2S4, the SSE of Mg (-3.1 eV) is above that of In. The bottom of the conduction band

will then be dominated by In character with a small increase in band gap, 2.3 eV,[96] rel-

ative to that of In2S3. Hence, for complex compositions SSE values are simply stacked,

and the gap is derived by considering the energy difference between the most negative

cation SSE and the least negative anion SSE.

Table 4.2: Atomic properties for 40 elements. IP is the ionization energy, EA is the

electron affinity and RESSE is the solid state renormalization energy in going from the gas

to solid phase.

Element
Atomic

Number
SSE (eV)

IP (eV)

[97]

EA (eV)

[98]

Mulliken

EN (eV)[99]
RESSE (eV)

Li 3 -0.8 5.39 0.62 3.01 5

B 5 -4.5 8.3 0.28 4.29 3.8

C 6 -6.4 11.26 1.26 6.27 4.8

N 7 -8 14.53 -0.07 7.3 6.5

O 8 -7.6 13.62 1.46 7.54 5.7

F 9 -12.1 17.42 3.4 10.41 5.7

Na 11 -0.8 5.14 0.55 2.85 4.6

Mg 12 -3.1 7.65 -0.4 3.75 4.9

Al 13 -2.1 5.99 0.44 3.23 3.3
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Element
Atomic

Number
SSE (eV)

IP (eV)

[97]

EA (eV)

[98]

Mulliken

EN (eV)[99]
RESSE (eV)

Si 14 -2.3 8.15 1.39 4.77 5.8

P 15 -5.7 10.49 0.75 5.62 4.8

S 16 -6.4 10.36 2.08 6.22 4

Cl 17 -8.9 12.97 3.62 8.3 3.6

K 19 -0.6 4.34 0.5 2.42 3.7

Ca 20 -1.6 6.11 -0.3 2.2 4.5

Ti 22 -4.2 6.82 0.08 3.45 3

V 23 -4 6.74 0.53 3.6 2.7

Zn 30 -4 9.39 -0.6 4.45 5.4

Ga 31 -3.9 6 0.3 3.2 2.1

Ge 32 -2.9 7.9 1.2 4.6 5

As 33 -5 9.82 0.81 5.3 4.8

Se 34 -6.6 9.75 2.02 5.89 3.2

Br 35 -7.9 11.81 3.37 7.59 3.9

Rb 37 -0.5 4.18 0.49 2.34 3.7

Sr 38 -1.6 5.69 -0.3 2 4.2

Zr 40 -2.6 6.84 0.43 3.64 4.2

Mo 42 -2.2 7.1 0.75 3.9 4.9

Cd 48 -4.5 8.99 -0.7 4.33 4.5

In 49 -4.6 5.79 0.3 3.1 1.2

Sn 50 -4.4 7.34 1.2 4.3 3

Sb 51 -4.9 8.64 1.07 4.85 3.7

Te 52 -6 9.01 1.97 5.49 3

I 53 -7 10.45 3.06 6.76 3.5

Cs 55 -0.3 3.89 0.47 2.18 3.5



57

Element
Atomic

Number
SSE (eV)

IP (eV)

[97]

EA (eV)

[98]

Mulliken

EN (eV)[99]
RESSE (eV)

Ba 56 -1 5.21 -0.3 2.4 4.3

La 57 -2.5 5.58 0.5 3.1 3.1

Hf 72 -2 7 0 3.8 5

Ta 73 -3.2 7.89 0.32 4.11 4.3

W 74 -3.3 7.98 0.82 4.4 4.7

Pb 82 -4.6 7.42 0.36 3.9 2.8

4.1.3.3 Electronegativity

SSE is an alternative approach to electronegativity (EN). Comparing SSE values to

Pauling[100] and Mulliken[101] electronegativities[102] for 40 elements (Fig. 4.3), it is

clear that SSE captures the periodic trends of electronegativity. An advantage of SSE and

Mulliken electronegativity, compared to Pauling electronegativity, is that they both have

units of energy. When comparing SSE and Mulliken electronegativities on an absolute

energy scale, (part a of Fig. 4.4, Table 4.2), as opposed to the dimensionless Pauling scale

(Fig. 4.3), it is clear from part b of Fig. 4.4 that they are correlated (correlation coefficient

= 0.88).

The correlation is high for more negative SSEs and lower for less negative SSEs

(parts a and b of Fig. 4.4). There is also a persistent discrepancy between SSE and

Mulliken electronegativity as evident from the large regression intercept energy of 1.8 eV

(part b of Fig. 4.4). For example, the SSE magnitude for Cs is 0.3 eV compared with the

Mulliken electronegativity of 2.18 eV. To discover the origin of this energy offset, it is

necessary to review the formulation of Mulliken electronegativity.
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Figure 4.3: Atomic solid state energy (SSE), Pauling electronegativity, and Mulliken

electronegativity versus atomic number for 40 elements plotted in Pauling units.

Mulliken electronegativity[101] of an atom X (Table 4.2, column 6) is defined as

ENMulliken

ENMulliken(X) =
I(X)+A(X)

2
(eV ), (4.1)

where I(X) and A(X) are the ionization energy (Table 4.2, column 4) and the electron

affinity (Table 4.2, column 5), respectively, of atom X in the gas phase.[102] Mulliken

argued from physical principles for the viability of taking an average of I and A as an

absolute energy reference of electronegativity. Note, however, for the 40 elements listed

in Table 4.2, that I(average) = 8.2 eV and A(average) = 0.8 eV. Thus, inclusion of A only

contributes∼10% to estimating electronegativity. The addition of A does allow Mulliken

to divide gas phase quantities by 2. This division by 2 can be thought of as essentially

an energy renormalization procedure, allowing gas phase energies to be renormalized

to an energy scale more appropriate for the solid state. In support of this contention,

notice that for the 40 elements included in Table 4.2, ENMULLIKEN(average) = 4.5 eV
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and SSE(average) = 4.1 eV. Although Mulliken had no way of knowing it at the time,

his average electronegativity would have been closer to SSE(average), that is, 4.1 eV

instead of 4.5 eV, if he simply ignored A (and retained division by 2) in his definition

of electronegativity. From the SSE perspective, electronegativity involves positioning

the relative energies of frontier orbitals. Thus, it would have been better if Mulliken

had defined electronegativity as simply equal to the ionization energy, I.[103] Recognize,

however, that this formulation of electronegativity corresponds to a gas phase energy

scale.
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Figure 4.4: a) Atomic solid state energy (SSE) versus Mulliken electronegativity

(ENMulliken) for 40 elements. b) Regression plot of atomic SSE versus Mulliken elec-

tronegativity.

Instead of simple division by 2, energy differences between the gas phase and the

solid state can be modeled by introducing a solid state renormalization energy for an atom

X, defined as

RESSE(X) = I(X)+SSE(X)(eV ). (4.2)

RESSE(X) is a positive quantity, because I(X), also a positive quantity, is always larger

in magnitude than the negative quantity SSE(X). RESSE(X) is tabulated in Table 4.2 (col-

umn 7). For the 40 elements included in Table 4.2, RESSE(average) = 4.1 eV. Although
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this value of RESSE(average) supports Mullikens division by 2 as an appropriate way to

renormalize between gas phase and solid state energy scales in an average sense, the high

degree of RESSE variability (the range of RESSE in Fig. 4.5 is 6.1 eV) highlights the

limitations of this approach.

Specifically, the poor agreement between SSE and ENMULLIKEN for less negative

SSEs observed in part a of Fig. 4.4 is a consequence of the inadequacy of accounting

for RESSE by renormalizing energy with a simple division by 2. This leads to the large

regression line intercept energy of 1.8 eV in part b of Fig. 4.4.
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Figure 4.5: Solid state renormalization energy in going from the gas phase to the solid

state (RESSE) versus atomic number for 40 elements.

The relationship between SSE and Pauling electronegativity can be established by

plotting Pauling electronegativity vs. the square root of SSE and then performing a least-

squares fit (part a of Fig. 4.6) to give

SSE(Pauling) = 1.05
√
|SSE|−0.12(Pauling units). (4.3)



61

Atomic values for Pauling electronegativity and SSE (Pauling) are summarized in Table

4.3, columns 3 and 4, respectively.

Table 4.3: More atomic properties for 40 elements. Columns 3, 4, and 5 refer to Pauling

electronegativity, solid state energy, and Mulliken electronegativity expressed in Pauling

units. Columns 6 and 7 are SSE atomic hardness calculated using Eq. 4.6 and Pearson

atomic hardness.

Element
Atomic

Number

Pauling EN

(Pauling

units) [104]

SSE

(Pauling

units)

Mulliken

EN (Pauling

units)

SSE Atomic

Hardness

(eV)

Pearson

Hardness

(eV)

[105, 106]

Li 3 0.98 0.8 1.29 3.73 4.78

B 5 2.04 2.11 1.87 0 8

C 6 2.55 2.53 2.62 -1.98 10

N 7 3.04 2.85 2.96 -3.5 14.46

O 8 3.44 2.78 3.04 -3.14 12.16

F 9 3.98 3.54 3.87 -7.63 14.02

Na 11 0.93 0.79 1.21 3.75 4.6

Mg 12 1.31 1.73 1.64 1.41 7.8

Al 13 1.61 1.61 1.4 1.77 5.54

Si 14 1.9 1.48 2.07 2.17 6.76

P 15 2.19 2.4 2.39 -1.24 9.76

S 16 2.58 2.53 2.6 -1.87 8.28

Cl 17 3.16 3.01 3.27 -4.37 9.36

K 19 0.82 0.71 0.98 3.88 3.84

Ca 20 1 1.22 0.86 2.88 8

Ti 22 1.54 2.03 1.5 0.3 6.74

V 23 1.63 1.98 1.57 0.5 6.2

Zn 30 1.65 1.98 1.94 0.5 9.88

Ga 31 1.81 1.97 1.38 0.55 5.8

Ge 32 2.01 1.68 2 1.57 6.8
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Element
Atomic

Number

Pauling EN

(Pauling

units) [104]

SSE

(Pauling

units)

Mulliken

EN (Pauling

units)

SSE Atomic

Hardness

(eV)

Pearson

Hardness

(eV)

[105, 106]

As 33 2.18 2.23 2.27 -0.51 9

Se 34 2.55 2.58 2.49 -2.1 7.74

Br 35 2.96 2.84 3.06 -3.43 8.44

Rb 37 0.82 0.62 0.94 4 3.7

Sr 38 0.95 1.19 0.74 2.95 7.4

Zr 40 1.33 1.57 1.59 1.9 6.42

Mo 42 2.35 1.44 1.71 2.28 6.2

Cd 48 1.69 2.1 1.89 0.04 9.32

In 49 1.78 2.14 1.34 -0.13 5.6

Sn 50 1.96 2.07 1.88 0.15 6.1

Sb 51 2.05 2.21 2.1 -0.44 7.6

Te 52 2.1 2.45 2.34 -1.51 7.04

I 53 2.66 2.66 2.79 -2.5 7.38

Cs 55 0.79 0.46 0.84 4.2 3.42

Ba 56 0.89 0.93 0.97 3.5 5.8

La 57 1.1 1.54 1.34 2 5.2

Hf 72 1.3 1.36 1.66 2.5 6

Ta 73 1.5 1.76 1.8 1.3 7.58

W 74 2.36 1.8 1.92 1.17 7.16

Pb 82 2.33 2.13 1.71 -0.1 7.06

This procedure for converting to Pauling units was developed by Bratsch,[107] and

it is preferred because it is dimensionally correct (the Pauling scale has the dimension of

the square root of energy). The SSE-Pauling electronegativity correlation is quite good,

as evident from the near unity slope and near-zero intercept of the regression line as well

as the correlation coefficient of 0.83.
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For comparison, Mulliken electronegativity is also converted to Pauling units using

the approach of Bratsch, yielding (part b of Fig. 4.6)

ENMulliken(Pauling) = 1.73
√

ENMulliken−1.71(Pauling units). (4.4)

The Mulliken-Pauling electronegativity correlation is similar from the perspective of the

0.89 value of the regression line correlation coefficient. However, the regression line

slope of 1.73 and intercept of 1.71 are further evidence for the existence of a gas phase

energy offset in the Mulliken formulation of electronegativity.

The SSE perspective provides a new, quantitative basis for assessing, conceptualiz-

ing, and implementing electronegativity. According to Pauling, electronegativity is ”the

power of an atom in a molecule to attract electrons to itself”.[108] Here, the ”power of

attraction” simply arises from the relative energy positioning of the SSEs of the elements

constituting the compound.
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Figure 4.6: Pauling electronegativity versus the square root of a) the solid state energy

(SSE) and b) the Mulliken electronegativity.

4.1.3.4 Chemical Hardness

Chemical hardness can also be considered within the SSE framework. Chemi-

cal hardness originated as a classification scheme for predicting acid-base reactivity in
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solution.[106] The principles of chemical hardness, however, can also be employed to

classify elements as acids and bases. Hard acids and bases tend to be small and nonpo-

larizable, readily bonding with one another to form ionic bonds. In contrast, soft acids

and bases tend to be large and polarizable, readily bonding with each other to form co-

valent bonds. Note that atoms in Figure 4.2 with more or less negative SSEs are hard

acids or hard bases, respectively, while atoms with SSEs positioned slightly above and

below ε(+/-) are soft acids and bases, respectively. In the solid state, chemical hardness

is quantitatively defined as being equal to EG.[105] From these considerations, the SSE

chemical hardness, η, of an atom X is defined as

η
SSE = SSE(X)− ε(+/−)(eV ). (4.5)

It then follows that the SSE chemical hardness of a binary AB compound is formulated

as

η
SSE(AB) = SSE(A)−SSE(B)(eV ). (4.6)

For comparison, the conventional Pearson chemical hardness[106, 105] of an atom X is

defined as

η
Pearson(X) = I(X)−A(X)(eV ), (4.7)

where I and A are the ionization potential and the electron affinity respectively of atom X

in the gas phase. Because both types of hardness are expressed in eV units, they may be

directly compared by plotting Pearson hardness as a negative quantity on the SSE scale

(part a of Figure 4.7). The correlation between ηSSE(X) and ηPearson(X) is evident in part

a of Fig. 4.7, although they are offset in energy.

A regression line fit to a plot of ηSSE(X) versus ηPearson(X) yields a correlation

coefficient of 0.65 and an offset energy of 7.7 eV (part b of Fig. 4.7). 4.5 eV of this

7.7 eV offset is accounted for by redefining ε(+/-) as the origin of the SSE chemical

hardness axis. The remaining 3.2 eV offset is attributed to RESSE , as discussed previously
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Figure 4.7: a) Solid state energy chemical hardness (ηSSE(X)) and Pearson chemical hard-

ness (ηPearson(X)) for an atom X versus atomic number. b) Regression plot between Pear-

son atomic chemical hardness and SSE atomic chemical hardness.

with respect to Mulliken electronegativity. Note that this 3.2 eV offset is approximately

twice the offset energy obtained from the graph in part b of Fig. 4.4. This is not a

coincidence. ENMULLIKEN is defined as [I(X) + A(X)]/2, whereas ηPearson is defined as

[I(X) - A(X)], so a factor of 2 difference between regression line intercept energies is

expected. Importantly, energy differences between SSE and ENMULLIKEN and ηPearson

are a consequence of the fact that SSE is a solid state scale whereas ENMULLIKEN and

ηPearson are both gas phase scales.

For a compound, the SSE approach allows one to compare a predicted chemical

hardness (SSEA - SSEB) and an actual chemical hardness (EG). Such a comparison for 69

binary inorganic semiconductors and insulators (Fig. 4.8) yields a regression line with a

slope near unity, an intercept near zero, and a correlation coefficient of 0.82, demonstrat-

ing the viability of SSE band gap estimation.

4.1.3.5 Ionicity

The SSE plot shown in Fig. 4.2 leads to a fresh approach for qualitatively assessing

covalency and ionicity. In the compound InSb, the SSEs for In (-4.6 eV) and Sb (-4.9
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Figure 4.8: Energy band gap versus solid state energy chemical hardness of 69 binary

closed-shell inorganic semiconductors and insulators.

eV) are energetically very similar, because they are both positioned near ε(+/-). Because

their frontier orbital energies are similar, a high degree of electron sharing and covalent

bonding is expected. In LiF, however, the shallow energy of the Li frontier orbital (SSE

= -0.8 eV) in conjunction with the extraordinarily large energy depth of F (SSE =-12.1

eV) leads to a significant charge transfer from Li to F, characteristic of a strongly ionic

bond. In short, binary compounds with both SSEs near ε(+/-) are expected to be covalent,

whereas compounds with both SSEs remote from ε(+/-) are expected to be ionic.

The SSE scale provides a new method for determining ionicity, fi, which is an

estimate of the fractional ionic character of a chemical bond.[109] It is defined to be

equal to one for a purely ionic bond and zero for a purely covalent bond. The previous

consideration of Fig. 4.2 indicates that covalent behavior involves combining atoms with
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similar SSEs and those near ε(+/-), whereas ionic bonding is maximized by choosing

atoms with distinctly different SSEs and those far above and below ε(+/-). Thus, ε(+/-)

can be taken to be a measure of covalent bonding, whereas a SSE deviation from ε(+/-)

is an indicator of ionic bonding. Three quantitative SSE ionicity models are considered

for a compound AB by using ε(+/-) and SSE(A) - SSE(B) respectively as estimates of

covalent and ionic character:

f SSE1
i (AB) =

1.4[SSE(A)−SSE(B)]
SSE(A)−SSE(B)+ ε(+/−)

(unitless), (4.8)

f SSE2
i (AB) =

1.16[SSE(A)−SSE(B)]2

[SSE(A)−SSE(B)]2 +[ε(+/−)]2
(unitless), (4.9)

f SSE3
i (AB) =

√
f SSE2
i (AB)(unitless). (4.10)

In Eq. (4.8), f SSE1
i is a SSE ionicity that is derived by simply adding covalent and ionic

estimates as real numbers. In Eq. (4.9), the calculation of f SSE2
i follows the approach ad-

vocated by Phillips,[109] where covalent and ionic terms are combined as real and imag-

inary numbers, respectively. In Eq. (4.10), the procedure of Harrison is followed,[110]

where f SSE3
i is simply the square root of f SSE2

i . The constants, 1.4 and 1.16, in Eqs 4.8 and

4.9, respectively, are factors for normalizing the maximum difference between SSE(A)

and SSE(B) to unit ionicity. This difference is encountered in LiF, that is, f SSE1
i (LiF) =

f SSE2
i (LiF) = 1 for SSE(Li) - SSE(F) = 11.3 eV. The three derived ionicities are plotted

as a function of the difference SSE(A) - SSE(B) for 46 binary compounds in Fig. 4.9; for

comparison, Phillips and Pauling values are also included.

The ionicities derived from the SSEs track those of Phillips and Pauling with the

f SSE3
i curve perhaps offering the best fit. The large variability in the data, however, pre-

cludes drawing a final conclusion with respect to the optimal approach for estimating fi

with SSEs. The ionicities f SSE1
i , f SSE2

i , and f SSE3
i as well as those of Phillips and Pauling

are summarized in Table 4.1 (columns 6 - 10).
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Figure 4.9: Ionicity ( fi) versus the difference in atomic solid state energy [SSE(A) -

SSE(B)] in 46 AB compounds. Diamonds and squares correspond to Pauling and Phillips

ionicities, respectively. Solid curves correspond to SSE1 (Eq. 4.8, red), SSE2 (Eq. 4.9,

green), and SSE3 (Eq. 4.10, blue).

The SSE for each atom does not constitute a definitive value due to the variability

in the data, reflected by the error bars depicted in Fig. 4.2. Two sources of variability

contribute to the magnitude of the error bars. These bars simply represent the full range

of EA and IP values reported for each atom. The first source of variability is experimental

uncertainty associated with empirical estimation of EA or IP. Often, IP is estimated via

photoemission and then EA is found by subtraction of EG. Determination of IP is usually

the greatest source of error. Surface dipoles, surface band bending, and related effects can

influence experimental results;[111] careful sample preparation and experimental tech-

niques can limit uncertainties. The second source of variability is more interesting. If

experimental error were limited and values of EA and IP were precisely determined, a
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range of EA and IP values would still be expected. In this case, subtle chemical bonding

trends related to covalency and ionicity would be revealed.

4.1.3.6 Conclusions

The SSE scale enables a novel perspective for unifying foundational chemical con-

cepts across the solid state, solution, and gas phases. This scale provides a simple and

intuitive understanding of concepts such as electronegativity, chemical hardness, and ion-

icity based on the relative positioning of the constituent atoms in a compound on an abso-

lute energy scale. Because the SSE scale is empirical, the atomic values reported herein

are subject to refinement as new and more accurate EA and IP data become available.

Such data will lead to SSE estimates with improved reliability and, significantly, a robust

accounting of SSE variability. Hence, the SSE scale provides a unique way to predict and

quantitatively assess the electronic structure of materials, while providing new insights

into the nature of chemical bonding.

4.2 Valence and Doping Trends
4.2.1 Introduction

In the original formulation of the atomic solid state energy (SSE) scale given in

Section 4.1, the electron affinity (EA) and ionization potential (IP) were plotted versus

band gap (EG) for 69 closed-shell binary inorganic semiconductors and insulators, yield-

ing SSE estimates for 40 elements. In this section, EA and IP versus EG are plotted for

an additional 63 compounds. This leads to SSE estimates for a total of 53 elements from

the s-, p-, d-, and f-blocks of the periodic table. The major thrusts of the work presented

herein are to add new (or revise prior) SSE estimates due to the availability of new data,

evaluate periodic trends in order to identify potentially unreliable SSE estimates based on

the use of faulty EA - IP experimental data, recognize that SSE varies with oxidation state
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and compile a new SSE list in which oxidation state is explicitly specified, explore main

group multivalent trends, and discuss impurity doping trends and conductivity type in the

context of the absolute energy reference, ε(+/-), which emerges from the SSE scale.

4.2.2 Results and Discussion
4.2.2.1 SSE Scale Revisions and Database Assessment

The remarkable correlation between EA, IP, and EG demonstrated in Section 4.1 is

still apparent with a near doubling of the source data, as shown in Fig. 4.10 and listed

in Table 4.4. This further supports the assertion that the hydrogen donor/acceptor energy

ε(+/-), or equivalently the standard hydrogen electrode (SHE) potential of electrochem-

istry as measured with respect to the vacuum level, constitutes an absolute energy refer-

ence for solid state materials.[90] The 132 compounds considered span the s-, p-, d-, and

f-blocks of the periodic table and encompass materials with a variety of structures and

properties, including variable oxidation states. As indicated in Fig. 4.10, a regression

analysis of the new (previous) data set yields a similar relationship as that reported in

section 4.1, i.e., regression slopes of 0.55± 0.07 (0.4) and -0.45± 0.07 (-0.6) for EA and

IP, respectively, and a common y-intercept of -4.8 ± 0.31 eV (-4.5 eV). As found previ-

ously, most EA and IP values are located above or below ε(+/-), respectively, so that the

band gap of a semiconductor or insulator is roughly centered around ε(+/-). This further

supports the assertion made in section 4.1 that the ε(+/-) level constitutes a universal solid

state energy reference.

By including 63 new compounds in the analysis, some atomic SSE estimates have

been revised and the scale has been expanded by 20 elements to a total of 53, mostly

from d- and f-blocks of the periodic table, as shown in Fig. 4.11 and listed in Table 4.5.

This extends the SSE concept to every block of the periodic table. With the availability of

this new data, in addition to the 13 new elements included, 20 of the elements previously

evaluated have an elemental data set that has been expanded. This data set expansion
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Figure 4.10: Electron affinity (EA, blue) and ionization potential (IP, red) versus energy

band gap (EG) for 132 binary inorganic semiconductors and insulators. Regression lines

for both EA and IP intersect at -4.8 eV below the vacuum level. The coefficient of deter-

mination (R2) is 0.68 and 0.60 for the blue and red line, respectively.

yielded no change in the SSE estimate for P, Sn, Ga and In; a small change of 0.1 eV for

O, Pb, Zn, and Cd; and a larger change (>0.4 eV) for Li, Na, K, Rb, Cs, S, Se, Te, F,

Cl, Br and I. Most notably, the SSE for sulfur and selenium now conform to the expected

periodic trend in which the SSE of sulfur is more negative than that of selenium. Earlier,

selenium (changed from -6.6 eV to -5.7 eV) had a more negative SSE value than sulfur

(changed from -6.4 eV to -6.0 eV) but the addition of more chalcogenide compounds

reversed the order.
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Table 4.4: Properties of 132 binary inorganic compounds, including 63 new compounds

and 19 revised compounds (asterisk indicates a replacement of data included in Table 4.1;

double asterisk indicates inclusion of a new compound)

Compound EG (eV) EA (eV) IP (eV)
CBM

Character

VBM

Character

Ag2O** 1.2[66] -4.1 -5.3[112] Ag 4s Ag 4d, O 2p [113]

AgBr** 2.71[66] -3.6[114] -6.31 Ag 4s Ag 4d, Br 4p [115]

AgCl** 3.25[116] -3.6[117] -6.85 Ag 4d, Cl 3p [115]

Al2O3* 7[118] -2.5[118] -9.5

AlN 6.026[46] -1.9[47] -7.926

AlP 2.42[5] -2.51[5] -6.43

AlAs* 2.17[119] -3.5[119] -5.67

AlSb 1.6[50] -3.6[50] -5.2

As2S3** 2.35[120] -3.5[121] -5.85 As 4p S 3p [122]

As2Te3** 0.6[123] -4[123] -4.6 As 4p Te 5p [124]

AsI3** 2.47[66] -3.33 -5.8[125] As 4p I 5p(??)

BaO 4.4[51] -0.5[52] -4.97

BaS 3.8[53] -0.84[52] -4.64

BaSe 3.6[54] -0.9[52] -4.55

BaTe 3.4[55] -1.4[52] -4.83

Bi2O3** 2.6[66] -6.45[126] -9.05 Bi 6p O 2p [127]

Bi2S3** 1.3[66] -4.5[128] -5.8 Bi 6p S 3p [129]

Bi2Se3** 0.35[130] -3.95[131] -4.3 Bi 6p Bi 6s, Se 4p [132]

Bi2Te3** 0.15[133] -4.33[131] -4.48 Bi 6p Bi 6s, Te 5p [132]

BiI3** 1.78[66] -4.02[125] -5.8 Bi 6p Bi 6s, I 5p (??)

BN 6.2[56] -4.5[50] -10.7

CaF2 12.1[56] 0.35[58] -11.8

CaO 6.8[56] -0.7[52] -7.5

CaS 4.6[57] -1.8[52] -7.25

CaSe 4.87[54] -2.3[52] -7.19
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Compound EG (eV) EA (eV) IP (eV)
CBM

Character

VBM

Character

CaTe 4.07[54] -3.5[52] -7.6

Cd3P2** 0.5[66] -4[66] -4.5

CdO 2.16[59] -4.5[60] -6.66

CdS 2.42[5] -4.5[5] -6.92

CdSe 1.74[5] -4.56[5] -6.3

CdTe 1.44[5] -4.28[5] -5.72

Ce2O3** 2.4[134] -4[135] -6.4

Co2O3** 3.4[136] -3.5[137] -6.9 Co 4s Co 3d, O 2p(??)

Cr2O3** 3.35[138] -3.76[139] -7.11 Cr 4s Cr 3d, O2p (??)

CrO** 6.63 -1.22[140] -7.85[141] Cr 4s Cr 3d, O2p (??)

CsF* 9.9[61] 1.5 -8.4[61]

CsCl** 8.3[61] 0.3 -8[61]

CsBr** 7.3[61] 0.4 -6.9[61]

CsI** 6.2[61] 0.2 -6[61]

Cu2O** 2.1[142] -2.9[143] -5 Cu 4s Cu 3d, O 2p [144]

Cu2S** 1.21[66] -4.19[145] -5.4 Cu 4s Cu 3d, S 3p [146]

Cu2Se** 1.2[66] -3[147] -4.2 Cu 4s Cu 3d [148]

CuO** 1.2[149] -4.07[150] -5.27 Cu 4s Cu 3d [151]

Dy2O3** 4.9[152] -3.26[153] -8.16

Er2O3** 5.3[134] -3.4[154] -8.7

Fe2O3** 1.9[155] -4.71[141] -6.61 Fe 4s Fe 3d, O 2p [156]

FeO** 2.4[157] -1.49[158] -3.89 Fe 4s Fe 3d [66]

FeS** 0.92[159] -1.7[141]6 -2.86 Fe 4s Fe 3d [160]

Ga2O3 5.16[56] -3.13[82] -8.29

GaN 3.43[46] -4.1[47] -7.53

GaP 2.26[50] -4.3[5] -6.56

GaAs 1.42[9] -4.07[5] -5.49

GaSb 0.726[5] -4.06[5] -4.786

GaSe** 2.1[161] -3.6[162] -5.7 Ga 4p Ga 4s, Se 4p [163]
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Compound EG (eV) EA (eV) IP (eV)
CBM

Character

VBM

Character

Gd2O3** 5.6[164] -2.5[164] -8.1

GeO2 5.35[56] -1.96[165] -7.31

HfO2 5.7[74] -2[75] -7.7

In2O3* 2.9[83] -4.45[84] -7.35

In2S3** 2.3[66] -4.8[166] -7.1

In2Se3** 1.55[66] -3.6[167] -5.15

In2Te3** 1.1[66] -4.9[168] -6

InSe** 1.3[169] -3.6[169] -4.9 In 4p Se 4p [170]

InTe** 1.16[66] -4.35[168] -5.51 In 4p Te 5p(??)

InN 0.65[62] -5.8[63] -6.45

InP 1.344[5] -4.38[5] -5.724

InAs 0.36[5] -4.9[5] -5.26

InSb 0.235[64] -4.59[50] -4.825

KF* 10.7[61] 1.9 -8.8[61]

KCl* 8.4[61] 0.3 -8.1[61]

KBr* 7.4[61] -0.1 -7.5[61]

KI* 6[61] -0.8 -6.[61] 8

La2O3 6[87] -2.5[87] -8.5

LiF* 13.6[61] 3.8 -9.8[61]

LiCl** 9.4[61] 1 -8.4[61]

LiBr* 7.6[61] 0.2 -7.4[61]

Lu2O3** 5.4[171] -2[165] -7.4

MgO 7.7[66] -1.63[67] -9.33

MgS 4.87[66] -3.1[52] -8.02

MgSe 4.05[66] -4.5[52] -6.90

MgCl2** 9.2[172] -1.59[173] -10.79

MnO** 3.6[66] -1.375[174] -4.975 Mn 4s Mn 3d, O 2p [175]

MnO2** 1.98[74] -3.02[176] -5 Mn 4s Mn 3d, O 2p [177]

MoSe2** 1.1[178] -4.7[179] -5.8 Mo 5s Mo 4d, Se 4p [180]
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Compound EG (eV) EA (eV) IP (eV)
CBM

Character

VBM

Character

NaF* 11.6[61] 2.1 -9.5[61]

NaCl* 8.4[61] 0.2 -8.2[61]

NaBr* 8[61] 0.7 -7.3[61]

NiO* 3.8[157] -1.47[141] -5.27 Ni 3p Ni 3d, [175]

PbS 0.4[56] -4.6[68] -4.97 Pb 6p Pb 6s, S 3p [181]

PbSe** 0.27[182] -4.21[183] -4.48 Pb 6p Pb 6s, Se 4p [181]

PbTe** 0.22[184] -4.6[185] -4.82 Pb 6p Pb 6s, Te 5p [181]

PdO** 2.67[186] -1.67[187] -4.34 Pd 5s Pd 4d, O 2p [188]

Pr2O3** 3.9[165] -2.5[165] -6.4

PtO** 1.4[189] -2.17[187] -3.57 Pt 6s Pt 5d, O 2p [188]

RbF* 10.35[61] 1.8 -8.5[61]

RbCl* 8.2[61] 0 -8.2[61]

RbBr* 7.4[61] 0.9 -6.5[61]

RbI* 6.1[61] 0.3 -5.8[61]

Rh2O3** 1.41[190] -3.6[190] -5.01 Rh 5s Rh 4d [191]

Sb2O3** 3.3[192] -4.91[126] -8.21 Sb5p Sb 5s, O 2p [193]

Sb2S3** 1.7[194] -4.18[195] -5.88 Sb5p Sb 5s, S 3p [196]

Sb2Te3** 0.28[66] -4.15[123] -4.43 Sb5p Sb 5s, Te 5p [197]

SbI3** 2.41[66] -3.39 -5.8[125] Sb5p Sb 5s, I 5p [198]

Sc2O3** 6[171] -0.85[199] -6.85

Si3N4 5.3[70] -2.12[70] -7.4

SiC 2.36[47] -4[69] -6.48

SiO2 9[9] -0.9[9] -9.9

SnO** 0.7[200] -5.1[201] -5.8 Sn 5p Sn 5s, O 2p [197]

SnS** 1.38[202] -3.14[203] -4.52 Sn 5p Sn 5s, S 3p [204]

SnSe** 0.9[66] -4.7 -5.6[205] Sn 5p Sn 5s, Se 6p [206]

SnTe** 0.6[66] -4.2[207] -4.8 Sn 5p Sn 5s, Te 5p [197]

SnO2** 3.64[56] -4.5[51] -8.14

SnS2 2.31[71] -4.2[71] -6.64
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Compound EG (eV) EA (eV) IP (eV)
CBM

Character

VBM

Character

SnSe2** 1.09[208] -4.26[71] -5.35

SrO 5.2[56] -0.67[52] -5.87

SrS 4.3[72] -1.35[52] -5.65

SrSe 4.42[54] -1.77[52] -6.19

SrTe 3.73[54] -2.4[52] -6.13

Ta2O5 4.5[80] -3.2[88] -7.7

TaO2** 4.2[209] -2.4[210] -6.6 Ta 6s Ta 5d [66]

TaS2** 2.3[66] -5.2[211] -7.5 Ta 6s Ta 5d [212]

TiO2 3.5[80] -4.2[89] -7.25

VO** 0.3[54] -1.229[141] -1.529 V 4s V 3d, O 2p [213]

VO2** 0.65[54] -2.03[141] -2.68 V 4s V 3d, O2p [214]

WSe2** 1.4[215] -4[216] -5.4 W 6s W 5d, Se 4p [217]

Y2O3** 5.8[218] -1.86[219] -7.66

Yb2O3** 4.9[134] -1.7[154] -6.6

Zn3P2** 1.3[66] -3.6[66] -4.9

ZnO 3.3[73] -4.57[73] -7.87

ZnS 3.7[56] -3.9[66] -7.6

ZnSe 2.82[5] -4[5] -6.82

ZnTe 2.26[5] -3.53[5] -5.79

ZrO2 5.8[70] -2.6[73] -8.4

EA and IP for all of the alkali halides have been revised. IPs for all of the al-

kali halides included in Table 4.4 are now estimated as the ultraviolet photoemission

spectroscopy-derived threshold energies reported in Table III of reference [61]. EAs are

then evaluated as IP + EG, where the band gap, EG, is taken from Table II of reference

[61]. Note that this procedure leads to most alkali halides having a positive value of EA,

i.e., EA is positioned above the vacuum level. [Such a positioning is often referred to as

constituting a ’negative electron affinity’, whereas EA is identified as a positive quantity
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when EA is positioned above the vacuum level. This could be confusing to some read-

ers. This confusion arises because electron affinity is usually expressed as a potential (V)

which is defined as being negative above the vacuum level, whereas EA is expressed here

as an energy (eV) which is defined as being positive above the vacuum level.] This revi-

sion of alkali halide EAs and IPs means that their corresponding SSEs are also revised.

A small data set for an element may not give an accurate SSE estimate since it can

be significantly skewed by inclusion of a single unreliable data point. For example, the

SSE estimate for boron included in Table 4.5 (-4.5 eV) may be unreliable. This SSE

estimate for boron is derived from one compound, BN. A prediction of SSE(B) ≈ -1 eV

may prove to be a better estimate once more data is available. This prediction is based on

performing a regression analysis of the SSEs for the other group 13 elements, Al, Ga, and

In and then extrapolating the resulting regression line in order to obtain a new, predicted

estimate of SSE for B. Other elements whose SSE is estimated from only one compound

include C, Ge, and all of the transition metals listed in Table 4.5 except for Cu(I) and

Ag. Because these elements are assessed from a data set consisting of only one entry,

their SSE values should be considered preliminary estimates until more data becomes

available.

More data is available for oxygen - 49 compounds - than for any element in which

SSE is estimated. However, it is possible that not all of this data is reliable. Further-

more, even a reliable estimate for EA or IP may not be unique. To clarify these last two

points, note that in section 4.1 it was estimated that EA(Al2O3) = -3.71 eV, IP(Al2O3)

= -12.42 eV, and EG(Al2O3) = 8.7 eV while it is now preferable to use EA(Al2O3) =

-2.5 eV, IP(Al2O3) = -9.5 eV, and EG(Al2O3) = 7 eV.[118] These more recent, and most

likely more reliable, estimates were obtained from a detailed study in which Al2O3 layers

were grown by atomic layer deposition and then carefully transported and appropriately

prepared for spectroscopic analysis. Although these estimates are considered to be ac-
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Figure 4.11: Solid state energy (SSE) values for 53 elements arranged in descending en-

ergy order. SSE is assessed as an average EA (for a cation, shown in blue) or an average

IP (for an anion, shown in red) for binary compounds having the atom under considera-

tion as a constituent. The dashed horizontal line at -4.5 eV corresponds to the hydrogen

donor/acceptor ionization energy [ε(+/-)] or, equivalently, to the standard hydrogen elec-

trode (SHE) potential of electrochemistry as measured with respect to the vacuum level.

For elements with multiple valence configurations, the most common oxidation state is

displayed here. Table 4.5 contains a summary of SSE estimates in which oxidation state

is specified. The variability bar included for some elements corresponds to the range of

EA or IP reported in the SSE data base.
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curate and reliable, they are definitely not unique since the bulk band gap of α-Al2O3 is

8 eV compared to the 7 eV band gap of an Al2O3 thin film deposited by atomic layer

deposition.[118] Given the likelihood of unintentionally incorporating unreliable and/or

non-unique values in the data base, the SSE trends reported in sections 4.1 and 4.2 appear

to be extraordinarily robust.

Before considering the expanded data set in detail, the definition of SSE needs to

be more carefully considered in the context of relevant energy-level diagrams. As shown

if Fig. 4.12a, EA and IP can be unambiguously assigned to the cation and anion, respec-

tively, in closed-shell binary compounds. In this case, the SSE(cation) and SSE(anion)

correspond to the average of EA and IP, respectively, for all compounds containing a given

cation or anion. In CaO, for example, Ca has an empty 3s valence shell that composes

the conduction band and O has a full 2p valence shell that composes the valence band of

the compound. This describes all main-group and transition-metal compounds where the

cation has an empty d-shell, e.g., Sc2O3, Al2O3, Ga2S3, etc.

Transition metals with partially filled d orbitals, as illustrated by Fig. 4.12b, are

difficult to describe in the SSE framework. The partially filled d orbitals compose the

valence band maximum, although anion p orbitals can mix with the transition metal d

orbitals. The empty d orbitals are at higher energy, so that they can compose the conduc-

tion band, in conjunction with the empty s orbital above them. This means that the band

gap is the energy difference between the filled and empty d orbitals. However, the d−d

transition is weak, so when measured optically, the band gap can appear to be between the

filled d and empty s orbitals, which have a much stronger transition. This is the situation

for 25 compounds in the SSE database (Table 4.4), including V, Cr, Mn, Fe, Co, Ni, Pt,

Rh, Pd, Ag, Ta and W. For 22 of these compounds, computed band-structures have been

located in literature. The data is not sufficiently complete to provide an SSE description

of the transition metals. The lack of data demonstrates the need for more careful analysis
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Figure 4.12: Energy level diagrams illustrating how a transition metal or low-valence

cation introduces ambiguity into the determination of SSE. a) EA and IP are unambigu-

ously determined by the cation and anion, respectively, in a closed-shell main group bi-

nary compound so that SSE(cation) and SSE(anion) correspond to the average value of

EA and IP, respectively, for compounds containing that element. b) A binary compound

with a partially filled d-band is a difficult to describe within the SSE framework since

the VBM and CBM are not clearly established. c) A binary compound with a fully filled

d-band that defines the top of the valence band is unusual since EA and IP are both cation-

derived. d) A binary compound with a low-valence cation, such as Sn2+, is unusual since

EA and IP are both cation-derived. In d), the filled s-orbital is at the VBM while in e) it

is buried within the valence band.

to be performed on transition metal compounds. For this reason, the transition metals that

are not in a terminal oxidation state do not have calculated SSE values in Table 4.5.

Compounds containing Cu1+ represent a special class. For this closed-shell ion,

d10s0 p0, the d orbitals are positioned at the top of the valence band, while the s orbital

defines the bottom of the conduction band (Fig. 4.12c). Clearly, there is metal (cation)

character in both the valence and conduction bands. How should SSE be defined for

this element? Its chemical and physical properties, e.g., oxidation chemistry and p-type
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conductivity, are largely determined by the energetic position of the d orbitals. Hence,

the preferred SSE would seem to correspond to the average IP rather than average EA.

How does this assignment compare with Pauling’s electronegativity? In section 4.1, the

relationship (1) between Pauling electronegativity and SSE was established:

EN(Pauling) = 1.05
√
|SSE|−0.12. (4.11)

Table 4.5: Solid state energy values for 53 elements specified as a function of oxidation

state. SSE refers to the SSE value calculated using the standard SSE definition given in

the methods section. SSEI is the energy value for elements that contribute to the valence

band. The most common oxidation state is denoted with an * and is the value used in Fig.

4.11.

Element Oxidation State SSE (eV) SSEI (eV)

Li 1 1.7

Na 1 1

Rb 1 0.8

Cs 1 0.6

K 1 0.3

Sc 3 -0.9

Ba 2 -0.9

Sr 2 -1.5

Ca 2 -1.6

Yb 3 -1.7

Y 3 -1.9

Hf 4 -2

Lu 3 -2

Mg 2 -2.3

Si 4 -2.4
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Element Oxidation State SSE (eV) SSEI (eV)

Er 3 -2.4

Gd 3 -2.5

La 3 -2.5

Pr 3 -2.5

Zr 4 -2.6

Ge 4 -2.9

W 6 -3

Al 3 -3.1

Mo 6 -3.1

Ta 5 -3.2

V 5 -3.3

Dy 3 -3.3

Cu1+ 1 -3.4 -4.9

As3+ 3 -3.6 -5.4

Ag 1 -3.8 -6.2

Ta 4 -3.8

Zn 2 -3.9

Ga 3 -3.9

Ce 3 -4

Ti 4 -4

Cu2+ +2* -4.1 -5.3

Sb3+ 3 -4.2 -6.1

Sn2+ 2 -4.3 -5.2

Sn4+ +4* -4.4

Cd 2 -4.4

B 3 -4.5
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Element Oxidation State SSE (eV) SSEI (eV)

Pb2+ 2 -4.5 -4.8

Bi3+ 3 -4.7 -5.9

In 3 -4.7

Sb -3 -4.9

As -3 -5.5

Te -2 -5.6

P -3 -5.6

Se -2 -5.9

I -1 -6.2

S -2 -6.3

C -4 -6.5

Br -1 -7.1

O -2 -7.8

N -3 -8

Cl -1 -8.6

F -1 -9.5

The Pauling electronegativity associated with a conventional Cu1+ SSE, i.e., de-

rived from EA, is 1.8. This value corresponds well to Pauling’s value, 1.9, which then

mirrors the energy position of the empty 4s orbital and the common definition of SSE.

Because the energy position of the valence d band is an important characteristic of Cu1+-

based electrodes in both electrochemistry and electronic devices, a second value of SSE

is included in Table 4.5, which is denoted as SSEI in Table 4.5. In all other materials

containing d10s0 p0 cations, e.g., Zn2+, Ga3+, In3+, etc., the d band is positioned at an

energy below the top of the valence band, so the conventional definition of SSE holds.

Because of the ambiguity illustrated in Figs. 4.12b and c about which element composes
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the valence band, the SSE values for O, S, Se, Te, P, Cl, and Br are calculated without

including transition metal compounds in the SSE database.

As shown in Figs. 4.12d and e, cations with the d10s2 p0 configuration present

an electronic-structure issue rather similar to that of Cu1+. In this case, the s band can

be positioned at the top of the valence band or buried below it. EA and IP have been

found for 19 compounds with cations having the d10s2 p0 configuration. For 17 of these

compounds, computed band-structure results in the literature have been located, listed in

Table 4.4. These results have been used as a guide in placing the s band near the top of

or below the valence-band maximum. This analysis has led to the inclusion of both SSE

and SSEI values for Sn2+, Sb3+, As3+, Pb2+, and Bi3+ in Table 4.5. It is believed that

this bifurcation of SSE values provides a more complete description of transition metal

and s2 cation behavior.

Comparison of column 14 element SSEs leads to an interesting case study, pro-

viding another illustration of the insight obtainable from an exploration of SSE periodic

trends. Consider the data set SSE(C, Si, Ge, Sn) = -6.4, -2.3, -2.9, -4.4 eV. It is clear that

this -6.4 eV SSE for C is peculiar, not conforming to the trend established by the other

three SSEs. The origin of this peculiarity is simple. The formal oxidation state of C as

specified in Table 4.5 is -4 since C in SiC behaves as an anion (SiC is the only carbon

entry in the SSE data base). In contrast, SSEs for Si, Ge, and Sn from the data set above

correspond to a +4 oxidation state, so that they behave as cations. Thus, the first lesson

learned from this case study is that SSE depends on the oxidation state.

At a very early point in the history of electronegativity, Sanderson suggested that

electronegativity depended on oxidation state.[220] The origin of this oxidation state de-

pendence is likely obscure when viewed through the lens of electronegativity. However,

it is self-evident from the SSE perspective once it is recognized that SSE encompasses

electronegativity. Simply, since SSE corresponds to the energy of a frontier orbital, its
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energy will obviously depend on the oxidation state of the element in question, just as the

second ionization state of an element requires more energy than that of the first state to

be ionized.

Return now to the column 14 element SSE comparison involving the data set SSE(C,

Si, Ge, Sn) = -6.4, -2.3, -2.9, -4.4 eV. Employing linear regression using SSEs for Si+4,

Ge+4, and Sn+4, it is predicted that the SSE(C+4) ∼ -1.1 eV. Using this SSE estimate

implies that EA for diamond should be ∼ -1.1 eV. Indeed, diamond is known to have a

small EA, and it can even be negative, depending on how it is doped and how its surface

is terminated.[221] Thus, direct comparison of the EA of diamond with the prediction of

EA for C+4 is problematic. An alternative approach would be to do an SSE-inspired band

gap prediction[41] for diamond, yielding SSE(C as a cation) - SSE(C as an anion) = -1.1 -

(-6.4) = 5.3 eV. This estimate is in reasonable agreement with the actual 5.5 eV band gap

of diamond.[221] C is the first example of a multivalent element. This topic is discussed

further in Section 4.2.2.2.

For a given element, it is not always clear which set of EA, IP, and EG values

reported in the literature is most reliable, and thus should be included into the SSE data

base. The viability of the SSE approach depends critically upon the soundness of its

data base. Consider the following example as illustrative of the challenges, pitfalls, and

opportunities associated with the task of selecting data for inclusion into the SSE data

base.

Recently, similar values of EA ≈ -6.5 eV, IP ≈ -9.5 eV, and EG ≈ 3 eV have been

reported for MoO3, V2O5, and WO3.[222] It is found that integration of any one of these

three transition metal oxide films into an organic light-emitting diode, organic thin-film

transistor, or organic photovoltaic cell leads to dramatic improvement in performance.

Consequently, significant efforts have been directed to careful assessment of EA, IP, and

EG for these oxides. At least five research groups have carefully examined these mate-
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rials, all coming to a similar conclusion that EA and IP are indeed very deep, i.e., EA

= -6.18-6.9 eV and IP = -9.15-9.7 eV.[222, 223, 224, 225, 226] A deep value of EA has

been invoked by these and other authors as being responsible for the device-performance

improvement. Given the technological importance of this topic and the wealth of consis-

tent experimental data available it would appear that EA, IP, and EG for MoO3, V2O5, and

WO3 should be deemed as being well established. However, these values are not included

in the current data base because of concerns about their viability.

Transition metal EAs this deep seem unlikely for several reasons. First, using SSE

as a guide, it is unlikely that a frontier orbital will exhibit cation behavior when it is 2

eV below ε(+/-). Second, EA = -6.5 eV corresponds to a standard electrode potential

of +2 V, which seems prohibitively large for the transition metal cations under consid-

eration. Third, electrochemically it has been estimated that EA(WO3) ≈ -4.6 eV and

IP(WO3) ≈ -7.2 eV.[227] Fourth, another research group recently employed UPS to es-

timate EA(WO3) ≈ -4.1 eV and IP(WO3) ≈ -7.38 eV, in reasonable agreement with that

determined electrochemically and distinctly different than the UPS-derived deep values

reported above.[228] Fifth, it is suspected that the EA ≈ -6.5 eV estimates obtained for

MoO3, V2O5, and WO3 are possibly overestimated due to surface charging of these rela-

tively insulating materials.[229]

As a conclusion to this example of SSE data selection for the data base, at this

time the EA and IP for MoO3, V2O5, and WO3 are not considered well established.

There appear to be compelling arguments for choosing either EA≈ -6.5 eV or EA≈ -4.5

eV for these three transition metal oxides. Resolving this issue is a critically important

prerequisite for meaningful assessment of transition metal SSE trends.
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4.2.2.2 Multivalent Elements

Table 4.5 indicates that SSE depends explicitly on oxidation state. Most of the 53

elements included in Table 4.5 have a unique oxidation state. Since these elements were

the focus of [41], the dependence of SSE on oxidation state was not considered. Fig.

4.13 shows four examples of main group multivalent elements. Note that ε(+/-) once

again serves as a demarcation energy distinguishing between cation and anion behavior.

For the multivalent cation Sn, the average electron affinity for the higher oxidation state

occurs at a more negative energy. This trend is expected since more energy is usually

required for subsequent ionization of a positively charged ion.

Sn(4+)

Sn(2+)

As(3-)

As(3+)

Sb(3-)

Sb(3+)

EVac

ε(+/-)En
erg

y(e
V)

-5.0
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Figure 4.13: Electron affinity (EA, blue) and ionization potential (IP, red) corresponding

to SSEs for three multivalent elements from the main group of the periodic table.

In contrast, As and Sb are two examples of multivalent elements which can be-

have either as a cation or anion. This type of multivalent element is denoted as being

ambivalent. When As and Sb are anions, the frontier orbitals are composed of filled s-

and p-orbitals and exist together at the valence band maximum of As and Sb compounds.

When As and Sb are cations, the frontier orbitals are not both filled anymore. The filled

s-orbitals remain at low energy and make up the valence band maximum while the empty
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p-orbitals move to higher energy and make up the conduction band minimum. Clearly

ambivalence is expected for an element having an SSE near to ε(+/-). Other main group

elements expected to be ambivalent include P (P+3, P+5, P−3), Se (Se+4, Se+6, Se−2), S

(S+4, S−2), and Te (Te+4, Te+6, Te−2). Other main group elements likely to be multiva-

lent are Bi (Bi+3, Bi+5), Ge (Ge+2, Ge+4), and In (In+1, In+3).

4.2.2.3 Impurity Doping Trends

A narrow band gap semiconductor is typically bipolar, i.e., readily doped either n-

or p-type. A wide band gap insulator is usually impossible to dope. An intermediate band

gap material may be bipolar, undopable, or unipolar, i.e., capable of being doped either n-

or p-type, but not both. From an SSE scale perspective, it is tempting to identify ε(+/-) as

an absolute energy reference helping to establish whether a material is likely to be bipolar,

unipolar, or undopable based on the relative alignment of its EA and/or IP with respect to

ε(+/-).

Walukiewicz has offered evidence for the existence of such an absolute energy ref-

erence, which he denotes as the Fermi level stabilization energy, EFS. He estimates EFS

as -4.9 eV, a bit different than ε(+/-) = -4.5 eV.[230, 231, 232] He argues that it is difficult

to dope a material n-type (p-type) when EA (IP) is too far above (below) EFS. Zunger and

co-workers provide a more quantitative formulation of these limits to doping by specify-

ing n- and p-type pinning levels, Epin,n and Epin,p.[233, 234, 235, 236] When EA is above

Epin,n, a material cannot be doped n-type and when IP is lower than Epin,p, a material

cannot be doped p-type. Robertson and Clark estimate Epin,n = -3.7 eV and Epin,p = -6.1

eV, symmetrically displaced in energy from EFS = -4.9 eV.[237]

According to the cited work by Walukiewicz, Zunger and co-workers, and Robert-

son and Clark, self-compensation is the primary physical mechanism giving rise to doping

limits. Self-compensation can be understood as follows. As the Fermi level moves to-



89

ward the conduction band minimum or the valence band maximum in response to donor

or acceptor doping, respectively, it becomes energetically more favorable to form intrinsic

defects that compensate the introduced dopants, rather than to modulate the Fermi level

closer to the relevant band edge.

Although self-compensation undoubtedly is an important mechanism for establish-

ing dopability trends, the SSE perspective suggests that donor / acceptor ionization energy

trends may also be relevant. To see this, first recognize that a large deviation of EA and/or

IP from ε(+/-) corresponds to an increase in ionic bonding character.[41] A more ionic

material will tend to have a deeper donor or acceptor ionization energy, which will make

doping more difficult.[9] This trend may be formulated quantitatively using the hydro-

genic effective mass model to estimate the donor or acceptor defect ionization energy

(IE),[238]

IE = 13.6m∗σ

(
1

ε∞R

)2

(eV ), (4.12)

where m∗σ is the conductivity relative effective mass and ε∞R is the high-frequency (opti-

cal) dielectric constant.[109, 239]

The utility of Eq. 4.12 is best illustrated by example. In the following example,

it is shown that donor and acceptor ionization energies tend to increase with increasing

ionicity due to an increase in effective mass and to a decrease in the high-frequency di-

electric constant with increasing ionicity. For indium-based III-V semiconductors, the

ionicity trend is InSb < InAs < InP < InN. Both electron and hole effective masses tend

to increase with increasing ionicity, m∗σe (InSb, InAs, InP, InN) = 0.0145, 0.023, 0.077,

0.11 and m∗
σh (InSb, InAs, InP, InN) = 0.36, 0.33, 0.46, 1.24 while the high-frequency

dielectric constant decreases with increasing ionicity, ε∞R (InSb, InAs, InP, InN) = 15.7,

12.3, 9.6, 8.4. Including both effective mass and high-frequency dielectric constant trends

in Eq. 4.12 leads to IE(donor, InSb, InAs, InP, InN) = 0.8, 2 , 11, 21 meV and IE(acceptor,

InSb, InAs, InP, InN) = 20, 30, 68, 239 meV. Thus, the donor/acceptor ionization energy
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increases with increasing ionicity. This example also reveals that hole ionization energies

are significantly larger due to the valence band hole effective mass typically being appre-

ciably larger than that of the electron effective mass. Thus, p-type doping is likely to be

more problematic.

Figure 4.14: The high-frequency (optical) dielectric constant, ε∞R, as a function of ion-

icity for 108 binary compounds. Ionicity is estimated as f SSE1
i (AB) = 1.4[SSE(A)−

SSE(B)]/[SSE(A)− SSE(B)+ ε(+/−)] as proposed in [41]. This demonstrates that the

high-frequency dielectric constant decreases as ionicity increases.

Since the donor/acceptor ionization energy depends linearly on the effective mass

and quadratically on the high-frequency dielectric constant as per Eq. 4.12, the high-

frequency dielectric constant is the more important consideration. If the high-frequency

relative dielectric constant is small (ε∞R ≤∼5), it is likely that the donor/acceptor ion-

ization energy will be unacceptably large, precluding bipolar doping. Fig. 4.14 displays

ε∞R as a function of ionicity for 108 binary compounds. It is evident that ε∞R ≤∼5 when

the ionicity is greater than 0.5. Eq. 4.12 suggests that the ionization energy of donors
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and particularly of acceptors will likely be too large for effective doping if the ionicity

exceeds 0.5. Setting the ionicity fSSE1
i = 0.5 in the equation specified in the caption of

Fig. 5, SSE(A) - SSE(B) is found to be equal to 2.5 eV. Within the context of the atomic

solid state energy scale, SSE(A) - SSE(B) constitutes an estimate of the band gap of a

binary AB compound. This suggests that it will be difficult to obtain bipolar doping in a

material with a band gap greater than approximately 2.5 eV due to the unacceptably large

donor/acceptor ionization energy. Additionally, the carrier effective mass is likely to be

rather large for a material with an ionicity and corresponding band gap of this magnitude.

In summary, a material is likely to be: i) bipolar when IP and EA are relatively

close to ε(+/-), ii) unipolar, n-type (p-type) when EA (IP) is positioned much closer to

ε(+/-) than is IP (EA), or iii) undopable, when both EA and IP are positioned far from

ε(+/-). Increased covalency favors bipolar doping. Increased ionicity makes doping more

difficult.

4.2.2.4 Conclusions

The SSE concept has been extended by 66 new compounds to a total of 132 com-

pounds. This leads to SSE estimates for 53 elements from the s-, p-, d- and f-blocks of

the periodic table. SSE analysis has been extended to elements with multiple oxidation

states. A qualitative description of doping limits and conductivity type can be given using

the effective mass model to estimate the dopant ionization energy. By extending the SSE

framework and data available, more subtle elemental behavior and compound formation

trends have emerged.
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4.3 Variability Trends
4.3.1 Introduction

In the original formulation of the atomic solid state energy (SSE) scale presented

in section 4.1, the electron affinity (EA) and ionization potential (IP) were plotted versus

band gap (EG) for 69 binary closed-shell binary inorganic semiconductors and insulators,

yielding SSE estimates for 40 elements. The SSE scale was shown to be a simple ap-

proach to electronegativity, chemical hardness, ionicity and the periodic trends of solids.

In Section 4.2, EA and IP versus EG were plotted for an additional 66 compounds, lead-

ing to SSE estimates for a total of 53 elements from the s-, p-, d-, and f-blocks of the

periodic table. Additionally, recognizing that SSE varies with oxidation state, a new SSE

list was compiled in which oxidation state was explicitly specified. This facilitated an

exploration of main group multivalent trends as well as impurity doping trends and con-

ductivity type in the context of the absolute energy reference, ε(+/-), which emerges from

the SSE scale. Building on this prior work, the goal of the work presented herein is to

assess SSE variability in order to elucidate aspects of the chemistry of solid state bonding.

4.3.2 Variability

One of the more striking aspects of the SSE plot shown in Fig. 4.11 is the large

amount of EA or IP (especially) variability. This is specified by the variability bar in-

cluded for some elements in Fig. 4.11, which corresponds to the range of values reported

for EA or IP in the SSE data base. A summary of SSE variability is given in Table 4.6.

SSE variability can arise from data set size, chemical considerations, and/or exper-

imental errors in the estimation of EA / IP. The data set size is not the same for each

element. Some elements have a very large data set (e.g., oxygen with 49 compounds)

while some are very limited (e.g., lithium with 3 compounds) or are even based on a

single compound (e.g., carbon, boron, germanium). A large data set can lead to a large
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SSE variability because of real chemical effects or due to artifacts associated with incor-

porating unreliable data into the database. It is not always easy to distinguish between

these two possibilities. Given this, it is remarkable that an assessment of SSE variability

as presented herein should lead to such penetrating insight into the nature of solid-state

chemical bonding.

Table 4.6: Solid state energy (SSE) variability summary. For a given element, SSE is

tabulated together with its range, standard deviation, the total number of compounds in

the data base, and the number of main group (MG) compounds (shown in parentheses).

SSE is calculated using only MG compounds.

Element SSE (eV) Range (eV) Standard Deviation (eV) # of compounds (MG)

Anions (SSE = average IP of MG compounds in data base)

F -9.47 3.4 1.27 6 (6)

Cl -8.61 2.79 1.18 7 (6)

Br -7.12 1 0.496 6 (5)

I -6 1 0.4 6 (6)

O -7.78 4.93 1.45 49 (15)

S -6.22 3.5 1.13 16 (13)

Se -5.71 2.89 0.99 15 (12)

Te -5.32 3.17 1.01 12 (10)

N -8 4.25 1.6 5 (5)

P -5.62 2.06 0.91 5 (3)

As -5.47 0.41 0.21 3 (3)

Sb -4.94 0.41 0.23 3 (3)

C -6.48 1 (1)
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Element SSE (eV) Range (eV) Standard Deviation (eV) # of compounds (MG)

Cations (SSE = average EA of MG compounds in data base)

Li 1.67 3.6 1.89 3

Na 1.00 1.9 0.98 3

K 0.33 2.7 1.14 4

Rb 0.75 1.8 0.79 4

Cs 0.60 1.3 0.61 4

Mg -2.30 1.56 0.81 4

Ca -1.62 3.83 1.48 5

Sr -1.55 1.73 0.73 4

Ba -0.95 0.86 0.036 4

B -4.50 1

Al -3.10 2.08 0.86 5

Ga -3.93 1.17 0.46 5

In -4.68 2.2 0.62 8

Si -2.37 3.22 1.63 3

Ge -2.93 1

Sn+4 -4.35 0.3 0.15 3

Sn+2 -4.29 1.96 0.85 4

Pb -4.47 0.39 0.23 3

As+3 -3.61 0.67 0.35 3

Sb+3 -4.16 1.52 0.62 4

Bi -4.65 2.5 1.03 5

4.3.3 III-V Compounds

EA and IP trends as a function of cation ionic radius[136] for p-block, group-13

nitrides, phosphides, arsenides, and antimonides are presented in Fig. 4.15. The value
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Figure 4.15: Electron affinity and ionization potential versus cation ionic radius for (a)

four p-block, group-13 nitrides, (b) three p-block, group-13 phosphides, (c) three p-block,

group-13 arsenides, and (d) three p-block, group-13 antimonides. EA (blue) and IP (red)

regression fit parameters and their coefficients of determination (R2) are specified, as are

the ionic radius for the anion under consideration.

of EA and IP for BN in Fig. 4.15a is considered anomalous, as discussed in Section 4.2.

The negative EA/positive IP slope trend is the most dramatic feature of these plots and

is easily rationalized. (Note that in Fig. 4.15 a negative slope corresponds to an upward-

going curve, whereas a positive slope corresponds to a downward-going curve since the

cation ionic radius is plotted using a decreasing-to-the-right scale. This method of data

presentation may be a bit confusing initially, but reveals important chemical trends such

as those shown in Figs. 4.1 and 4.10 of sections 4.1 and 4.2.) When a cation and an

anion are brought into closer physical proximity, they more strongly interact, leading to

an increase in the band gap and to the negative EA/positive IP slope trend witnessed in

Fig. 4.15. This cation-anion interaction typically involves both charge sharing (covalent)

and charge transfer (ionic) bonding contributions. Both covalent and ionic contributions

give rise to an increasing band gap when cation and anion come into closer physical prox-
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imity. Recognize that the III-V compounds included in Fig. 4.15 are normally expected

to exhibit primarily covalent bonding.[109, 240]
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Figure 4.16: Electron affinity and ionization potential versus cation covalent radius for

(a) four p-block, group-13 nitrides, (b) three p-block, group-13 phosphides, (c) three p-

block, group-13 arsenides, and three p-block, group-13 antimonides. EA (blue) and IP

(red) regression fit parameters and their coefficients of determination (R2) are specified,

as are the ionic radius for the anion under consideration.

Use of the ionic radius in Fig. 4.15 may seem suspect, since the III-V compound

semiconductors included in this figure are expected to have primarily covalent bond-

ing. However, Fig. 4.16 demonstrates for III-V semiconductors that the same negative

EA/positive IP slope trends as found in Fig. 4.15 are observed when the cation covalent

radius is used instead of the cation ionic radius. In Fig. 4.15, the cation ionic radius

range is 39 - 62 pm, whereas in Fig. 4.16 the cation covalent radius range is 82 - 144 pm,

revealing that use of an ionic radius in the assessment of a primarily covalent compound

very likely significantly underestimates the true cation radius. Although the regression fit

slopes and intercepts are different for Figs. 4.15 and 4.16, the basic negative EA/positive
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IP slope variability trends are quite similar. Subsequently, the ionic radii is exclusively

employed in the variability assessment.
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Figure 4.17: Electron affinity and ionization potential versus anion ionic radius for (a)

four p-block, group-15 aluminum compounds, (b) four p-block, group-15 gallium com-

pounds, and (c) four p-block, group-15 indium compounds. EA (blue) and IP (red) re-

gression fit parameters and their coefficients of determination (R2) are specified, as are

the ionic radius for the cation under consideration.

EA and IP trends as a function of anion ionic radius for p-block, group-15 com-

pounds with aluminum, gallium, and indium are presented in Fig. 4.17. For all three

cations considered, the IP slope is positive, as expected based on cation-anion physical

proximity considerations. In Fig. 4.17a, the EA slope for Al is negative, again as expected

from cation-anion physical proximity considerations. In contrast, the EA slope for Ga is

slightly positive, but almost zero. This is a surprising trend. It is tempting to attribute this
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somewhat unexpected trend to unreliable EA data. However, this seems unlikely given

the vast amount of scrutiny directed at Ga-based III-V semiconductors due to their tech-

nological importance. It can be speculated that this anomalous, unexpected trend is most

likely associated with a peculiarity of Ga bonding. More work is required to resolve this

issue.

Finally, note that the EA slope for In in Fig. 4.17c is also positive, and hence

anomalous. The EA slope for In would be negative, as expected, if InN is eliminated

from consideration. This suggests that either the experimental data for InN is unreliable,

or there is a more subtle reason why InN behaves in a distinctly different manner than the

other III-V nitrides. Note that the band gap of InN has recently been revised from 1.97

eV to 0.7 eV.[241] This leads to questioning the viability of EA and IP for InN used in

the data base.

4.3.4 I-VII Compounds

EA and IP are plotted as a function of cation ionic radius for s-block, group-1 flu-

orides, chlorides, bromides, and iodides in Fig. 4.18. The negative EA/positive IP slope

trends found in Figs. 4.15-4.17 are observed to a certain extent in Figs. 4.18a and 4.18b,

but are not seen in Figs. 4.18c and 4.18d, primarily because the EA slope is slightly

positive in Figs. 4.18c and 4.18d. Note that the EA and IP slope magnitudes are rather

small even in Figs. 4.18a and 4.18b, suggesting that the negative EA/positive IP slope

trends established in Fig. 4.15 are only weakly manifest in any of the compound families

included in Fig. 4.18. Since the alkali halides from Fig. 4.18 are expected to have sig-

nificantly more ionic bonding character than the III-V semiconductor compounds given

in Fig. 4.15, the weak negative EA/positive IP slope trends could possibly be ascribed

to ionic bonding. However, a more likely explanation seems to be the larger range of

cation ionic radius of 76 - 167 pm (compared to 39 - 62 pm in the more covalent III-V
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Figure 4.18: Electron affinity and ionization potential versus cation ionic radius for (a)

five s-block, group-1 fluorides, (b) five s-block, group-1 chlorides, (c) five s-block, group-

1 bromides, and three s-block, group-1 iodides. EA (blue) and IP (red) regression fit

parameters and their coefficients of determination (R2) are specified, as is the ionic radius

for the anion under consideration.

compounds of Fig. 4.15) results in a weaker change in cation - anion interaction with

increasing cation radius. A bit of caution is warranted in interpreting the EA-based cation

ionic radius trends illustrated in Fig. 4.18, however, since most alkali halides appear to

have a negative electron affinity.

EA and IP trends as a function of anion radius for s-block, group-1 elements are

presented in Fig. 4.19. The trends evident in Fig. 4.19 are similar to those of Fig. 4.15,

i.e., the EA slope is negative and the IP slope is positive. These negative EA/positive

IP slope trends are those expected from cation-anion physical proximity considerations,

i.e., in the case of Fig. 4.19, as the anion ionic radius decreases, the band gap increases,

pushing EA closer to the vacuum level and IP further away from the vacuum level.
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Figure 4.19: Electron affinity and ionization potential versus anion ionic radius for (a)

three p-block, group-17 lithium compounds, (b) three p-block, group-17 sodium com-

pounds, (c) five p-block, group-17 potassium compounds, (d) five p-block, group-17 ru-

bidium compounds, and e) five p-block, group-17 cesium compounds. EA (blue) and IP

(red) regression fit parameters and their coefficients of determination (R2) are specified,

as are the ionic radius for the cation under consideration.

The I-VII alkali halide compounds considered in Figs. 4.18 and 4.19 engage in

primarily ionic bonding. It is interesting that I-VII cation variability (Fig. 4.18) is weak

while anion variability (Fig. 4.19) is strong. These trends are likely associated with the

polarizability of the anion and the lack of polarizability of the cation, as developed in

Section 4.3.7 in the context of polar covalence.
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Figure 4.20: Electron affinity and ionization potential versus cation ionic radius for (a)

four s-block, group-2 oxides, (b) four s-block, group-2 sulfides, (c) four s-block, group-

2 selenides, (d) three p-block, group-2 tellurides. EA (blue) and IP (red) regression fit

parameters and their coefficients of determination (R2) are specified, as are the ionic

radius for the anion under consideration.

4.3.5 II-VI Compounds

EA and IP trends as a function of cation ionic radius for s-block, group-2 com-

pounds are presented in Fig. 4.20, with Fig. 4.21 displaying corresponding EA and IP

trends as a function of anion ionic radius for p-block, group-16 compounds. In Fig. 4.20,

both EA and IP have positive slopes, in contrast to the majority of the data shown in Figs.

4.15-4.19. The positive EA slope in Fig. 4.20 is puzzling. A negative EA slope is ex-

pected, regardless of whether ionic or covalent bonding prevails, because closer physical

proximity between cation and anion should push EA up and IP down in energy, regardless

of whether charge sharing (covalent bonding) or charge transfer (ionic bonding) predom-

inates. The positive EA slope anomaly in Fig. 4.20 manifests itself as an unexpected

almost-zero IP slope in Fig. 4.21. This almost-zero IP slope trend is also very puzzling.
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As mentioned previously and assessed in greater detail in Section 4.3.7, anion vari-

ability (Fig. 4.21) is expected to be more pronounced than cation variability (Fig. 4.20)

since anion polarizability is invariably much larger than cation polarizability. Thus, the

almost-zero IP slopes given in Fig. 4.21 appear to be very suspicious. Note that all of

the data giving rise to Figs. 4.20 and 4.21 originates from a single paper, published in

1974.[52] Although this paper has been widely quoted in the literature, another indepen-

dent measurement confirming the viability of any of the EA and IP estimates reported in

this reference has not been found. Since the anomalous positive EA slope in Fig. 4.20

and the corresponding almost-zero IP slope in Fig. 4.21 are not able to be explained, the

viability of these estimates must be questioned.
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Figure 4.21: Electron affinity and ionization potential versus anion ionic radius for (a)

three p-block, group-16 magnesium compounds, (b) four p-block, group-16 calcium com-

pounds, (c) four p-block, group-16 strontium compounds, (d) four p-block, group-16 bar-

ium compounds. EA (blue) and IP (red) regression fit parameters and their coefficients of

determination (R2) are specified, as are the ionic radius for the cation under consideration.
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4.3.6 IV-VI Oxides

EA and IP trends as a function of cation ionic radius for p-block, group-14 ox-

ides are shown in Fig. 4.22. Negative EA/positive IP slope trends are seen, as expected.

These oxides constitute an interesting test case for assessing previously proposed meth-

ods for estimating ionicity. Ionicity, fi, is an estimate of the fractional ionic character of

a chemical bond. It is equal to one for a purely ionic bond and zero for a purely cova-

lent bond.[109] Reported ionicities for the three oxides included in Fig. 4.22 are as fol-

lows: fi(SiO2) = 0.57,[240] 0.75(SSE1), 0.67(SSE2), 0.82(SSE3); fi(GeO2) = 0.73(MgF

structure),[240] 0.51(quartz structureSSE1),[240] 0.71(SSE1), 0.60(SSE2), 0.78(SSE3);

fi(SnO2) = 0.79,[240] 0.58(SSE1), 0.39(SSE2), 0.63(SSE3) where SSE1, SSE2, and

SSE3 refer to the three different procedures for calculating fi, as discussed in Section

4.1. Thus, these ionicity estimates indicate that SiO2, GeO2, and SnO2 are predominantly

ionic. In contrast, inorganic chemistry descriptions of these oxides invariably assert them

to be strongly covalent.[242] A solution to this dilemma is obtained once it is recognized

that a complete description of solid state chemical bonding must account for polar cova-

lence, in addition to covalent and ionic bonding, as discussed in the following section.
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Figure 4.22: Electron affinity and ionization potential versus cation ionic radius for three

p-block, group-14 oxides. EA (blue) and IP (red) regression fit parameters and their

coefficients of determination (R2) are specified, as is the ionic radius of oxygen.
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4.3.7 Discussion

It is clear from the trends shown in Figs. 4.15-4.22 that SSE variability, to a large

extent, is correlated to the physical distance of separation between cation and anion. As

this cation-anion separation decreases, the band gap tends to increase, pushing EA up

(toward the vacuum level) and IP down (away from the vacuum level). Based on the

EA/IP trends as a function of the band gap plotted in Fig. 4.1 of Section 4.1 and Fig. 4.10

of Section 4.2, the EA and IP can be expected to be approximately equally separated from

ε(+/-).

This tendency for EA (IP) to be pushed up (down) in energy as the cation-anion

distance decreases is most easily understood when chemical bonding is covalent. As

shown in Fig. 4.23, when the SSEs of a cation and an anion are almost identical (and

hence close to ε(+/-)), bringing them into closer physical proximity increases the band

gap almost symmetrically about ε(+/-) because charge piles up between the cation and

anion so that it is shared. This gives rise to the negative EA/positive IP slope trends found

when EA and IP are plotted with respect to either the cation or anion ionic radius.

Cation Anion
ε(+/-)

Bonding

Anti-bonding

Figure 4.23: Molecular orbital picture of covalent bonding illustrating the formation of a

band gap due to electronic charge sharing by orbital overlap. As the cation-anion inter-

atomic distance decreases, the band gap increases.
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It is a bit more challenging to account for EA being pushed up and IP being pushed

down when ionic bonding predominates. Fig. 4.24a) provides a picture of ionic bonding

in which SSE(cation) is initially positioned significantly above ε(+/-) while SSE(anion)

is initially positioned below ε(+/-). In this idealized situation, the cation and anion are as-

sumed to approach one another until electronic charge transfer occurs abruptly from the

cation to the anion at the equilibrium cation-anion separation distance. Since the anion

acquires a negative charge, it is pushed upwards in energy, towards ε(+/-). Likewise, elec-

tronic transfer causes the cation to be positively charged so that it is pushed downwards in

energy, presumably towards ε(+/-). More charge transfer implies that the cation and anion

energies are pushed closer to ε(+/-). In this ideal ionic bonding picture, the bottom of the

conduction band, EC, and the top of the valence band, EV , are presumably positioned by

a simple horizontal extension of their respective SSEs.

Sanderson’s principle of electronegativity equalization suggests that electronic charge

transfer would occur until both of these energies align near ε(+/-).[243] Once the cation

and anion energy levels have aligned, further electronic transfer from the cation to the an-

ion would be energetically unfavorably since the cation energy level would be pushed be-

low that of the anion. Therefore, as the cation-anion interatomic distance is decreased be-

low this energy level equilibration point, electron charge redistribution (polar covalence;

see Fig. 4.24b occurs in which charge on the anion begins to pile up in the intermediate

region between the cation and anion where it is shared. This ionic bonding redistribution

of charge is typically referred to as polarization giving rise to polar covalent bonding.

Although the increase in band gap with decreasing interatomic distance trend shown in

Fig. 4.23 for covalent bonding and in Fig. 4.24b for polar covalent bonding is identical,

the underlying chemistry giving rise to this trend is distinctly different, involving elec-

tronic charge sharing (covalence) and electronic charge redistribution (polar covalence),

respectively.
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Cation

Anion

ε(+/-)

+

EV

EC

ε(+/-)

EV

ECInitial Cation 
Energy

Initial Anion 
Energy

a) b)

Cation
Anion

Figure 4.24: Idealized representation of (a) ionic bonding and (b) polar covalent bonding.

For ionic bonding, the cation (anion) energy level is pushed down (up) towards ε(+/-)

as electronic charge is transferred from cation to anion. (b) For polar covalent bonding,

the cation and anion energy levels have equilibrated, presumably near ε(+/-), so that fur-

ther electronic charge transfer from cation to anion is energetically unfavorable. As the

cation-anion interatomic distance decreases beyond this equilibration point, the band gap

increases due to a redistribution of electronic charge from the anion into the interatomic

region between the cation and anion.

Thus, polar covalence is distinctly different than pure covalence. To explore polar

covalence, it is convenient to define a polar covalence tendency (PCT) as,

PCT = ZC
rA

rC
, (4.13)

where ZC is the cation charge, rA is the anion ionic radius, and rC is the cation ionic

radius. This formulation of PCT is simply a quantitative restatement of Fajan’s rules, that

polarization (polar covalence) increases with increasing cation charge and anion radius

and decreases with increasing cation radius.[104, 244] Table 4.7 shows that for a given

anion, the polar covalence tendency decreases down a group (e.g., PCTMgO > PCTCaO >

PCTSrO > PCTBaO). This decrease in polar covalence tendency is due to the decreasing

radius of the cation and, hence, its reduced ability to polarize the anion. For a given
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cation, the polar covalence tendency increases down a group (e.g., PCTMgO < PCTMgS

< PCTMgSe < PCTMgTe). This is expected because as the anion atomic radius increases,

the valence electrons of the anion are more shielded from the nuclear charge by the anion

core electrons, making the anion valence electron shells easier to polarize.

Table 4.7: Summary of polar covalence tendency, calculated as ZC
rA
rC

. For a given com-

pound, the coordination number, cation radius, anion radius, and atomic charge are in-

cluded.

Compound
Coordination

Number

Cation

Radius

(pm)[136]

Anion

Radius

(pm)[136]

ZC
Polar Covalence

Tendency ZC
rA
rC

AlAs 4 39 222 3 17.08

AlN 4 39 146 3 11.23

AlP 4 39 212 3 16.31

AlSb 4 39 245 3 18.85

As2S3 6 58 184 3 9.52

As2Te3 6 58 221 3 11.43

BaO 6 136 140 2 2.06

BaS 6 136 184 2 2.71

BAs 4 35 222 3 19.03

BaSe 6 136 198 2 2.91

BaTe 6 136 221 2 3.25

Bi2S3 6 103 184 3 5.36

Bi2Se3 6 103 198 3 5.77

Bi2Te3 6 103 221 3 6.44

BN 4 35 146 3 12.51
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Compound
Coordination

Number

Cation

Radius

(pm)[136]

Anion

Radius

(pm)[136]

ZC
Polar Covalence

Tendency ZC
rA
rC

BP 4 35 212 3 18.17

BSb 4 35 245 3 21.00

CaO 6 100 140 2 2.80

CaS 6 100 184 2 3.68

CaSe 6 100 198 2 3.96

CaTe 6 100 221 2 4.42

CsBr 6 167 196 1 1.17

CsCl 6 167 181 1 1.08

CsF 6 167 133 1 0.80

CsI 6 167 220 1 1.32

GaAs 4 47 222 3 14.17

GaN 4 47 146 3 9.32

GaP 4 47 212 3 13.53

GaSb 4 47 245 3 15.64

GaSe 6 120 198 2 3.30

GeO2 4 53 140 4 10.57

In2Se3 4 62 198 3 9.58

InAs 4 62 222 3 10.74

InN 4 62 146 3 7.06

InP 4 62 212 3 10.26

InSb 4 62 245 3 11.85

KBr 6 138 196 1 1.42

KCl 6 138 181 1 1.31
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Compound
Coordination

Number

Cation

Radius

(pm)[136]

Anion

Radius

(pm)[136]

ZC
Polar Covalence

Tendency ZC
rA
rC

KF 6 138 133 1 0.96

KI 6 138 220 1 1.59

LiBr 6 76 196 1 2.58

LiCl 6 76 181 1 2.38

LiF 6 76 133 1 1.75

LiI 6 76 220 1 2.89

MgO 6 72 140 2 3.89

MgS 6 72 184 2 5.11

MgSe 6 72 198 2 5.50

MgTe 6 72 221 2 6.14

NaBr 6 102 196 1 1.92

NaCl 6 102 181 1 1.77

NaF 6 102 133 1 1.30

NaI 6 102 220 1 2.16

RbBr 6 152 196 1 1.29

RbCl 6 152 181 1 1.19

RbF 6 152 133 1 0.88

RbI 6 152 220 1 1.45

Sb2S3 6 76 184 3 7.26

Sb2Te3 6 76 221 3 8.72

SiO2 4 26 140 4 21.54

SnO2 6 69 140 4 8.12

SrO 6 118 140 2 2.37
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Compound
Coordination

Number

Cation

Radius

(pm)[136]

Anion

Radius

(pm)[136]

ZC
Polar Covalence

Tendency ZC
rA
rC

SrS 6 118 184 2 3.12

SrSe 6 118 198 2 3.36

SrTe 6 118 221 2 3.75

Examination of the PCT trends shown in Table 4.7 is revealing. ZC is the most

important parameter in determining PCT. When ZC is small (+1, +2) PCT is also small,

and bonding is expected to be primarily ionic, with a weak tendency towards increased

polar covalence as the anion size increases. When ZC is large (+3, +4) PCT is large, giving

rise to two types of covalent bonding tendencies, depending on whether SSE(cation) and

SSE(anion) are located near or remote from ε(+/-). When SSE(cation and SSE(anion) are

close to ε(+/-), the pure covalent bonding picture shown in Fig. 4.23 is dominant. Most

of the III-V semiconductors included in Table 4.7 are best characterized as exhibiting

covalent bonding.

In contrast, when SSE(cation) and SSE(anion) are misaligned in energy and also

have a large PCT, polar covalent bonding is operative, as illustrated in Fig. 4.24b. The

group-14 oxides (SiO2, GeO2, SnO2) are the most dramatic example in Table 4.7 of bi-

nary compounds exhibiting strong polar covalence. This conclusion is consistent with

standard inorganic chemistry descriptions of chemical bonding of these oxides. It is in-

consistent, however, with respect to previously proposed methods for estimating ionicity.

Prior ionicity estimation procedures invariably accounted for covalent and ionic bonding

only. Since they were not formulated in a manner that accounted for polar covalence, they

are inadequate and sometimes misleading.
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Table 4.8: Crossing energy, crossing ionic radius, and crossing energy separation with

respect to ε(+/-) for selected elements. The crossing energy and ionic radius are obtained

by extrapolating regression line fits to EA and IP (shown in Figs. 4.15, 4.17-4.23 to their

intersection. Color code: blue, green, red = good, poor, very poor correlation, respec-

tively, between crossing energy and ε(+/-). † indicates that InN has been ignored for

calculating the crossing energy and ionic radius. * and ** indicate group-14 oxides and

group-2 oxides, respectively.

Element Crossing Energy (eV)

Crossing

Ionic Radius

(pm)

Distance

from ε(+/-)

(eV)

Al -4.49 272 0.01

Ga -4.12 280 0.38

In† -4.7 249 -0.2

N -5.76 64.6 -1.26

P -4.86 89.9 -0.36

As -5.18 66.3 -0.68

Sb -4.73 64.6 -0.23

Li -4.61 279 -0.11

Na -3.15 326 1.35

K -4.38 333 0.12

Rb -1.97 350 2.53

Cs -2.26 369 2.24

F -4.14 421 0.36

Cl -5.43 920 -0.93

Br 2.92 1565 7.42
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I -30.2 -732 -25.7

Mg -6.09 320 -1.59

Ca -7.39 342 -2.89

Sr -6.95 443 -2.45

Ba -3.93 487 0.57

O* -6.73 97 -2.23

O** 0.92 219 5.42

S 7.09 353 11.59

Se 2.27 252 6.77

Te 9.25 318 13.75

Extrapolation of the EA and IP regression line fits shown in Figs. 4.15, 4.17-4.23

allows definition of a crossing energy and a crossing ionic radius. These quantities, as

well as the crossing energy separation with respect to ε(+/-), are collected in Table 4.8.

Several important insights are obtained from an assessment of Table 4.8. First, there is a

good correlation (blue) between the crossing energy and ε(+/-) for III-V semiconductors,

as expected due to covalent bonding. Second, although smaller I-VII alkali halides dis-

play good correlation between the crossing energy and ε(+/-), larger cations (Rb, Cs) and

particularly large anions (Br, I) show poor (green) and very poor (red) correlation, respec-

tively. The viability of the Br and I data within the SSE data base was already questioned

in the previous discussion of Figs. 4.18c and 4.18d. Third, all of the II-VI anions (O,

S, Se, Te) show a very poor (red) correlation between the crossing point and ε(+/-), once

more suggesting that this data may be unreliable. This crossing energy/ε(+/-) correlation

is significantly better for oxygen when bonded with group-14 elements (Si, Ge, Sn) than

with group-2 elements (Mg, Ca, Sr, Ba)

Another aspect of Table 4.8 to consider is the crossing ionic radius. In general, the

crossing ionic radius for cations is large, (249 487 pm) while the radius for anions has a
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much larger range, between 64 and 1565 pm. The large crossing ionic radius for Br and

Cl illustrates that the regression fit lines have a very small slope. The negative value for

I again argues that this data is unreliable. A striking feature of the crossing ionic data

radii is that only the group-15 anions (N, P, As, Sb), oxygen (when bonded with group-

14 elements), and perhaps selenium have a crossing ionic radius that is physically viable.

For most other elements, the crossing ionic radius is larger than that of the largest element

considered here (i.e., Sb = 245 pm).

4.3.8 Conclusions

SSE, like electronegativity, is an attempt to account for a wide range of chemical

properties of an element using a single, scalar quantity. SSE for a given element in a

specified oxidation state corresponds to the average frontier orbital energy position with

respect to the vacuum level for all of the compounds within the data base in which this

element in a specified oxidation state is a constituent. The range of EAs (for a cation) or

IPs (for an anion) is a measure of SSE variability. SSE variability assessment provides

deep insight into the nature of the solid state chemical bond. Frontier orbital positioning

depends strongly on the cation-anion interatomic distance. As the cation-anion inter-

atomic distance decreases, the band gap increases, EA moves away from ε(+/-) toward

the vacuum level, and IP moves away from ε(+/-) away from the vacuum level.

Elucidation of the solid state chemical bond requires accounting for electronic

charge sharing (covalent bonding), charge transfer (ionic bonding), and charge redistri-

bution as a consequence of polarization (polar covalence). Attempts to describe chemical

bonding without accounting for all three aspects of bond formation, e.g., ionicity estima-

tion, are doomed to failure. Use of the SSE framework described herein and in previous

sections depends critically on the availability of a comprehensive, accurate data base.
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Much work remains to reassess, appropriately revise, and enhance the EA and IP data

base.
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5. ABSORBER MATERIALS FOR THIN-FILM SOLAR CELLS

This chapter is a summary of research results. Along with the development of

the atomic solid state energy scale, the focus of this thesis is on material development

of inorganic thin-film absorber layers. This chapter begins with a guide for choosing

potential elements for solar cell development and then describes the progress made on the

development of new inorganic solar absorber materials.

5.1 Material screening using the SSE scale

The SSE concept can be used as a first-order screening tool for for the selection of

elements of potential use as thin-film solar cell absorbers. This can streamline the search

for new materials by reducing the search space of potential elements from the entire

periodic table to just a handful. This can be accomplished by building on the desired

material properties articulated in Section 2.3 and applying the SSE scale specifically to

solar material applications. To illustrate this process and apply the SSE screening method

to PV materials, some of the ideal properties of an absorber material are listed again:

• Appropriate band gap

• High optical absorption

• p-type conduction

• Composed of non-toxic and earth abundant elements

First, the magnitude of the band gap can be estimated using the SSE scale, as de-

tailed in Ch. 4. Briefly, the highest SSE anion will form the valence band maximum

and the lowest SSE cation will form the conduction band minimum. Because a band gap

of approximately 1.5 eV is desirable for solar applications, potential anions and cations
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should be within 1.5 eV of ε(+/-). This region of the SSE scale is highlighted by the box

shown in Fig. 5.1. Antimony and arsenic are included here as both anions and cations

because they fall into the appropriate energy range.

Figure 5.1: The SSE scale with potential elements for solar applications highlighted

within the box.

Second, it is recognized that elements near ε(+/-) will contribute to absorption and

elements that are farther from ε(+/-) will act as spectators. This is because the elements

near ε(+/-) will give rise to the band edges of the material. Spectator elements are not

expected to directly contribute to absorption. Rather, their role will likely be to stabilize

the crystal structure of the material.

Third, contained within the boxed region are elements that have the potential for

electron and hole conduction. p-type materials are important for solar applications to take

advantage of electrons’ higher mobility, as discussed in Section 2.3. Elements within the

box are sometimes referred to as soft acids and bases, which usually form covalent bonds

and generally lead to higher mobility. For example, InSb is a highly covalent material

and has electron and hole mobilities of approximately 80,000 cm2/Vs and 1,250 cm2/Vs,

respectively.[9]
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Because some of the impetus behind the integration of renewable energy sources

into the world’s energy portfolio is the desire to conserve the environment, constituent

elements that are toxic should be avoided. Cadmium, lead, and arsenic are very toxic and

so should be eliminated from consideration.

A last requirement that can be applied to screen elements is the abundance of the

element in nature. Highly abundant elements are typically cheaper to incorporate into

solar cells and thereby lower the production cost. Fig. 5.2 shows the relative abundance of

elements in the earth’s crust as compared to silicon.[245] For this research, the acceptable

level of abundance was chosen to be six orders of magnitude less abundant than silicon.

However, this requirement was relaxed to include Sb and Se, given their potential for

high-performance solar absorbers, as suggested by Fig. 5.1. It is interesting to note that

the toxicity and abundance criteria eliminates CdTe and CIGS from consideration due

to the scarcity, and thus high cost, of indium and tellurium and toxicity of cadmium.

This underscores the need for further exploratory research into new absorber materials

for future solar cell applications.

Figure 5.2: Elemental abundance in the Earth’s crust, as compared to silicon.[245]
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After applying SSE, scarcity, and toxicity constraints, the most promising solar

absorber cations are P, Ti, Mn, Fe, Co, Zn, Cu, Ga, Ge, Sn, and Sb. Also, the most

promising solar absorber anions are P, S, and Se. Ta, Dy, Rh, Ag, V, Bi, Ce, W, and In

are excluded because they are not abundant. V, Cr, Cd, Pb, and As are eliminated because

they are toxic. Most anions are eliminated by requiring soft elements within 1.5 eV of

ε(+/-), which will contribute an appropriate ionization potential to form p-type materials.

Note that although boron appears to fit all the criteria, due to the uncertainty of its SSE

value, it has not been considered as a potential absorber element. As mentioned in Ch.

4, the expected SSE value of boron can be extrapolated to be approximately 1 eV, which

would disqualify it from consideration.

As stated earlier, one of the goals of this section is to illustrate how the SSE scale

can be applied as a guide to elemental selection for solar cell absorber applications. This

method can also be applied to many other applications. In general, the method involves

first identifying the band gap range of interest and then identifying candidate elements

from the SSE scale that fit into this range. The SSE scale can also be applied for selecting

covalent or ionic behavior in a compound. Employing the SSE scale as a screening tool

can narrow down the number of elements considered and focus research efforts.

5.2 Solar absorber materials

In this section, solar absorber materials explored within the context of this thesis

are presented. For each material, some background information is first given, followed

by fabrication details and characterization results used to evaluate each material for its

suitability for use as an absorber layer for thin-film solar cells.
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5.2.1 Iron-based absorber materials
5.2.1.1 Iron disulfide (FeS2)

Iron disulfide, also known as pyrite, has an absorption coefficient reported as high

as 6 x 105 cm−1 and a band gap of approximately 0.95 eV.[246] This has made it the sub-

ject of much research because of the promise of very thin absorber layers composed of

cheap, abundant, and non-toxic materials.[247, 248, 249, 250] However, it has not been

successfully integrated into a highly efficient solar cell due to a small open-circuit voltage

of 0.01 V, which is much less than that of the band gap.[251] This small open-circuit volt-

age is caused by Fermi-level pinning. Fermi-level pinning occurs when charged states at

a semiconductor-contact interface effectively screen any applied additional voltage to the

semiconductor, which ”pins” the Fermi level at a constant position in the bandgap.[252]

In solar cells, Fermi-level pinning reduces the open-circuit voltage and the overall effi-

ciency of the cell.

This Fermi-level pinning was traditionally thought to be caused by sulfur vacan-

cies in the FeS2.[253] However, a combined theory and experimental effort undertaken at

Oregon State University and the National Renewable Energy Lab (NREL) has shown that

sulfur vacancies are not the cause of the low open-circuit voltage in FeS2.[254] Theoret-

ical calculations demonstrate that sulfur vacancies self-compensate and do not cause low

open-circuit voltages. However, this work also demonstrated that while there is a sulfur

deficiency in FeS2 films, it does not lead to sulfur vacancies because these vacancies have

a high formation energy. Instead, the sulfur vacancies manifest themselves as competing

Fe-S crystal structures, such as troilite (FeS) and pyrrhotite (FeS1+x, x= 0 - 1
7 ).

Iron sulfide films were deposited by rf magnetron sputtering using an FeS target

manufactured by Vorranutch Jieratum in the Department of Chemistry at Oregon State

University at room temperature and 5 mTorr using an Ar/He process gas at 65 W power.

As-deposited FeS films were found to be slightly crystalline. This crystallinity was in-
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creased by a post-deposition anneal/sulfurizaiton step, as shown in the transmission elec-

tron microscopy image in Fig. 5.3. Even with this anneal step, the grains in the film were

very small, on the order of 10-15 nm wide. Electron probe microanalysis (EPMA) and

Figure 5.3: Transmission electron microscopy (TEM) image of sputtered FeS2 onto an

SiO2 substrate. The Pt coating on top is due to the TEM sample preparation process and

the Pt at the SiO2/FeS2 interface indicates the film to be low-density and porous.

electron dispersive spectroscopy (EDS) showed the Fe/S ratio to be 1.5-1.7, indicating

that the films are strongly sulfur deficient, with a chemical formula of FeS2−x. The XRD

pattern for the as-deposited FeS films showed a good match to FeS2, as shown in Fig. 5.4.

In an effort to improve the stoichiometry, the films were sulfurized using two dif-

ferent methods: sealed tube anneals in excess sulfur and anneals under flowing H2S gas.

The sealed-tube method yielded single-phase iron pyrite films when annealed between

400-600 ◦C. After an anneal for one hour, the films showed an increase in two-probe re-

sistance measurements of 4 orders of magnitude to 20-50 kΩ. XRD analysis, shown in
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Figure 5.4: XRD patterns of as-deposited (bottom) and sealed-tube annealed (top) FeS

films. The films were annealed in a excess sulfur environment at temperatures from 400-

600 ◦C.

Fig. 5.4, showed an increase in crystallinity as exhibited by sharper and higher intensity

peaks. Sealed-tube anneals with excess FeS2 powder and under vacuum were also at-

tempted, but this resulted in a phase change in the films from pyrite to smithsite (Fe1−xS)

and FeS, respectively.

For flowing H2S gas anneals, samples were heated and cooled in flowing argon gas,

with the H2S flowing only at the anneal temperature. XRD analysis showed the films to

be primarily iron pyrite, as shown in Fig. 5.5. However, it was determined that there

was also small amount of the pyrrhotite impurity phase in the films. A second attempt
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performed with only flowing H2S gas resulted in the film converting completely to the

pyrrhotite phase.

Figure 5.5: XRD curve for FeS2 film annealed 650 ◦C (blue) and a reference spectrum

(red).

Electrical characterization was carried out using Seebeck and Hall measurements.

Seebeck coefficient measurements showed the films to be p-type with holes as the major-

ity carrier. Initial two-point resistance measurements showed thin films to have a resis-

tance in the range of 0.5-0.75 Ω range, indicating very conductive films. Using the See-

beck coefficient of approximately +50 µV/K, along with resistance measurements, leads

to an estimate of a large carrier concentration of approximately 1020 cm−3. Hall mea-

surements confirmed this estimate and gave a measured Hall mobility of 2-3 cm2/Vs. A

carrier concentration of this magnitude makes the material unfit for use as a solar absorber

because the conduction band is already full of carriers, giving it a poor photoresponse.
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Attempts to fabricate high-quality, single-phase FeS2 thin films were mostly unsuc-

cessful. This has been attributed to the difficulty of ensuring single-phase, stoichiometric

FeS2. It has been found that as-deposited, annealed films had a very high carrier concen-

tration, on the order of 1020 cm−3 regardless of the processing method used. The high

carrier concentration is attributed to the presence of sulfur-deficient phases formed on the

surface of the films. These FeS layers tend to be metallic, which explains the high carrier

concentration and poor electrical properties of the films.

From the work on FeS2, design principles were identified for iron sulfur absorbers,

as stated by Yu etal.[254] First, rather than focus on avoiding sulfur vacancies, iron-

sulfide based materials were found that do not phase-separate into sulfur-deficient, con-

ducting materials with small band gaps. Second, to ensure that the band gap is large

enough for efficient solar absorption, the iron ion should be octahedrally coordinated to

provide sufficient ligand-field splitting. This means that each Fe2+ ion should be bonded

to at least six sulfur atoms. To stabilize iron in this site, a third element can be added that

tends to form strong, covalent bonds with sulfur. The two elements identified were sili-

con and germanium. Earlier synthesis work by Heather Platt at Oregon State University

identified sputtering as the best method for deposition.[255] Other methods led to non-

stoichiometric films due to differences in evaporation temperature. Fe2GeS4 and Fe2SiS4

are discussed in the next section.

5.2.1.2 Fe2GeS4 (FGS)

Fe2GeS4 was initially proposed as a replacement for FeS2 in order to circumvent

problems associated with the unintentional incorporation of anion-deficient phases, such

as FeS, into nominally FeS2 thin films.[254] To date, outside of Oregon State Univer-

sity, FGS had not been characterized electrically or optically for its suitability as a solar

cell absorber material. However, the structure and magnetic properties of FGS had been
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characterized previously.[256, 257, 258] Heather Platt synthesized bulk pellets and single

crystals of FGS and reported their optical and electrical characteristics.[255] The band

gap of FGS was measured by diffuse reflectance to be 1.56 eV. A measured Seebeck co-

efficient of 780 µV/K indicates that FGS is p-type with a moderate hole concentration.

Using the SLME metric, FGS was predicted to have an efficiency of 21%, similar to the

SLME prediction for FeS2 of 22%. The theoretical absorption prediction shows a band

gap of 1.4 eV, an abrupt turn-on of absorption, and the absorption reaching 105 cm−1

within approximately 1.1 eV of the band gap, as shown in Fig. 5.6.

Figure 5.6: Theoretical calculations of the absorption properties of FeS2, Fe2GeS4, and

Fe2SiS4.[254]

FGS thin films were deposited via sputter deposition using an Ar/He process gas

and rf powers between 65 and 85 W and 5 mTorr pressure. The sputter target was man-

ufactured by Vorranutch Jieratum in the Department of Chemistry at Oregon State Uni-

versity. As-deposited films were annealed in a sealed tube containing GeS2 powder and

evacuated to approximately 40 mTorr and heated to a temperature between 500 and 600

◦C. XRD analysis indicated that the films matched the expected FGS pattern, as shown

in Fig. 5.7. The top two XRD curves shown in Fig. 5.7 are from films annealed in dif-
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ferent overpressure conditions, with GeS2 powder (upper curve) or GeS2 and Zr powders

(middle curve) added to the sealed tube. The bottom curve is a reference spectra for FGS.

Inspection of the XRD patterns does not show a significant difference between the two

annealing conditions; optical characterization (discussed below) is required to validate

that inclusion of Zr in the sealed tube did indeed lead to an improvement in the quality

of the FGS films. Zr was added as a gettering agent for oxygen to reduce the oxygen

contamination in the films.

Figure 5.7: XRD curve for Fe2GeS4 thin films deposited by sputtering and annealed

in two different environments, GeS2 (top curve) and GeS2 and Zr (middle curve). The

bottom curve is a reference spectrum for Fe2GeS4.

Optical measurements of FGS films, as given in Fig. 5.8, showed a band gap of 1.36

eV, near the theoretical value predicted by NREL. However, the onset of the absorption

curve is not very abrupt and the absorption coefficient does not approach 105 cm−1 until

approximately 1 eV above the band gap. This means that in order to fully absorb the part

of the solar spectrum that has the highest intensity, very thick FGS films will be required.

Absorption curves for films annealed in only GeS2 showed much higher sub-band gap
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absorption than those annealed in both GeS2 and Zr. In the GeS2 and Zr curve, the humps

at 0.6 eV and 1.1 eV are associated with non-band-to-band transitions, such as Fe2+ d-d

transitions.[259] FGS thin films annealed using Zr in the sealed tube have much lower

sub-gap absorption, less than 103 cm−1, and are therefore of higher quality.

Figure 5.8: Absorption curves for FGS thin films, annealed with GeS2 powder only and

both GeS2 and Zr powders placed in a sealed tube. The use of Zr resulted in a higher

quality film, as shown by the lower sub-band gap absorption. The absorption onset for

the GeS2 and Zr film suggests a band gap of 1.36 eV.

EPMA analysis performed on the FGS films is summarized in Table 5.1. The FGS

films were sulfur deficient, along with a slight deficit of iron. The S:Ge ratio of 3.64:1,

compared to the stoichiometric ratio of 4:1, revealing a sulfur deficiency in the film. The

surprising part of the EPMA results is the large oxygen content, approximately 30%.

There were many potential sources of this oxygen contamination. The Ar/He process gas

could have had oxygen in it, which can be introduced when the regulator is placed on the
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tank if it is not purged correctly. A more likely source of oxygen contamination involves

handling the films in air or in the atmosphere in the sealed tube during the anneal.

Table 5.1: EPMA results for thin films annealed with GeS2 or with GeS2 and Zr powders

placed in a sealed tube.

GeS2 anneal GeS2 & Zr anneal

Fe:Ge 1.91:1 1.88:1

S:Ge 3.64:1 3.75:1

O:Ge 2.41:1 0.67:1

In an attempt to reduce this oxygen contamination, after deposition a desiccator was

used for transporting FGS films across campus for annealing and/or storage. Previously,

as-deposited films were transferred in a petri dish and stored in air. As stated earlier,

zirconium was added during the anneal as a gettering agent for oxygen. Zirconium has

a very high affinity for oxygen, so that it scavenges oxygen and forms zirconium oxide,

thereby minimizing oxidation in the FGS films. Evidence for the improvement in the

oxygen contamination is shown in the second column of Table 5.1. The oxygen contam-

ination was reduced by almost 3.5 times. Zr inclusion in the anneals did not affect the

stoichiometry of the other elements, the Fe:Ge and S:Ge ratios remained approximately

the same with a slight improvement in the sulfur content of the FGS films.

Seebeck measurements of the FGS thin films yielded a Seebeck coefficient of +750

µV/K, indicating p-type conduction. The resistivity was measured to be 1 kΩ-cm using

the four point probe method. Hall measurements indicated a hole concentration of 1017

cm−3 with a mobility of 0.1 cm2/Vs. SEM analysis, shown in Fig. 5.9, indicated the films

to be dense. FGS surfaces were mostly smooth with some areas of significant roughness,

although this could be an artifact of the cleaving process.
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Figure 5.9: SEM image of a Fe2GeS4 thin film deposited onto a titanium nitride-coated

substrate.

In an effort to produce films that could be used for photoelectrochemical (PEC)

measurements, FGS films were deposited onto different metal substrates meant to serve

as a back contact. PEC measurements were investigated because the technique does not

require fabrication of a complete solar cell to extract an estimate of VOC and quantum

efficiency.[260] Fabricating a complete solar cell is problematic because of the lack of an

available CdS deposition process and the possibility of one of the interfaces in the solar

cell stack degrading the properties of the cell. In a PEC measurement, the n-type layer

and top contact of a solar cell is replaced with a redox couple. In this case, cobaltocene

(Co(C5H5)2) was used as the reducing agent.

However, during the anneal, the FGS thin films tended to peel off the metal sub-

strate, regardless of the metal used. The only substrate that showed good film adhesion

was titanium nitride (TiN), which was used extensively as a back contact characterization.

PEC measurements were performed at the University of Oregon in the lab of Prof. Shan-

non Boettcher. PEC measurements showed no evidence of a photovoltage for the FGS

thin films evaluated. Prof. Boettcher believes that the FGS surface was likely oxidizing.
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For PEC measurements to be successful, significant optimization of the process would

have been required.

The main impurity phase in the FGS thin films was found to be a FeS2 inclusions,

which increased the sub-band gap absorption because FeS2 has a smaller band gap of

0.9 eV. However, FeS2 was only found in an FGS film when not enough GeS2 was put

into the sealed tube, limiting the partial pressure of GeS2 during the sealed-tube anneal.

When this was the case, there also was a GeS2 coating on the surface of the thin films. If

an appropriate overpressure of GeS2 was supplied, then there was very little FeS2 in the

annealed film.

FGS initially appeared to be more promising as a TFSC absorber material than FeS2

because it has a more optimal band gap, 1.36 eV for FGS compared to 0.9 eV for FeS2,

and a relative lack of impurity phases compared to FeS2. However, high-quality FGS thin

films proved difficult to make since oxygen contamination was a persistent problem. The

use of Zr in the sealed tube decreased the amount of oxygen in a film, but preventing

FGS oxidation is likely to be a never-ending challenge. Also, in contrast to the calculated

absorption curve, shown in Fig. 5.6, the fabricated film’s absorption has a very sluggish

turn-on, meaning that a thick layer of FGS would be required to fully absorb the solar

spectrum. Thin-film solar cell simulations performed by Ram Ravichandran showed that

a solar cell using a 1 µm thick FGS film as an absorber layer will only be 16% efficient

due to the sluggish absorption profile. For this simulation, electron and hole mobilities of

100 and 10 cm2V−1s−1 were assumed, respectively, along with a minority carrier lifetime

of 10 ns, which corresponds to a trap density of 1013 cm−3.[261] The assumed electron

and hole mobilities are realistic assumptions, but the trap density is the best-case scenario,

indicating that further improvement of the efficiency is not likely. Thus, FGS does not

offer any improvement over current CdTe and CIGS thin-film technologies. Additionally,

attempts to make contact to an FGS thin film proved to be very difficult because almost
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all metals formed an alloy with the Ge. Current-voltage assessment of FGS thin films

produced resistor-like behavior rather than diode-like behavior. For these reasons, FGS

does not appear to be a good candidate for future TFSC absorber applications.

5.2.1.3 Fe2SiS4 (FSS)

Fe2SiS4 was also identified as a possible FeS2 alternative.[254] The band gap of

FSS was calculated to be 1.55 eV, slightly larger than FGS, as shown in Fig. 5.6, but still

in the acceptable range for PV applications.

Bulk pellets of FSS were fabricated by Heather Platt and found to be p-type with a

resistivity of 3 × 105 Ω-cm.[255] Attempts to fabricate dense sputter targets of FSS were

not successful due to the volatile nature of SiS2. Exposing SiS2 to moist air will cause it

to degrade to SiO2 and so FSS should be handled in a nitrogen-filled glove box. However,

the equipment needed to fabricate a sputter target is too large for easy placement in a glove

box. Additionally, SiS2 produces a terrible smell. Commercial target manufacturers could

not guarantee a usable target could be manufactured so that they declined to offer a price

quote for purchase of a target, so sputtering FSS films was not pursued.

Three other routes to fabricate FSS thin films were identified and attempted:

• Evaporate an iron thin film onto a silicon wafer followed by a sulfurization anneal

• Sputter FeS2 onto a silicon wafer and anneal in an SiS2 atmosphere

• Anneal an FGS thin film in an SiS2 atmosphere to exchange Ge with Si

The first method, evaporating an iron film onto an Si wafer followed by a sulfu-

rization anneal, resulted in an FSS thin film, along with some FeS phases in the film.

The second method, annealing sputtered FeS2 layers in an SiS2 atmosphere, resulted in

an FSS film. However, it had very poor adhesion to the Si wafer and flaked off easily.
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Careful sample handling allowed an XRD scan to be performed, as shown in Fig. 5.10.

Although an FSS film was fabricated, the poor adhesion makes this method undesirable.

Figure 5.10: XRD spectrum for a Fe2SiS4 thin film produced by sputtering FeS2 onto an

Si wafer and then annealing in a SiS2 environment. The top curve is from the FSS film

and the bottom curve is a reference spectrum.

FSS thin films were also produced using a cation exchange method, in which an

FGS film was annealed in SiS2 to exchange Ge with Si. Ge-to-Si cation substitution

occurs at temperatures over 650 ◦C in the presence of gas phase SiS2. Again, XRD

measurements showed an FSS pattern, but EPMA measurements did not show any Si in

the film. Optical absorption measurements, as shown in Fig. 5.11, indicated a band gap of

approximately 1.6 eV for these FSS thin films with significant sub-band gap absorption.

The sub-band gap absorption is probably due to other phases in the material, such as FeS

or FeS2.

Similar to FGS, FSS was initially proposed as a way to improve on FeS2. Despite

difficulties associated with fabricating FSS thin films due to the lack of a sputter target,

FSS thin films were produced. However, due to their poor mechanical properties, these

FSS thin films were difficult to characterize. More robust FSS films possibly could be
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Figure 5.11: Absorption curve for a Fe2SiS4 thin film produced using cation exchange to

convert an FGS thin film to FSS.

produced by layering thin stacks of Fe and Si and then sulfurizing the stack, as accom-

plished with the Cu-based absorbers discussed in Section 5.2.2. However, examination

of the theoretical absorption curve shown in Fig.5.6 shows that FSS is predicted to have

poorer optical properties than FGS. Since FGS device-based simulations showed FGS to

not be a promising RFSC absorber material, there is no reason to suspect that FSS holds

any more promise.

5.2.2 Cu-based absorber materials
5.2.2.1 Background

Many copper-based absorber materials have been investigated previously. Some of

the earliest thin-film solar cells were based on Cu2Se and CuInSe2, but lacked stability

or performance.[262, 263, 264] Present research on absorber materials based on copper
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compounds focuses primarily on copper indium gallium diselenide (CIGS), one of the

most promising thin-film solar cell technologies.[265, 16]

Research into Cu-based absorbers pursued by our group at Oregon State University

was organized around two principles formulated to significantly increase the absorption

within an absorber material that led to the selection of CuSbS2 and Cu3SbS4 as possible

TFSC absorbers.[266] The first principle involves using a low-valence element, in this

case Sb, to improve the optical absorption by increasing the joint density of states as

compared to when a group III element is used as a cation in CIGS. Sb accomplishes this

by contributing s-bands to the valence band maximum. The Cu d-bands also contribute

a high density of states to the valence band. Because the conduction band minimum is

composed of Sb p-bands, which have a greater density of states than s-derived bands, the

dominant transitions are d-to-p and s-to-p, which are allowed transitions. This combi-

nation of realizing a high joint density of states and allowed transitions leads to strong

absorption. This design consideration led to the choice of CuSbS2 for investigation.

The second design principle is to choose a composition in which the Cu-to-metal

ratio is greater than 1 in order to increase the density of states near the valence band

maximum since the VBM is largely derived from Cu 3d atomic states.[266] This con-

sideration led to selecting Cu3SbS4 as a comparison to CuSbS2. According to SLME

calculations performed at NREL, shown in Fig. 5.12, both CuSbS2 and Cu3SbS4 have

expected maximum efficiencies greater that 20%.[266]

CuSbS2 was investigated previously as a TFSC absorber material, using a variety

of deposition techniques including spray pyrolysis [267, 268], thermal evaporation [269],

chemical bath deposition [270, 271], and chalcogenization of metal stacks [272]. Efficien-

cies of up to 8% gave been reported in laboratory solar cells.[272] Although Cu3SbS4 has

mostly been studied for thermoelectric applications [273, 274], it has drawn some atten-

tion as a potential solar absorber material.[275, 276]
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Figure 5.12: Spectroscopic limited maximum efficiency (SLME) values for a variety of

Cu-based compounds. The dashed line is the Shockley-Queisser limit for comparison to

SLME.[266]

To fabricate CuSbS2 and Cu3SbS4 thin films, thin layers of Cu and Sb2S3 were

evaporated onto fused silica substrates using electron beam evaporation. The Cu and

Sb2S3 source material was purchased from Alfa Aesar. The final stoichiometry of the thin

film was determined by varying the thicknesses of the Cu and Sb2S3 precursor layers.

Amorphous, as-deposited thin films were annealed in a single-zone tube furnace using

flowing H2S or CS2 gas as a sulfur source at 250 - 350 ◦C for thirty minutes at the set

temperature. In the XRD spectra shown in Fig. 5.13, the CuSbS2 and Cu3SbS4 thin films

closely match their reference spectra. The broad hump at 20-25◦ in Fig. 5.13a) indicates

that the CuSbS2 film is partially amorphous after the anneal. In Fig. 5.13b), there is a

peak that can be assigned to Cu1.8S, indicating that there is a secondary phase present

such that the Cu3SbS4 thin film is not phase pure.
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Figure 5.13: XRD spectra of annealed a) CuSbS2 and b) Cu3SbS4 thin films. The upper

(lower) spectra corresponds to the measured thin film (reference spectra).

For Cu3SbS4 thin films, the anneal gas (H2S or CS2) was found to affect the final

stoichiometry of the films. As-deposited films were sulfur-deficient due to the high vapor

pressure of sulfur during the evaporation. If annealed in CS2, the resulting films exhibit

a near-perfect stoichiometry of Cu2.95Sb1.1S4, as measured by EPMA. Annealing films

in H2S results in an Sb-rich film with a stoichiometry of Cu2.96Sb1.6S4. In contrast, the

stoichiometry of the CuSbS2 thin films was not affected by the choice of annealing gas.

EPMA measurements showed the films to be highly stoichiometric with a formula of

Cu1.02Sb1.01S2. Due to the highly reducing nature of the anneal gases, CS2 and H2S,

oxygen contamination was not found in either of the films when examined by EPMA.

SEM analysis shown in Fig. 5.14 indicated that, regardless of which annealing gas

was used, cracks developed in the Cu3SbS4 thin films. The source of these cracks is

attributed to the expansion of the film during annealing. As-deposited films were approx-

imately 160 nm thick, but during the anneal the films increase in thickness to approxi-

mately 300 nm. This expansion results in stress in the film, causing it to crack.
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Figure 5.14: Top-down SEM images of Cu3SbS4 thin films annealed in a) H2S and b)

CS2 flowing gas. Cracks formed due to film expansion during annealing are circled.

Optical characterization showed a band gap of 1.4 eV for CuSbS2 and 0.9 eV for

Cu3SbS4. The absorption plot shown in Fig. 5.15 reveals a very abrupt onset of absorption

for both CuSbS2 and Cu3SbS4, with the absorption coefficient rising to 105 cm−1 within

0.8 and 0.6 eV of the band gap, respectively. The abrupt onset of absorption in Cu3SbS4

indicates that it is likely a direct band gap semiconductor. The shoulder in the absorption

plot below the band gap at approximately 0.75 eV is most likely due to deep level absorp-

tion. The onset of absorption in CuSbS2 thin films was not as abrupt as in the Cu3SbS4

thin films. Band structure calculations performed by Robert Kokenyesi showed that the

first available optical transition in CuSbS2 is indirect with a direct gap that is close in

magnitude to the indirect band gap.[259] From inspection of Fig. 5.15, the indirect band

gap value is approximately 1.4 eV and the direct band gap value is approximately 1.55

eV.

Hall measurements of CuSbS2 and Cu3SbS4 thin films yielded estimated carrier

concentrations to be 1017 cm−3 for CuSbS2 and 1018 cm−3 for Cu3SbS4. The hole mo-

bility was measured to be 0.1 cm2V−1s−1 for CuSbS2 and 14 cm2V−1s−1 for Cu3SbS4.
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Figure 5.15: Absorption curves for CuSbS2 and Cu3SbS4 thin films. The arrows indicated

the estimated magnitude of the band gap. For CuSbS2, the arrow at 1.4 eV is the estimated

indirect band gap and the arrow at 1.55 eV is the estimated magnitude of the direct band

gap.

The mobility for Cu3SbS4 is very high compared to the other potential absorber materi-

als studied in this thesis, indicating that Cu3SbS4 has great potential as a TFSC absorber

material.

Both CuSbS2 and Cu3SbS4 show great potential as TFSC absorber materials, al-

though Cu3SbS4 is more promising due to its higher hole mobility. Both materials pos-

sess an appropriate band gap for efficient solar conversion. The band gap of Cu3SbS4

(EG = 0.9 eV) is slightly smaller than ideal, which would limit the VOC of a solar cell em-

ploying Cu3SbS4 as the absorber material. The carrier concentrations for both CuSbS2

and Cu3SbS4 are approximately 1-4 orders of magnitude larger than optimal for TFSC ab-

sorber applications. Thus, work is required to significantly lower the carrier concentration

of these thin films before they are ready for solar cell insertion. Additionally, reproducing
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CuSbS2 films has been difficult because they have a tendency to form Cu3SbS4 during

the anneal. The thicknesses of the precursor metal layers must be very exact to form only

CuSbS2.

In summary, the impressive optical and electrical properties of both CuSbS2 and

Cu3SbS4 indicate that these materials merit further investigation as potential TFSC ab-

sorbers. The band gap of Cu3SbS4 is smaller than ideal for a single junction solar cell,

but is near the ideal value of 1.0 eV for a tandem solar cell (along with a 1.7 eV band

gap material).[9] The absorption onset of CuSbS2 is less abrupt than desired because of

the indirect nature of the band gap, meaning that CuSbS2 is not likely to be an optimal

TFSC absorber solution. Future efforts should focus on reducing the Cu1.8S phase in

Cu3SbS4 and developing a stable, reproducible process for CuSbS2. Simulations per-

formed by Ram Ravichandran indicate that a solar cell using a 750 nm thick Cu3SbS4

absorber layer can achieve an efficiency of 19%, assuming electron and hole mobilities of

50 and 14 cm2V−1s−1, respectively, and minority carrier lifetime of 1 ns (corresponding

to a trap density of 1014 cm−3). Simulations for a solar cell using a 1 µm thick CuSbS2

absorber layer show an efficiency of 17%, assuming electron and hole mobilities of 10

and 1 cm2V−1s−1, respectively, and minority carrier lifetime of 1 ns (corresponding to

a trap density of 1014 cm−3).[261] These simulated efficiencies, using what are believed

to be realistic assumptions, are not capable of achieving the current efficiency record for

CIGS cells of 20.4%.[16] Thus, although CuSbS2 and Cu3SbS4 are high quality TFSC

absorbers, it is not evident that their continued optimization is warranted since their sim-

ulated performance is inferior to that of present-day CIGS technology.
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5.2.3 Other absorber materials
5.2.3.1 MnSe2

In conjunction with Emmeline Altschul in Professor Keszler’s group in the Chem-

istry department at Oregon State University, MnSe2 was investigated as a possible TFSC

absorber material.[277] This research was an offshoot of previous and ongoing investiga-

tions at OSU related to FeS2 as a solar absorber.[254, 266, 255] MnSe2 has two impor-

tant advantages compared to FeS2: (i) calculations performed by NREL predicted high

absorption with an abrupt onset and (ii) there are fewer sub-phases, such as MnSe, in

contrast to FeS2, which has 14 sub-phases.[254, 278]

MnSe2 had not previously been investigated as a solar absorber, although its struc-

ture and magnetic properties are known.[279] Prior work to explore the use of FeS2 as a

solar absorber revealed that anion-deficient phases, such as FeS, can deleteriously affect

the electrical quality of a nominally FeS2 thin film. There are three MnSe phases that are

similar to FeS, α−,β−, and γ−MnSe. The β and γ phases form only at high temperature

or pressure, so are not likely to be problematic. α-MnSe is a low-temperature, semicon-

ducting Mn-Se phase that is the most likely candidate impurity phase to be present in a

MnSe2 thin film. However, the band gap of α-MnSe is not well established, with reports

ranging from 0.16 eV to insulating.[280, 281, 282] For this reason, it was important to

characterize α-MnSe films as well as MnSe2 films.

MnSe2 and α-MnSe film deposition was accomplished using electron-beam evap-

oration of an MnSe pellet synthesized by Emmeline Altschul. As-deposited films were

annealed at 400 ◦C in a Se atmosphere, resulting in highly crystalline films. It was found

that the deposition temperature played a crucial role in establishing the stoichiometry of

the resulting thin film. Films that were deposited at room temperature and then annealed

were measured by XRD to be MnSe2. Films deposited at 300 ◦C and then annealed were

measured to be α-MnSe. This could be due to the higher deposition temperature allowing
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Figure 5.16: XRD spectra of annealed a) MnSe2 and b) α-MnSe thin films. For each

figure, the upper (lower) curve corresponds to the measured thin film (reference spectra).

phase-pure α-MnSe to crystallize during film growth.[277] XRD patterns for both films

are shown in Fig. 5.16. Energy-dispersive X-ray spectroscopy (EDX) confirmed the sto-

ichiometry of these films with an approximately 1:2 ratio of Mn:Se for MnSe2 films and

a 1:1 Mn:Se ratio for α-MnSe films.

Scanning electron microscopy (SEM) analysis showed the MnSe2 and α-MnSe

films to be crystalline, as shown in the cross-section images in Fig. 5.17. The grain size

of the MnSe2 films was approximately 125 nm and the α-MnSe films had smaller grains.

The MnSe2 film has significant surface roughness, while the α-MnSe films are smoother.

This roughness can affect the measured optical properties because a rough film scatters

reflected light, leading to the possibility of an artificially high absorption coefficient.

Optical characterization of MnSe2 thin films showed a band gap of approximately

1.5 eV, with the absorption coefficient reaching 105 cm−1 approximately 0.65 eV beyond

the band gap, as shown in Fig. 5.18. The absorption curve shows a moderate amount of

sub-band gap absorption. This subgap absorption at energies less than 1.5 eV is possibly

due to impurity-to-band absorption or indirect exciton absorption, as discussed in Section
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Figure 5.17: SEM images of a) MnSe2 and b) MnSe thin films.

3.2.4.1. Band structure calculations performed by Robert Kokenyesi in the Chemistry

Department at OSU indicated that MnSe2 is a direct band gap semiconductor, so that the

sub-band gap absorption is most likely not due to indirect exciton absorption. Impurity-

to-band absorption from deep levels in the band gap is the most likely explanation for

this absorption since the MnSe2 film deposition process was not optimized to produce

high-quality thin films. The combination of having an abrupt absorption turn-on and a

moderate amount of sub-band gap absorption suggests that MnSe2 is a promising candi-

date for TFSC applications.

Fig. 5.19a) shows the optical absorption spectrum of an α-MnSe thin film. To

more clearly highlight the band gap, Fig. 5.19b) shows a plot of the square root of the

absorption coefficient vs. photon energy. Extrapolating from the linear portion of the

curve indicates that the α-MnSe thin film has an indirect band gap with a magnitude of

approximately 2.35 eV. The sluggish onset of absorption is apparent in both Fig. 5.19a)

and b). The large band gap of 2.35 eV and weak absorption means that any α-MnSe phase

material present in a MnSe2 thin film is less likely to degrade the optical properties of

MnSe2, unlike the case of FeS phases in FeS2 since the undesirable FeS phases strongly
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Figure 5.18: MnSe2 absorption curve for a 400 nm thick film. The estimated band gap of

1.5 eV and energy at which the absorption reaches 105 cm−1 of 0.65 eV are indicated.

absorb at energies less than the band gap of FeS2. Because its absorption is so low,

α-MnSe will not strongly absorb light from the part of the spectrum with the highest

intensity.

Seebeck measurements for both MnSe2 and α-MnSe thin films were measured to

be +354 and +307 µV/K, respectively, indicating p-type conduction. Hall measurements

gave a resistivity of 1.7 and 6 Ω-cm, respectively, and carrier concentrations were es-

timated to be approximately 1018 cm−3 in both materials. Hall measurements did not

measure a consistent mobility, indicating that it is very low, i.e., less than or equal to 1

cm2V−1s−1.

MnSe2 as an absorber material has three favorable attributes: a band gap of 1.5 eV,

abrupt onset of absorption, reaching 105 cm−1 0.65 eV above the band gap, and a high

band-gap impurity phase. However, these assets are somewhat canceled out by a low hole

mobility and by a relatively high carrier concentration of 1018 cm−3, 2-4 orders of mag-
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Figure 5.19: a) Absorption curve for an α-MnSe thin film b) α1/2 vs. hν for an α-MnSe

thin film yielding an estimated band gap of 2.35 eV.

nitude larger than that desired for a TFSC absorber. Both of these could be affected by

defects in the films. Poor hole mobility and relatively high hole concentrations could be a

consequence of defects and/or impurities in these films of un-optimized quality. Growing

and characterizing MnSe2 single crystals is one route to assessing the ultimate perfor-

mance potential of MnSe2. Single crystal growth was attempted by Emmeline Altschul

using several different methods.[277] However, the single crystals produced were either

too small to measure or not phase-pure MnSe2.

In summary, the 1.5 eV band gap, p-type behavior and abrupt, strong optical absorp-

tion properties of MnSe2 suggest that it merits further investigation as a TFSC absorber.
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Future efforts should involve optimization of thin film quality to reduce sub-band gap

absorption and hole carrier concentration. Then, the hole mobility should be estimated

so that device-based simulations can be performed in order to estimate TFSC efficiency

when an optimized MnSe2 is employed as an absorber.
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6. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE
RESEARCH

This chapter is a summary of the conclusions drawn from the development of the

atomic solid state energy scale and the fabrication and characterization of new inorganic

thin-film solar cell absorber materials. Insights gained from the results presented lead to

a discussion of the possibilities for future work.

6.1 Conclusions
6.1.1 Atomic solid state energy scale

The atomic solid state energy scale is developed as a novel method for assessing an

elements’ behavior in the solid state. The SSE scale is based on the relative positioning

of the frontier orbitals of atoms on an absolute energy scale centered around ε(+/-), the

hydrogen donor/acceptor ionization energy or, equivalently, the standard hydrogen elec-

trode potential of electrochemistry. The SSE scale is a simple and intuitive approach for

understanding concepts such as electronegativity, chemical hardness, ionicity, multivalent

elemental behavior, and impurity doping trends.

The SSE value for an element is the average of the electron affinity (ionization

potential) of all compounds that contain that cation (anion). Using the SSE scale, the

band gap for a material can be estimated along with the character of the band edges in

a compound. For complex materials, the SSE values are simply stacked and the band

gap is derived by considering the energy difference between the lowest cation and highest

anion. SSE is an alternative to electronegativity and captures the same periodic trends

as the electronegativity formulations of Pauling and Mulliken. However, SSE has the

extra advantages of being in units of energy, as compared to the Pauling scale, and based

on solid state values, as compared to the Mulliken scale. The chemical hardness of an
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element is simply the energy difference between the elemental SSE value and ε(+/-),

which allows for a calculation of elemental and compound hardness.

The SSE concept is also extended to assess the behavior of main group elements

that do not have a unique oxidation state. It is found that the higher oxidation state

occurs at the more negative energy, which is as expected since more energy is required

for subsequent ionization of a positively charged ion. Mulitvalent elements, such as Sb

and As, can also behave as both an anion and a cation. It is found that when an element

is an anion, its energy placement is below ε(+/-) and when it is a cation it is above ε(+/-).

Impurity doping trends of semiconductors are examined in the context of a donor/acceptor

ionization energy. It is found that increased covalency in a material favors bipolar doping

and increased ionicity in a material makes doping more difficult.

SSE, like electronegativity, is an attempt to account for all chemical properties of

an element in terms of a single, scalar quantity.

6.1.2 Absorber materials for thin-film solar cells

Thin films of FeS2, Fe2GeS4, Fe2SiS4, Cu3SbS4, CuSbS2, and MnSe2 were fab-

ricated and characterized to assess their potential for use as thin-film solar cell absorber

layers. A summary of the optical and electrical properties is first presented and then the

potential for each material as a TFSC absorber is discussed.

FeS2, FGS and FSS thin films were fabricated via sputtering thin films and anneal-

ing in a sealed tube in a sulfur environment at temperatures of 500 - 600 ◦C. For FeS2,

sulfur powder was placed in the sealed tube during annealing. Similarly, GeS2 powder

was used for anneal FGS and SiS2 powder for FSS anneals. Cu3SbS4 and CuSbS2 thin

films were made by electron beam evaporation of Cu and Sb2S3 precursor layers, and

MnSe2 was fabricated by electron beam evaporation of a pressed MnSe pellet. Cu3SbS4

and CuSbS2 films were annealed in a tube furnace with flowing H2S or CS2 gas at tem-
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peratures between 250 and 350 ◦C. MnSe2 films were annealed in sealed tubes with Se

powder at 400 ◦C.

Potential absorber materials optical properties were characterized optically to as-

sess the optical band gap and absorption profile and electrically using Seebeck measure-

ments to assess the dominant carrier type and Hall measurements to estimate the carrier

concentration and resistivity of the films.

6.1.2.1 Fe-based absorber materials

1. Optical properties: FeS2, FGS, and FSS displayed appropriate band gap magnitudes

for use as solar absorber materials. The FGS thin film band gap of 1.35 eV is near

the ideal value for maximum efficiency, with the FeS2 band gap slightly too low

at 0.9 eV and FSS band gap slightly too large at 1.6 eV. The absorption onset of

the Fe-based absorber materials was sluggish, with the absorption coefficient not

reaching 105 cm−1 until approximately 1 eV above the band gap. The FeS2 thin

film absorption curve was not able to be sufficiently characterized due to very high

sub-band gap absorption.

2. Electrical properties: FeS2 thin films had a carrier concentration of 1020 cm−3 due

to the presence of sulfur-deficient metallic phases. FGS thin films had a carrier

concentration of 1017 cm−3, which is 1-4 orders of magnitude too large for optimal

performance as a TFSC absorber. The carrier concentration of FSS was not char-

acterized because thin films were not robust enough to withstand the measurement.

During the initial stages of this project, Fe-based absorber materials were thought to

hold great promise for integration into TFSCs due to their predicted high absorption prop-

erties and their elemental abundance in the Earth’s crust. However, FeS2, FGS, and FSS

possess undesirable properties, limiting their potential for use as TFSCs. For FeS2, the

high carrier concentration and sub-band gap absorption associated with the unintentional
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incorporation of sulfur-deficient phases within thin films fabricated in this work renders

such films worthless as solar absorbers. According to calculations performed by NREL,

FeS2−x phases are energetically stable compared to FeS2.[254] This suggests that it will

be difficult or perhaps impossible to fabricate phase-pure FeS2 films using any practical

method of deposition. For FGS, device-based simulations performed by Ram Ravichan-

dran indicated that a solar cell using a 1 µm thick FGS film as an absorber layer will only

be 16% efficient due to the sluggish absorption profile. For this simulation, an electron

and hole mobility of 100 and 10 cm2V−1s−1 was assumed, respectively, along with a mi-

nority carrier lifetime of 10 ns, which corresponds to a trap density of 1013 cm−3. The low

assumed trap density indicates that even if extremely high-quality, phase-pure FGS thin

films are fabricated, the efficiency is not likely to improve enough to make FGS competi-

tive with current technologies. Theoretical calculations of the optical absorption curve of

FSS indicated that FSS thin films would have poorer optical properties than FGS.[254]

Thus, even if high-quality thin films could be fabricated, FSS performance is expected to

be inferior to that of FGS.

6.1.2.2 Cu-based absorber materials

1. Optical properties: The optical properties of both Cu3SbS4 and CuSbS2 thin films

were excellent. The band gap magnitudes of 0.9 and 1.4 eV for Cu3SbS4 and

CuSbS2, respectively, are in the acceptable range for solar conversion and the ab-

sorption onset is abrupt, reaching 105 cm−1 within 0.6 and 0.8 eV of the band gap

for Cu3SbS4 and CuSbS2, respectively.

2. Electrical properties: The hole concentration of Cu3SbS4 and CuSbS2 thin films

was 1018 cm−3 and 1017 cm−3, respectively. The measured mobility of Cu3SbS4

thin films was 14 cm2V−1s−1 and 0.1 cm2V−1s−1 for CuSbS2 thin films.
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The Cu-based absorber materials Cu3SbS4 and CuSbS2 appear to be promising can-

didates for future TFSC absorber applications. The measured mobility of Cu3SbS4 thin

films of 14 cm2V−1s−1 is very good for a non-optimized film. Device-based simulations

indicate that a solar cell using a 750 nm thick Cu3SbS4 absorber layer can achieve an effi-

ciency of 19%, assuming electron and hole mobilities of 100 and 10 cm2V−1s−1, respec-

tively, and minority carrier lifetime of 1 ns (corresponding to a trap density of 1014 cm−3).

Simulations for a solar cell using a 1 µm thick CuSbS2 absorber layer show an efficiency

of 17%, assuming electron and hole mobilities of 10 and 1 cm2V−1s−1, respectively, and

minority carrier lifetime of 1 ns (corresponding to a trap density of 1014 cm−3).[261] Both

Cu3SbS4 and CuSbS2 exhibit some desirable solar absorber characteristics. However, it

is likely that they are intermediate steps in the search for a high-performing, low-cost,

non-toxic absorber material.

6.1.2.3 MnSe2

1. Optical properties: The measured band gap of MnSe2 thin films was 1.5 eV with

an abrupt onset of absorption, reaching 105 cm−1 within 0.7 eV of the band gap.

These optical properties are similar to Cu3SbS4 and CuSbS2.

2. Electrical properties: The hole concentration was estimated to be 1018 cm−3. How-

ever, a consistent hole mobility could not be measured, suggesting that it is less

than 1 cm2V−1s−1. It is not clear whether this low mobility is a reflection of the

poor quality of the unoptimized thin films fabricated to date or is indicative of the

poor intrinsic mobility of the material itself.

MnSe2 shows promise as a potential TFSC absorber material. However, like CuSbS2,

the band gap (EG = 1.5 eV) is slightly too large for efficient collection of the solar spec-

trum. The absorption coefficient reaches 105 cm−1 within 0.7 eV of the band gap, but this

means that high absorption is not reached until the incident photon energy is 2.2 eV, where
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the intensity of the incident light is significantly lower. Also, the carrier concentration is

1-4 orders of magnitude too large for TFSC absorbers.

6.2 Recommendations for future work
6.2.1 Atomic solid state energy scale

In the SSE database, there are 40 transition metal compounds using 22 transition

metals spanning periods 3, 4, and 5 of the periodic table. Transition metal energetic

trends are quite complicated as a consequence of having partially filled d-bands. Further

research should be devoted to not only obtaining more EA and IP data from transition

metal compounds but also to analyzing trends within the transition metal compounds.

The SSE values should be determined accurately and transition metal data should be

analyzed for trends to explain behavior. For example, as the atomic number increases

across period 3 transition metal oxides, IP decreases while the EA stays roughly constant.

The decreasing IP could be related to increased electron filling of the d-shell, moving it

to lower energies. This behavior should be examined to determine its consequences with

respect to chemical bonding and oxide material behavior.

It will be interesting to see if Sanderson’s principle of electronegativity equalization

can be employed to quantitatively relate SSEs and equilibrium cation-anion interatomic

distances to the magnitude of charge transferred between cation and anion. Use of the

SSE framework described herein and in our previous publications depends critically on

the availability of a comprehensive, accurate data base. Much work remains to reassess,

appropriately revise, and enhance this EA and IP data base.

6.2.2 Absorber materials

Absorption curves in which the absorption is plotted on a logarithmic scale can

often be fit by a straight line whose slope defines an Urbach energy characterizing the
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degree of disorder present in the semiconductor.[283] Such plots were not employed in the

research conducted for this thesis since the goal was to minimize sub-band gap absorption

by post-deposition crystallization anneals. However, such information could give helpful

insight into the workings of future absorber materials.

6.2.2.1 Fe-based absorber materials

All Fe-based absorber materials investigated (FeS2, Fe2GeS4, Fe2SiS4) appear to

be unappealing choices for future research. FeS2 thin films could not be made phase pure,

FGS was too susceptible to oxygen contamination and had poor optical absorption, and

robust films of FSS could not be produced despite the use of several different deposition

strategies. Additionally, device-based simulations of FGS showed that the best efficiency

that can be expected for an FGS-based TFSC is only 16%, even when overly optimistic

assumptions are employed. For these reasons, further investigation of these Fe-based

absorber materials is not recommended.

6.2.2.2 Cu3SbS4 and CuSbS2

Cu3SbS4 and CuSbS2 demonstrated high optical absorption with an abrupt onset

and appropriate band gap values. Producing phase-pure Cu3SbS4 and CuSbS2 thin films

is challenging. The deposition process should be refined to produce high-quality, repro-

ducible thin films. The thin films fabricated for this thesis used electron beam evaporation,

which is a method that is very flexible to make make a wide variety of materials but is not

appropriate for reproducible, well-controlled films. If a highly dense sputter target can

be fabricated, sputtering films is an attractive method for Cu3SbS4 and CuSbS2 thin film

deposition. Sputtering could give more precise control of the thickness and stoichiometry

of the films and is a proven manufacturing process.
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The 0.9 eV band gap of Cu3SbS4 indicates that it could be used as a low band gap

absorber in a tandem solar cell, along with a 1.7 eV high band gap.[9] Investigating other

Cu-based absorbers with low-valent cations is an area that should be pursued.

CuSbSe2 is a Cu-based absorber material with great potential. Substituting sele-

nium for sulfur as the anion should reduce the band gap; experimental reports of the band

gap are approximately 1.1 - 1.2 eV.[272, 284] The SLME value for CuSbSe2 of 27% is the

highest reported by Yu, et al.[266] CuSbSe2 could be fabricated using the same method

employed for Cu3SbS4 and CuSbS2 using Sb2Se3 instead of Sb2S3. CuSbSe2 thin films

should be fabricated and characterized for TFSC applications.

6.2.2.3 MnSe2

MnSe2 demonstrated encouraging optical absorption, although the electrical prop-

erties obtained to date are not desirable. Because the substrate temperature during de-

position was found to affect the final stoichiometry of MnSe2 thin films, a range of sub-

strate temperatures should be explored to find optimal process conditions to produce high

quality MnSe2 thin films. Other possible improvements to the fabrication process are

manufacturing a new MnSe2 pellet for evaporation and investigating higher anneal tem-

peratures. If high-quality MnSe2 films are able to be produced and characterized, the

hole mobility should be estimated so that device-based simulations can be performed in

order to estimate TFSC efficiency when an optimized MnSe2 is employed as an absorber.

Another approach for estimating the hole mobility of MnSe2 is to use theoretical cal-

culations of the band structure to estimate the effective mass. The mobility is inversely

proportional to the effective mass, m∗, and is directly proportional to the average momen-

tum relaxation time, < τ >.[9] If the hole effective mass is calculated to be small, on the

order of ∼0.5, the mobility is likely to be large enough to justify further efforts to fabri-

cate high-quality thin films of MnSe2. However, if the hole effective mass is larger than
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∼1, it is unlikely that the optimized hole mobility will be large enough to make MnSe2 an

attractive candidate for TFSC absorber applications.
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