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The unique properties of high shear, low R;, zero inertial rotation, and
strong diurnal variations of the upper equatorial ocean provide an ideal set-
tings for testing models of turbulent mixing. Initially, we utilize inverse
methods to construct the long-term balances of zonal momentum and heat
in the upper 200 meters of the equatorial Pacific Ocean at 152°W from mete-
orological and oceanic data. Then we use the time-independent forcing terms
obtained from inverse analysis to drive a simple critical-R; model of turbu-
lence, modified from Price et al. {1986) by excluding the bulk Richardson
number mixing and adding a background diffusion of constant diffusivity.

The modeled steady-state velocity, temperature, turbulent fluxes and dif-
fusivities are consistent with analysis. However, strong transient behavior of
the model with a time scale of 100 days due to vertical advection underscores
the importance of spin-up of a turbulence model before investigating effects

of time-varying surface forcing.



When solar radiation is allowed to vary diurnally, the simulated diurnal
cycle of turbulent mixing has two prominent phases: during the day, the solar
insolation creates stratification that interrupts the strong turbulent transfers
between the westward wind and the eastward EUC core; during the night, the
surface cooling re-establishes their interaction through a 100-m deep water
column. The diurnal cycle of turbulent dissipation compares well to the
Tropic Heat 1984 measurements.

The model uses only a local gradient Richardson number criterion to pa-
rameterize mixing. Model tests show that the inclusion of a bulk Richardson
number criterion (as used in previous model simulations) distorts the turbu-
lent mixing in both the steady and diurnally varying cases. The model peri-
odically (7 days on average) results in an intense mixing event, then allows
the gradual build-up of shear until the next catastrophic mixing event (even
when all forcing terms are time-independent). The model produces smaller
mean vertical gradients and highly intermittent time series of modeled veloc-
ity and temperature near the surface. It seems inconsistent to include both
the bulk and the gradient Richardson number as mixing criteria in a model

of turbulence.
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Long-term Momentum and Heat Balances and
Turbulent Mixing

in the Upper Equaforial Pacific Ocean

Chapter 1

General Introduction

Strong diurnal cycles of current, temperature, and dissipation rates of tur-
bulent kinetic energy, were detected during the Tropic Heat measurements
of November 1984 (THS84) at 140°W in the upper equatorial Pacific { Gregg
et al., 1985; Moum and Caldwell, 1985; Toole et al., 1987; Peters et al., 1988;
Moum et al., 1989). During daytime, when solar heating stablized the upper
layer, only weak turbulent dissipation was measured and limited to the top
10 meters most of that time. During nighttime, surface cooling deepened
the surface mixed layer and destabilized the flow further down, dissipation
of order 107" m?s™ was observed to extend to depths of 80 m. The observed
dissipation rate at mid-latitides is 100 times smaller, with much shallower

penetration below the nighttime mixed layer depth (Shay and Gregg, 1986;



Price et al., 1986, hereafter, PWP). The upper equatorial Pacific was also ob-
served to have high vertical shear, strong surface heating, a westward wind
stress, a sharp thermocline, and an energetic equatorial undercurrent (EUC)
as deep as 120 m (Knox and Halpern, 1982; Gregg et al., 1985; Moum and
Caldwell, 1985). Consequently, the gradient Richardson number, R;, was low
and close to its critical value, R;. = 0.25, in the upper water column as deep
as 100 m, another property rarely seen at mid-latitude.

Therefore, it is important to study the diurnal cycle of turbulent mixing

and its interaction with the large-scale equatorial flow system. The prop-

‘erties of high shear, low Richardson number, and zero Coriolis force, in the

upper equatorial ocean, provide a unique setting for testing numerical models
of turbulence and improving our knowledge of mixing processes in the ocean.
One of the obvious models, suggested by the low gradient Richardson num-
ber, is a simple criticél—Ri model introduced by PWP. It is a one-dimensional,
time-dependent mixed-layer model of the upper ocean, based on shear insta-
bility as its mixing mechanism and requires the fewest adjustable parameters
in models of its class. PWP applied the model to simulate diurnal cycles of
turbulent mixing in the mid-latitude oceans. Schudlich and Price (1992)
(hereafter, SP) simulated the diurnal cycle observed during the 12 days of
TH84 at 140°W on the equator, using the PWP model.

The long-term steady state of the upper equatorial ocean are proved to
possess the same properties observed during the short-term cruises. A recent
study of historic hydrology data at 152°W showed high shear and low R;
(also close to 0.25) in the upper 70 m, implying persistent strong turbulent

mixing at the equator on a long-term basis (Luan ef al., 1991a).



However, studying the effects of the diurnal cycle using simple models of
turbulence calls for a comprehensive prescription of model forcing, which was
not done by previous studies (e.g., SP). A systematic approach to such goals
has been pursued in this dissertation. Because the short-term observations
like Tropic Heat 84 supplied only a very limited data set, long-term data sets
are used to study the steady-state system of the upper equatorial dynam-
ics and thermodynamics (Chapter 2). The comprehensive understanding of
the upper equatorial ocean provides a sound basis for the study of turbulent
mixing and the interaction between the air and sea. Model simulation of the
steady-state turbulent mixing was very helpful for evaluating general model
performance and for looking at the transient behaviors that might seriously
contaminate the diurnal signals (Chapter 3). With these major questions
cleared, the details of the diurnal processes in the upper equatorial ocean
can be effectively modeled and better understood, and model parameteri-
zations of turbulent mixing be assessed when compared with observations
(Chapter 4).

Chapters 2 through 4, titled “Long-Term Budgets of Momentum and
Heat in the Upper Equatorial Pacific”, “A Critical-R; Model of Turbulent
Mixing Applied to the the Upper Equatorial Pacific”, “Models of the Diurnal
Cycle of Mixing in the the Upper Equatorial Pacific”, respectively, are papers
coauthored with Drs. Clayton A. Paulson and P. Ted Strub. The papers are
to be submitted for publication in either the Journal of Geophysical Research,
the Journal of Physical Oceanography, or other suitable periodicals. They
are referenced as Luan et al. (1993a), Luan et al. (1993b), and Luan et al.

(1993c) in chapters other than its own equivalent.



Chapter 2

Long-Term Momentum and Heat Balances in the

Upper Equatorial Pacific Ocean

Abstract
Long-term observations of velocity and temperature in the equatorial Pacific
were analyzed to obtain budgets of zonal momentunt and heat in the upper
200 m at 152°W. The inverse analysis yielded vertical profiles of vertical ve-
locity, terms in the momentum and heat balance equations, vertical turbulent
fluxes of momentum and heat and turbulent diffusivities for momentum and
heat.

The estimate of vertical velocity vs. depth is close to parabolic, zero at
the surface, increasing to a maximum of 2.7 x 107 ms™! at a depth of 100 m
and decreasing to a value close to zero at 200-m depth. This estimate of ver-
tical velocity is in good agreement with the average of previous observations
when allowance is made for the variation with longitude of the depth of the
maximum. Vertical velocity from the inverse analysis is in poor agreement

with previous results from a general circulation model.



The estimated zonal momentum balance in the high shear region above
the equatorial undercurrent core (EUC, 125-m depth) is dominated by the
zonal pressure gradient, the vertical turbulent transport divergence and ver-
tical advection. Below the EUC core, the dominant terms are vertical and
horizontal advection. All terms are insignificant compared to the residual
at 200-m depth. The vertical integral of the zonal pressure gradient is close
to the wind stress. The wind stress estimated from the inverse analysis
(0.048 Nm™2) is in excellent agreement with previous estimates from the
wind field.

The estimated heat balance between 70 and 200-m depth is dominated
by zonal and vertical advection. In the upper 70 m, vertical turbulent heat
transport divergence and meridional eddy transport divergence are also im-
portant terms. Heat flux at the surface estimated from the inverse analysis

is more than twice as large (97 W m™?) as previous estimates from meteoro-

logical observations (40 W m™?). Even though a value larger than 40 W m~

2
is plausible, it is within the range of uncertainty of the inverse estimate.
Turbulent diffusivities for momentum and heat were estimated as func-
tions of depth. The ratio of the diffusivities is close to one and they decrease
from 0.0047m?*s™! at the surface, consistent with a log-layer estimate, to
0.0010 at 80-m depth. The near-surface estimates of diffusivity are close to
previous estiniates based on observations of dissipation, but the dissipation

estimates decrease much faster with depth and are approximately an order of

magnitude smaller than the inverse estimates at a depth of 80 m. This result



agrees with a previous conclusion that turbulent viscosity must be larger
than the dissipation estimates to balance momentum. The reason for the

discrepancy may be due to the transport of momentum by internal waves.

2.1 Introduction

The momentum and heat balances in the upper 200 meters of the equatorial
oceans have features different from those at higher latitudes. In the equatorial
Pacific, the easterly trade winds drive a westward surface flow, the South
Equatorial Current (SEC), which causes a water mass buildup in the western
Pacific. The sea level difference between the western and eastern Pacific
induces a zonal pressure gradient, which drives an eastward subsurface jet
as strong as 1 ms™', the equatorial undercurrent (EUC). The vertical shear
in the zonal velocity is as large as 0.02 s™' between the SEC and EUC,
which causes strong turbulence and vertical mixing, evident in microstructure
measurements (Gregg et al., 1985; Chereskin et al., 1986; Peters et al., 1988;
Dillon et al., 1989; Moum et al., 1989).

The trade winds drive poleward Ekman transport both north and south
of the equator which, in turn, drives upwelling to compensate for the loss
of mass at the equator. Upwelling causes a tongue of cold water in the
eastern equatorial Pacific (Fig. la). Large transports of momentum and heat
are associated with both vertical and horizontal advection on the equator
(Fig. 1b). The strong stratification also supports the existence of internal

waves.
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Figure 1. Contours (a) of mean sea surface temperature and (b) of mean
temperature vs. depth in the equatorial mid-Pacific from Levitus (1982). The

location (0°N, 152°W) of the analysis reported in this paper is marked.
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The steady-state zonal momentum and heat conservation equations can

be written as

_oU U _aU U aviry 1 P 19T,
: T+ + =

U—+1V W— _——— 2.1
ox + dy + 0z Ox dy po 0T po Oz (2.1)
0T oI 9T oUT oV’ 1 9F,
U—+V_—+ W _ . = — 2.2
Ox + Dy + 0z + dx + dy poC, 0z (2:2)
where
T
F'n = - o[/mT— 23
_ o aT ,
Fh - _/)OC"pI\ h";); (2'1)

Here x, y and z are positive eastward, northward and upward (z = 0 at the sea
surface), respectively; I/, V., W and T are the zonal, meridional and vertical
velocities and temperature, respectively; P is the pressure, p, is density, and
C, is specific heat of seawater; F), and F), are the vertical turbulent fluxes
of zonal momentum and heat, respectively; K, is the vertical turbulent
viscosity and A the vertical turbulent diffusivity of heat. Except for p, and
(', all variables are functions of z. The long-term mean, denoted by overbars,
is intended to be an average over a vear or longer; the fluctuations, denoted
by primes, are variations with time scales from a day to a year (Bryvden
and Brady, 1989). Contributions of horizontal turbulent fluxes with scales
less than those of meso-scale eddies are neglected on the basis that horizontal
gradients of velocities are orders of magnitude smaller than vertical gradients.
Interannual variabilities and El Ninio phenomena are beyond the scope of this

paper.
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The objective of the present paper is to construct long-term balances of
zonal momentum and heat in the upper 200 meters at 152°W in the equato-
rial Pacific. While many studies of large-scale momentum and heat budgets
in the equatorial Atlantic or Pacific have been reported (Bryden and Brady,
1985; Pares-Sierra et al., 1985; Enfield, 1986; Philander and Pacanowski,
1986b; Bryden and Brady, 1939; Wacongne, 1989 and 1990), little effort
has been devoted to the vertical structure of the momentum and heat bal-
ances at this location. We will examine how different processes contribute
to conserving momentum and heat. In Section 2.2 we survey the long-term
observations of meteorology and the upper ocean at 152°W on the equator.
In Section 2.3 we describe the inverse method. The inverse solutions for the
vertical velocity are discussed in Section 2.4, the zonal momentum balance
in Section 2.5, the heat balance in Section 2.6, the turbulent fluxes of zonal
momentum and heat in Section 2.7. The inverse solutions for the turbulent
diffusivities are presented and compared to previous results from microstruc-
ture experiments in Section 2.8. Section 2.9 is on the gradient Richardson
number and Section 2.10 contains conclusions. Sensitivities of the inverse
solutions to a variety of weighting methods, representations of vertical ve-
locity and turbulent fluxes, values of background turbulent diffusivity, and

perturbations of forcing terms, are presented in the Appendix.
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2.2 Observations

In this section we describe observations in the upper 200 m near 0°N, 152°W,
and estimate the magnitude of terms in the momentum and heat balance
equations (Eqgs. 2.1 and 2.2). The surface wind stress and heat flux and the
terms in the equations are estimated as a prelude to the inverse analysis
described in the next section.

Surface wind stress and net heat flux at 0°N, 152°W. have been esti-
mated by a number of investigators. The climatological average wind stress
estimated by Wyrtki and Meyers (1976) is 77 = —0.048 N m~? (positive east-
ward), about 20% smaller than the value —0.06 £ 0.02N m~? estimated by
Hellerman and Rosenstein (1983). The stress varies seasonally by a factor
of 2 at this location (Hellerman and Rosenstein, 1983). The climatological
average net surface heat flux is estimated to be —40W m™2 (net heating)
with a 95% confidence interval of £50 W m~2 (Weare et al., 1981; Esbensen
and Kushnir, 1981). In this study we chose —0.05 Nm™ and —40 W m™ as
mmposed values of surface wind stress and net heat flux, respectively.

The primary observations of currents used in this paper were reported by
Knox and Halpern (1982) and analyzed by Brvden and Brady (1989). An
array of moorings was deployed within a degree of the equator at 152°W for
the 15-month period from April, 1979 to June, 1980. In addition, currents
observed from a mooring on the equator at 140°W from August, 1983 to July,
1985 (Halpern and Weisberg, 1989) are used to obtain horizontal derivatives
of zonal velocity. No El Nino occurred during either of the observation pe-

riods. Data was recorded at five depths of 20, 50, 100, 150, and 250 m for
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152°W, and at seven depths of 10, 20, 50, 75, 100, 150, and 250 m for 140°W
(Fig. 2). Bryden and Brady (1989) estimated that zonal velocities at 152°W
had standard errors increasing from about 0.03ms™" at 250 m to 0.10ms™!
at and above a depth of 120 m. The error estimates at 140°W were similar
(Halpern and Weisberg, 1989).

Zonal velocity in the upper 10 meters at 140°W and 20 meters at 152°W
was estimated by extrapolation. The extrapolation is composed of an upper

and a lower segment. The upper segment is a logarithmic profile which

extends downward from the depth of an estimated roughness length, = =

—z, = —0.0001 m:

— U, —2 ,
Uz)=U, — —In—, forz< —=z, (2.5)

K Zs
where [, is the velocity at z = —z,, e = 7,. /(]| 72| po,)% 1s the friction velocity,

7, 18 the surface wind stress, and « = 0.4 is the von Karman constant. The
lower segment is a linear extrapolation upward from the two uppermost data
points. The segments meet at a depth where they have equal values of zonal
velocity and vertical shear. These matching conditions determine the match-
ing depth and the value of U,. For 7, = —0.05Nm™2 U, = —0.32ms™ " and
the matching depth is 1.94 m at 152°W, and [/, = —0.43m s ! aud the match-
g depth1s 1.31 m at 140°W. Because the current data and temperature data
used in this paper does not resolve vertical scales better than 1 m, we take the
velocity averaged over the top 1 m as the surface value for U(z) at = = 0. For
7. = —0.05Nm=% U(0) = —0.18ms™! at 152°W, and U(0) = —0.29ms™?

at 140°W. Varying 7. by +50% or z, by plus/minus an order of magnitude
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Figure 2. Long-term mean observations at 152°W used as forcing for the
inverse analysis. The solid and dashed lines are fourth-order splines fit to the
observations (symbols) in the upper 250 m. Zonal velocity, U, (solid line) and
its vertical gradient are from Bryden and Brady (1989.). The zonal velocity
gradient, 9/ /dx, is obtained from the difference between the observations
at 152°W and those reported by Ha.lpern and Weisberg (1989) at 140°W
(dashed). Temperature, T, and its zonal and vertical gradients are from

Levitus (1982).
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1

changes [7(0) by only 0.01ms~'. Therefore, the above method of extrap-

olating zonal velocity to the surface is not sensitive to changes in u, and

Zo-

We have inserted a maximum velocity of 1.2m s™! at the depth of 125 m at
152°W, in addition to the data available from the moorings. The need for this
additional point is due to the poor vertical resolution in the observations at
the undercurrent core. The estimate of the depth and strength of maximum
velocity is based on the average velocity profile observed during the Hawaii-
Tahiti Shuttle Experiment between 150°W and 158°W (Wyrtki and Kilonsky,
1984). The shape of the velocity profile is assumed similar in both cases.

Continuous vertical profiles of zonal velocity were obtained by fitting the
observations, the estimated maximum, and the extrapolated values in the
surface layer with a fourth-order spline. The fitted curves are plotted in
Fig. 2 for the upper 200 m, the region of interest. The vertical gradient of
zonal velocity at 152°W is the derivative of the spline-fitted I7(z). The zonal
gradient of zonal velocity is determined from the difference between U{z) at
152°W and that at 140°W.

We can estimate the magnitude of the zonal advection term, UdU [z,

1

from Fig. 2. The zonal velocity is of order 1 ms™" and the zonal gradient

OU /02 has a maximumof 2x 1077 s™!. The zonal advection term is therefore
of order 2 x 107" ms~2,
We may also estimate the magnitude of the meridional advection term,

Vol /dy. The observed mean meridional velocity V has a magnitude of

0.04ms™" (Bryden and Brady, 1989). The standard error increases from
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about 0.015ms™! at deeper levels to 0.035ms™!

near the surface. We ap-
proximate JU//dy with a parabolic interpolation to data at each depth of the
three moorings at 152°W within 72 km north and south of the equator (Bry-
den and Brady, 1989). The resulting magnitude of VOU /dy is 3x10~¥ ms~2,

Temperature data used in this paper are from the climatological atlas of
Levitus (1982). The atlas has data at standard depths 0, 10, 20, 30, 50, 75,
100, 125, 150, 200, 250, 300 m and below, with a horizontal resolution of 1°
longitude by 1° latitude. We form the temperature field in the upper 300
meters for the vertical section along the equator from 147°W to 157°W by
fitting a parabola at each standard depth. Estimates of temperature and its
zonal gradient are thus obtained at 152°W at each standard depth (Fig. 2).
Fourth-order splines are then fitted to the estimates to obtain continuous
profiles of T and 9T /9dx in the upper 200 m at 152°W (Fig. 2). The vertical
temperature gradient, 9T /dz, follows directly. Use of the £5° zonal curve
fitting reduces noise caused by irregular sampling.

The magnitude of the zonal advection term, [/0T/dx. can be estimated
from the data in Fig. 2. The estimated zonal gradient, dT/dz(z), has a
maximum of 3.5 x 107 °C'm~! between 125 and 150 m. The term UdJT/dx
is thus of order 3.5 x 107 °Cs~! or 0.3°Cday .

We may also estimate the magnitude of the meridional advection term,
VoT/dy. Fitting a parabola to the Levitus data at each standard depth
from 2°S to 2°N along 152°W yields a 0T /9y of order 107°°Cm~!. Thus
VT [0y is of order 4 x 1073°C's 1,



The horizontal, meso-scale, eddy transport terms were calculated by Bry-
den and Brady (1989) from the time series of daily-averaged measurements
of velocity and temperature at 110°W and 152°W. Zonal differences were
then calculated between 152°W and 110°W, and meridional differences were
calculated between 72km north and south of the equator at 152°W. The
divergence of meso-scale meridional eddy transport of zonal momentum is

of order 10" mns~?

. The divergence of meso-scale meridional eddy transport
of heat is of order 1077 °Cs™!. The zonal divergences of eddy transports of
zonal momentum and heat are both an order of magnitude smaller than their
meridional counterparts, respectively. The meridional terms are plotted in
Fig. 3 together with a linear least squares fit as a function of depth. A linear
fit was used because the vertical structure in the values is thought to be
mostly noise (Bryden and Brady, 19389).

Mangum and Hayes (1984) estimated the mean zonal pressure gradient
force between 110°W and 152°W from the Equatorial Pacific Ocean Climate
Studies (EPO(KTS) and North Pacific Experiment (NORPAX) hydrographic
data for the 1979 to 1981 period. The zonal pressure gradient has a value
of Po = —p; 0P [02].20 = 4.5 x 107" ms™? at the surface and decreases to
within two standard errors of zero at 200 m. The pressure gradient varies

seasonally by a factor of 2 of the annual mean (Mangum and Hayes, 1984).

Dillon ¢t al. (1939) approximated the vertical profile with a Gaussian function

- i(,)_—P = P, exp[—(—)? (2.6)
po Jx h,



16

0 1 1.t l 1t l i I 1 1 1 1 414[ I | § I T l

i f( i i
il * I * | i
—100 — — * — —
g J B i N
N ] i [ i
—200 —| | - -
= a(v'U)/ay - a(vT) /8y - -p~'aP/adx
J N i . _

LR ' T ¢ 7T '( T T I T T T T f T 17 i T T T ‘ T

0.E+00 S.E-07 -S.E-07 0.E4+00 0.E4+00 S.E-07

(m s™?) (°c s (m s72)

Figure 3. Long-term mean values of the meridional gradients of meridional
eddy transports of zonal momentum and heat (Bryden and Brady, 1989) and
zonal pressure gradient (Mangum and Hayes, 1984) at 0°N, 152°W. The

observations are marked by symbols and the solid lines are linear fits for the

eddy transport terms and a Gaussian function (2.6) for pressure.
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where P, is the value of zonal pressure gradient at the surface; and &, is the
depth scale. A least squares fit to the mean zonal pressure gradient profile
in Mangum and Hayes (1984) vields P, = 4.56 x 107" ms~% and h, = 107Tm
(Fig. 3c). With these values we have —p~! [°, . dP/dxdz = 0.044 Nm~%
i.e., the vertically integrated zonal pressure gradient force is equivalent to a
westerly wind stress of 0.044 Nm~2, close to the wind stress of 0.05 N m™2
specified for this study.

Because vertical advection of momentum and heat is expected to be large
at 0°N, 152°W, vertical velocity must be prescribed or estimated to balance
the budgets. Observations and models (Wyrtki, 1981; Hansen and Paul,
1984, and 1987; Brvden and Brady, 1985, and 1989; Halpern and Freitag,
1987; Philander et «l., 1987: and Halpern et al, 1989) suggest that verti-
cal velocity increases from zero at the surface to maximum values of order
107> ms™" at depths ranging between 50 and 100 m. In this paper, vertical
velocity will be treated as an unknown variable and determined by the anal-
vsis described in the next section. The results, including comparison with
previous estimates, are discussed in Section 2.4.

The magnitude of the terms, excepting the vertical turbulent transport,
in the budget equations for momentum and heat (Eqs. 2.1 and 2.2} can be
summarized. In the momentum equation, the terms UJU/dx, WU 0z,
IV ]dy, and —p; 0P /dx are all of order 10" ms~2, and V9U /dy and
AU [, both of order 10~% m s™2. In the heat equation, the terms Ud7T/dx
and WIT /9= ave both of order 1076°C's~, VT /9y, of order 1077 ° ('s71,
and VT /9y and OU'T’/dx, both of order 1073° C s~



2.3 Inverse analysis

In this section we describe the method used to determine vertical velocity,

W(z), and the turbulent fluxes, F,.(z) and F(z), which are approximated

by
W(z) = w2+ wez? + wyz® (2.7)
Fu(z) = po(fot fizt b2+ f5° + fi2?) (2.3)
Fh(:) = poCy (.(/0 + 912+ 9232 + 9333 + 5/434) . (2.9)

where W is zero at the sea surface, and wy, wy, w3, fi. g, 1 =0, 1, ., 4, are
thirteen unknown constants. The degrees of the polynomials were chosen «
posteriori based on sensitivity studies (see Appendix).

We neglect terms at least an order of magnitude smaller than the leading
terms, with one exception. From the previous section, we neglect VU /dy
and 9U'U"/Jz in the momentum balance, and VIT/dy and dUT"/dx, but
not dV'T'/dy, in the heat balance. We keep 0V'T7/dy because it is a sig-
nificant term in the surface mixed layer. Therefore, the long-term zonal

momentum and heat balances at 0°N, 152°W, are approximated by

_oU _—_9U oviU' 19F, 1P

2 (o) = T ol , - il 2.10
Bo(2) U d + W d: + 0y +po P +po 5. (210)

) = T or 2.11
=) = Ugo+ o v dy | paCy 0 2

where R,, and Rj, are the imbalances, including errors and neglected terms.
We further constrain the problem with boundary conditions (surface and
200-m depth) and require that the turbulent diffusivities be finite and greater

than or equal to a minimum background value:



Fo=—7+R, 2= 0 (2.12)
F = Q.+ Ro 2 =0 (2.13)
7, = = —hee (2.14)
o =) 2= —200 (2.15)
9~ ) == —200 (2.16)
Fo=—Kyp, 2L » = —200 (2.17)
Pl = ~RKypo(, L z = —200 (2.18)
Ko=-TFo(pZ) 2K,  —200<2<0 (2.19)
Ky=-Ty(p.C D) 2 K, —200< =<0 (2.20)

The value of background diffusivity is prescribed as K, = 107 m?s™!. Tur-
bulence measurements yield a value either close to or smaller than 107° m?*s™!
at a depth of 100 m (Peters et al., 1988; Moum et al., 1989). Sensitivity of
the vesults to K} is evaluated in the Appendix. The first condition speci-
fies the turbulent momentum flux at the surface 7, = —0.05 Nm~2 plus an
observational uncertainty, R,. The second condition specifies the turbulent
heat flux at the surface Q,.; = —40 Wm™2, plus an observational uncer-
tainty, Ro. The third is prescribed to keep K, finite when evaluated at the
depth of the EUC core, h.,.. = 125m. The fourth and fifth boundary con-
ditions require that convergences of vertical turbulent fluxes be zero at the
lower bound. The sixth and seventh conditions specify the vertical turbulent

fluxes at the lower boundary.
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We now construct a linear system using the momentum and heat balance
equations (2.10) and (2.11) and boundary conditions and other dynamical
constraints in (2.12) through (2.20).

We obtain linear equations for the unknown coefficients by substituting
the measured terms (discussed in the previous section) and the expressions
for W. F,, and F), defined in (2.7), (2.8) and (2.9) into Eqs. (2.10) and
(2.11) at the specified depths. We have observations of temperature at the
10 levels of 0, 10, 20, 30, 50, 75, 100, 125, 150, and 200-m from the Levitus
atlas. We also have observations of currents at five levels of 20, 50, 100,
150, 250-m from Bryden and Brady (1989), an estimate of the zonal current
from the neighboring Hawaii-Tahiti Shuttle Experiment at the 125-m level,
and an extrapolated zonal velocity at the surface. We also use the values
interpolated from the vertical profiles of zonal momentum terms obtained in
the previous section at levels 10, 75 and 200 m in the momentum equation.
Thus we have equations at each of 10 depths for the momentum and the heat
balances. The method gives more weight to the upper layers where we have
more observations.

The boundary conditions and dynamic constraints described by (2.12)
through (2.18) give 7 linear equations when the expressions defined in (2.7),
(2.8) and (2.9) are substituted for W, £, and F}.

The inequality conditions (2.19) and (2.20), requiring turbulent diffusiv-
ities, I, and K}, to be greater than or equal to K, = 107> m?s™!, are
applied at z; = jAz, j = 0,1, 2, ..., 40, where Az = 5m. Thus we have 82

mequality constraints.
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All equations of boundary conditions and inequality constraints are ad-
justed to have the same dimensions as the momentum or heat balance equa-
tions, by use of the constants po, p,C,, and/or a depth scale of h, = 200 m
whenever needed.

In summary, we have obtained a system of 27 equality constraints and
82 inequality constraints for the 13 unknowns: wy, wq, ws, f; and ¢; where
=0, 1,....4. We also multiply all equations of zonal momentum, including
boundary conditions and other constraints on zonal momentum, by a weight
A = 4, to minimize the weighted sum of the momentum and the heat resid-
uals. (Without the weighting, the minimization would be biased toward the
heat balance.) Such a weighted linear system has a rank of 13, equal to the
number of unknowns (see Appendix for tests of different weighting methods).

We apply the inverse analysis to the linear system constructed above.
The technique emploved to solve the linear least squares problem with both
equality and inequality constraints is due to Lawson and Hanson (1974). The
numerical algorithms developed by Haskell and Hanson (1981) and Hanson
and Haskell (1982) are used. The method minimizes the weighted sum of
residuals squared. A2 Y12, R, (2:)2 + 12, Ri(z:)2+ MV R+ R3. where z; = 0,
-10, -20. -30, -50, -75, -100, -125, -150, and -200, for « = 1, 2, ..., 10.
Solutions are obtained for the unknown coefficients, w;, w,, ws, f; and g,
and hence W(z), F,,(z) and F(z). Turbulent transfer coefficients K, and
K, are calculated according to (2.3) and (2.4), and the turbulent convergence

terms, —p, "'0F,,/dz and —(poC,)YOF /D=, are computed.
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2.4 Vertical velocity

The inverse solution for vertical velocity is close to a parabola, zero (speci-
fied) at the surface, a maximum of 2.7 x 107> ms~! at a depth of 100 m and
close to zero at 200 m (solid line, Fig. 4a and b). This estimate of verti-
cal velocity falls within the range of previous estimates. a selection of which
(Wyrtki, 1981; Hansen and Paul, 1984 and 1987; Bryvden and Brady, 1985
and 1989; Halpern and Freitag, 1987; Philander et al., 1987; and Halpern
et al, 1989) is listed in Table 1 and plotted in I'ig. 4a. The previous esti-
mates of vertical velocity are based on data from satellite-tracked drifting
buoys, CTD stations, moorings, historical atlas, and GCM results at longi-
tudes from 80°W to 170°E and latitudes within 5 degrees from the equator.
Time intervals for the data ranged from 3 months to multiple years, most
tree from El Nino episodes. The main difference between the previous obser-
vational estimates of 1" and the estimate from the inverse analysis is that
the depths of the maxima of the previous estimates are consistently shallower
than ours, approximately 50 m compared to our 100 m. The reason is that
these previous estimates are all from observations east of 152°W where the
thermocline and undercurrent are significantly shallower than at 152°W. The
average longitude of the previous estimates is 127°W. Referring to Fig. 1, the
top of the thermocline is about 100 m at 152°W and is at about 50 m at
127°W, consistent with the difference in depth of the maximum in W at the
two locations. The largest of all the estimates of vertical velocity is from
a general circulation model (Philander et al.. 1987) which yields an annual

mean of 5.2 x 107> ms™! at a depth of 50 m at 152°W.



Ref. Maximum Depth of Latitude Time Data Method
eierence (x107%m/s) | Maximum Longitude Interval Source etio
Wyrtki (1981 50 m 55 to SN Climatol Al Box model
yrki (1881) ! (specified) 100°W to 170°E limatology tas ox mode

50 m 1.5°S to 1.5°N Drifting
Hansen and Paul (1984) 3 (specified) 100°W to 120°W | 8/ to 10/79 buoys aV{ay
4 Brd 25 0.75°S to 0.75°N | 1/79 to 6/80 crp | ad
Bryden and Brady (1965) : 62 m 110°W 10 150°W | 2/79 to5/80 [ stations | ~°% M°%
50 m 1.5°S to 1.5°N Drifting
Hansen and Paul (1987) 1.7 (specified) 80°W to 130°W 11/77 to 6/82 buoys aV/ay
20 Jan to . L.
Halpern and Freitag (1987) 2.2 50 to 100 m 110°W 24 Apr 79 Moorings | Continuity
Philander et al. (1987) 5.2 50 m 152°W Annual mean GCM Numerica)
1/79 to 10/81 . L
Bryden and Brady (1989) 3.6 75 m 110°W to 152°W 4/79 to 6/80 Moorings | Continuity
2.5 134°W to 140°W 1 Dec 83 to
2.0 110°W o 140°w | O} Mar 4 ) .
Halpern ef al. (1989) —_— 25t0 125 m Moorings | Continuity
2.2 124°W to 140°W 1 May 84 to
it e S
1.9 10W to 140°w | 30 5Pt 84
Moorings
This study 2.7 100 m 152°W Climatology Inverse
and atlas

Table 1. Previous and present estimates of maximum vertical velocity and

the depth of the maximum in the equatorial mid-Pacific. As indicated, in

some cases the depth of the maximum was specified. The location of each

estimate is given under Latitude/Longitude.

If no latitude is given, the

location is on the equator. The box model method is based on conservation

of momentum and heat within a box. The continuity method is based on

integration of the continuity equation.
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Figure 4. Equatorial vertical velocity vs. depth. Estimates of W (a) and (b)
from the inverse analysis at 152°W (solid line), (a) from previous analyses
(Wyrtki, 1981; Hansen and Paul, 1984 and 1987; Bryden and Brady, 1985
and 1989; Halpern and Freitag, 1987; Philander et al., 1987; and Halpern
et al., 1989), and (b) from the product of zonal velocity and isotherm slope
(triangles) and from the product of zonal velocity and isopycnal slope (as-
terisks). The dashed line in (a) is from the GCM result of Philander et al.

(1987). See Table 1 for more information on the previous results.
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[f there is a balance between zonal and vertical advection of heat (terms 1
and 3 of Eq. 2.2), then flow will be parallel to isotherms and vertical velocity
can be estimated from the product of the zonal velocity and the isotherm
slope. This balance implies that the divergences of meridional advection,
horizontal eddy transport and vertical turbulent transport are all negligible.
There is a relatively deep, weakly-stratified, surface layer to the west of (0°N,
152°W), and an upward sloping thermocline and a shallowing surface layer to
its east (Fig. 1b). Estimates of vertical velocity from the product of isotherm
slope and zonal velocity are shown in Fig. 4b. Corresponding estimates based
on isopycnal slope are also plotted. There is excellent agreement between
these estimates and vertical velocity from the inverse analysis below 125 m;
the difference in the upper 125 m is presumably caused by the divergence
of turbulent heat transport and may be interpreted as a cross-isotherm or
cross-isopycnal transport.

The sensitivity of the vertical velocity estimate to observational uncer-
tainty and model assumptions was tested (see Appendix). If the vertical ve-
focity is represented by a quadratic quadratic polynomial rather than a cubic
(standard case), the solutions change negligibly. If a quartic representation
is used, the solution for vertical velocity has a maximum of 2.8 x 107> ms™!
at a depth of 80 m. The estimate of vertical velocity is primarily determined
by the heat balance and is therefore most sensitive to zonal velocity and to
vertical and zonal gradients of temperature. When each of these is individ-
ually changed by +350%, the maximum vertical velocity varies from 1.6 to

1.2x 107" ms™! and the depth of the maximum varies between 80 and 120 m.
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2.5 Momentum balance

The terms [equation (2.10)] of the momentum balance, determined by the
inverse method, are plotted vs. depth in Fig. 5. The dominant terms near the
surface are the zonal pressure gradient and the vertical convergence of the
turbulent zonal momentum flux. Both of these terms reach peak values in
the upper 40 m and then decrease with depth to values of the same order as
the residual below 150-m depth. The next largest term is vertical advection
of zonal momentum which accelerates eastward flow above the undercurrent
core and decclerates it below. The vertical advection term is zero at the
surface, grows with depth and reaches a maximum at about 100-m depth,
where it is also the dominant term. Below 125-m depth. the two dominant
terms are zonal and vertical advection of zonal momentum. which mirror
each other, both with extrema at about 145-m depth. Zonal advection of
zonal momentum is also a significant term in the vicinity of 100-m depth
where it reaches a negative peak. The meridional eddy transport term is the
smallest of all of the terms and is only significant near the surface where its
magnitude is about one-forth the magnitude of the zonal pressure gradient
term. At 200-m depth, all terms are small, similar in magnitude to the
residual.

The profile of turbulent stress convergence nearly mirrors that of the zonal
pressure gradient. The 200-m integral of the turbulent stress convergence,

—0.048 Nm™2, is close to both the specified wind stress, —0.05N m~2, and
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Figure 5. Terms in the long-term momentum balance (2.10) at 0°N, 152°W.
Vertical velocity, W, and the vertical turbulent momentum flux divergence,
—p~'9F,, [0z, are from the inverse solution. All other variables are specified

from observations. The residual, R,,, is shown as a solid line.



the 200-m integral of the zonal pressure gradient, 0.044 Nm™2. The zonal
pressure gradient is balanced by the wind stress which is vertically distributed
by turbulent mixing.

The rms value of the residual term R, is 0.5 x 107" ms~2, an order
of magnitude smaller than the prevailing terms such as the zonal pressure
gradient at the surface. The peaks in the residual (Fig. 5) between 100
and 150-m depth occur where some of the terms are changing rapidly with
depth, which may indicate a lack of vertical resolution caused by the smoother
polynomials in this analysis. The rms value justifies the neglect of the mean
meridional advection and zonal eddy transport, both of order 1078 n1s=2 (see
Section 2.2).

In summary, the zonal pressure gradient is the primary force driving the
eastward flow. Above the core of the EUC, the eastward zonal pressure
gradient force and the upward advection of zonal momentum supplied by the
EUC are balanced primarily by westward wind stress which is distributed
vertically by turbulent mixing. Below the undercurrent core, zonal advection
of zonal momentum tends to accelerate the flow and is balanced by vertical

advection of zonal momentum.

2.6 Heat balance

The terms of the heat balance [equation (2.11)] are plotted as a function
of depth in Fig. 6. Zonal and vertical advection are the dominant terms
below 70 m, both of which have peaks at 135-m depth. This balance of

terms 1s consistent with Section 2.4 where it was shown that along-isotherm
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Figure 6. Terms in the long-term heat balance (2.11) at 0°N, 152°W.
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of ten.

O]
el




30

flow below 100-m depth agrees with estimates of vertical velocity from the
inverse analysis. Even though small compared to the advection terms. the
vertical turbulent transport divergenceis larger than the peaks in the residual
throughout most of the region below 70 m and is significantly larger than
the rms residual. All terms are small at 200-m depth, similar in magnitude
to the residual.

The heat balance in the upper 70 m is more complex than below (Fig. 6.
upper panel). Zonal and vertical advection, vertical turbulent transport. and
zonal eddy transport are all significant. Vertical advection of heat decreases
to zero at the surface but is still the largest term below 40 m. Horizontal ad-
vection of heat is close to zero in the upper 50 m and increases rapidly below
that depth. Vertical turbulent transport divergence is approximately linear,
a cooling term above 40-m depth and a heating term below. The horizontal
eddy transport term is a nearly constant heating term which approximately
balances the vertical turbulent transport divergence at the surface. Mesoscale
eddies transport heat to the cold tongue at the equator.

The rms value of the residual, Ry, is 0.8 x 1077 °Cs™!, 1/50 the peak
values of zonal and vertical advection. This justifies the neglect (Section 2.2)
of the zonal eddy heat transport and the mean meridional advection, both

of order 1078 °(ls~1,
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2.7 Turbulent fluxes

The inverse solution for the mean vertical turbulent flux of zonal momentum
is shown in Fig. 7a. The solution for turbulent momentum flux at the surface
i5 0.048 N m™, compared to the prescribed mean wind stress of —0.05 N m™2.
The difference, 0.002 N m~2, is the residual in (2.12) is. It falls well within the
range of error estimates by Wyrtki and Meyers (1976) and Hellerman and
Rosenstein (1983) as discussed in Section 2.2. The turbulent momentum
flux decrease is approximately linear in the upper 80 m and it falls more
rapidly below. equal to zero at the depth of maximum zonal velocity, as is
required to keep the turbulent viscosity finite. The flux has values smaller
than 0.002Nm~? below the core.

The difference between the solid and dashed lines in Fig. Ta represents
the misfit of the vertical turbulent flux of zonal momentum. The dashed
line is the integral solution of the turbulent flux when the residual R,,(z)
is added to the solution for the vertical convergence of the turbulent flux
of zonal momentum, and the flux is still required to be zero at the velocity
maximuni. The rms value of the difference between the solid and dashed
lines is 0.002N m~2. The turbulent flux is distingnishable from zero above
the undercurrent core, but not below.

The inverse solution for the mean vertical turbulent flux of heat is shown
in Fig. 7h. The turbulent heat flux is —97 W m™2 at the surface, reaches a
peak value of —106 W m™ at 35 m, and decreases to —2W m™2 at 200 m.
The ocean gains heat at the surface and turbulent mixing carries it downward

throughout the 200-m water column.
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Figure 7. Inverse solutions for (a) vertical turbulent flux of zonal momentum
I, (z) and (b) vertical turbulent flux of heat Fi(z) at 0°N, 152°W. The
dashed lines are the solutions of (2.10) and (2.11) with the residuals, R,,(z)
and R,(z), set to zero and with W(z) specified from the inverse solution

(Fig. 4).
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The inverse solution for the surface heat flux, 97 Wm™2, is more than
twice as large as the prescribed 40 W m~ at the surface, but not much above
the 95% confidence interval of £50 W m~2 for the prescribed value from the
atlases (Weare et al., 1981; Esbensen and Kushnir, 1981) as discussed in
Section 2.2. The larger value for the surface heat flux is plausible. The
value (40 W m™2) from the atlases is based on contours drawn to averages
over squares of more than five degrees at latitude intervals beginning on the
equator. Hence the estimates on the equator may be biased toward lower
values because of higher cloud cover to the north and south associated with
the intertropical convergence. In other words, the smoothed estimates of
heat flux from the atlases may be biased toward low values because of failure
to resolve a maximum on the equator. A higher value is also supported by
shipborne measurements during Tropic Heat 1984. The average heat flux
at 140°W from 19 November to 1 December 1984 was 115 W m~? (also net
heating). Furthermore, as will be seen in the next section, a surface heat
flux in the vicinity of 100 W m™2 is consistent with the turbulent thermal
diffusivity and the turbulent viscosity being approximately equal near the
surface.

The difference between the solid and dashed lines in Fig. Th represents
the misfit of the inverse solution for the turbulent heat flux. The dashed line
1s obtained by adding the residual, R, in the heat balance equation (2.11)
to the vertical turbulent heat flux divergence and integrating with the same

boundary conditions (2.18) at 200 m. The rms value of the misfit is 5 W m™2
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The sensitivity of the turbulent momentum and heat fluxes to variations
in specified parameters and ohservations is given in the Appendix. The tur-
bulent momentum flux is relatively insensitive to variations in observations
and parameters. As might be expected. the largest changes in turbulent mo-
mentum flux occur in response to +50% changes in the specified pressure
gradient and the vertical profile of zonal velocity. Except in the upper 70 m
the turbulent heat flux divergence term is small compared to zonal and ver-
tical advection of heat and the turbulent heat flux is therefore sensitive to
several parameters and observations. The dominant factors are background
diffusivity, vertical and horizontal temperature gradients and the vertical

gradient of zonal velocity.

2.8 Turbulent diffusivities

The inverse solutions for the turbulent diffusivities for momentum and heat.
K, and K, are plotted as a function of depth in Fig. 8. Both diffusivities
have values of 4.7 x 107> m?s7! at the surface and, apart from an unrealistic
and insignificant subswrface maximum in K, decrease to approximately 1 x
1077 at 80-m depth and to 1 x 10=* at 120-m depth. The ratio, K, /K varies
between 0.7 and 1.3 in the upper 120 m. The misfits in the solutions for A,
and I, were evaluated from the corresponding misfits for the turbulent fluxes
(see Section 2.7) and are plotted in I'ig. 8. The rms values of the misfits are
2 x 107" m?*s™! and 0.5 x 107" m?s™! for K,, and K}, respectively. Tests
of the sensitivity of the solutions for A, and L), to variations in specified

parameters and observations is given in the Appendix.
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Figure 8. Turbulent diffusivities, N, and K, from the inverse solutions
for the turbulent momentum and heat fluxes (Fig. 7). The dashed lines
correspond to the + the difference between the solid and dashed lines in
Fig. 7, i.e., they result from assigning the residual to the turbulent flux

convergence terms in the momentum and heat balance equations.
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The similarity in the profiles of K, and K, suggest that turbulent trans-
fer mechanisms for momentum and heat are similar. One expects K, <Kk,
because pressure forces may act to transfer momentum with no effect on the
transfer of heat. The present estimate of I, may be considered an upper
bound because the uncertainty in K, is larger than K, (see discussion in
previous section on the uncertainty in the turbulent fluxes).

The surface values of K, and K are consistent with values predicted for
a constant-stress log layer at the surface. Given the specified wind stress of
0.05 Nm™2, the log-layer estimate of K,, (= xu,z) is 4.7 x 107> m?s7! at a
depth of 1.7 m. This depth is within the range (1.5 to 2.0 m) obtained in
Section 2.2 for matching a log layer to velocity profiles linearly extrapolated
from 10 and 20-m depths. This depth also fall within estimated range of
the Monin-Obukhov length. Estimates of surface buoyancy flux from both
Tropic Heat 84 and 87 are of order 1 x 10" m®s~2 (Moum et al., 1989; Hebert
et al., 1991). The Monin-Obukhov length has values of 0.7, 3.5 and 11 m for
wind stress of 0.02, 0.05 and 0.10 N m™2, respectively.

Microstructure measurements were carried out as part of the Tropic Heat
experiment, during which one ship occupied an equatorial station near 140°W
from 19 November to 1 Decemiber 1984 (Moum and C'aldwell, 1985), and an-
other ship occupied a station a few tens of kilometers distant from 25 to 30
November (Gregg et al., 1985). The average wind stress during the exper-

iment was —0.10 Nm™2

, two times the magnitude of its long-term average.
The average net surface heat flux was —115 W m~?. not much different from

the estimate of —97 W m™2 from the inverse analysis.
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Figure 9. Inverse solutions (solid lines) and estimates based on observations
of dissipation during Tropic Heat 84 for (a) turbulent viscosity, K,,, and (b)
turbulent diffusivity for heat, &7,. Estimates in (a) and (b) from Peters et al.
(1988) are marked by asterisks. Estimates of /A in (a) from Dillon et dl.

(1989) and of A}, in (b) by Moum et al. (1989) are marked by triangles.
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Peters et al. (1988) and Dillon et al. (1989) estimated K, from the Topic
Heat 84 observations by use of the dissipation method. Estimates of A, as
a function of depth are plotted in Fig. 9a. In the dissipation method it is
assumed that the rate of mechanical production of turbulent kinetic energy
(TIKE) equals the rate of dissipation. Buoyancy production and turbulent
transport divergence of TIKE are neglected. Peters et al. (1988) also included
the meridional contribution to the total shear (which accounts for 25% at
maximum), while Dillon et al. (1989) did not. The dissipation estimates of
N, from the {wo sets of measurements agree with each other within a factor
of two. The dissipation estimates are in good agreement with the inverse
solution in the vicinity of 30 m, but the estimates diverge with increasing
depth. The dissipation estimates of K, are about an order of magnitude
smaller than the inverse solution at a depth of 90 m.

Peters et al. (1988) and Moum et al. (1939) estimated K, (Fig. 9b) from
the Tropic Heat 84 data. Peters et al. used the Osborn-Cox (Osborn and Clox,
1972) method which is based on the assumption that for steady and laterally
homogeneous turbulent flow, the rate of production of temperature variance
is balanced by the rate of destruction by molecular conduction. Moum et al.
(1939) estimated I, by use of the method described by Osborn (1980) which

does not use measurements of the dissipation rate of temperature variance:
N A2
K h = 0.25/1\‘

where ¢ is the rate of dissipation of turbulent kinetic energy and N is the
buoyancy frequency. The primary assumptions used to derive the above

empirical formula were (1) that the TKE equation is simplified with the rate
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of mechanical production being balanced by the rate of buoyancy destruction
and the rate of molecular dissipation. and (2) that the mixing of mass and
heat can be represented by a single turbulent diffusivity. The estimates of
A), from the two sets of observations and by two different methods agree well
with each other in the upper 90 m. The dissipation estimates agree with the
inverse analysis estimates at a depth of 15 m, but differ increasingly with
depth; the dissipation estimates are more than an order of magnitude less
than the inverse estimates at a depth of 80 m.

The reasons for the difference between the dissipation and inverse esti-
mates of ¥, and K, are uncertain. One might expect that the estimates
from the Tropic Heat 84 ohservations would be higher than the inverse so-
lution because the wind stress was about twice as large during Tropic Heat
84 as the long-term mean. In a surface log layer, K, is proportional to the
square root of the wind stress, so one would expect K, from Tropic Heat
84 to be 40% larger than the long-term mean, at least near the surface. The
uppermost dissipation estimates of i, by Peters ef al. (1988) are larger than
the inverse values and the same is true for the uppermost estimates of i,
by Dillon ¢ «l. (1989). However, the difference between the dissipation and
inverse estimates increases with depth with the dissipation estimates about
an order of magnitude less than the inverse estimates at a depth of 80 m.
As suggested by Dillon et al. (1989), the dissipation estimates might under-
estimate I, because they do not take into account momentum transfer by
pressure forces assoclated with internal waves (e.g., Wijesekera and Dillon,
1991). However, pressure forces do not play a role in the transport of heat,

so there must be another reason for the discrepancy between the estimates of
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K'), by the inverse and dissipation methods. One possible reason is potential
error in the inverse estimate of \,,. Uncertainties in the estimate of A, by
the inverse method are larger than for K,, because the vertical turbulent
heat transport divergence term is small compared to the leading horizontal
and vertical advection terms below 70-m depth. The dissipation estimates
of IV, and A may also be in error. The dissipation estimate of I, is
based on an approximate TKE budget which neglects the buoyvancy produc-
tion/destruction term. Neglect of this term for stably stratified conditions
could result in an underestimate of IV,, by about 25% (Osborn, 1980; Rohr
and Van Atta. 1987), not nearly enough to explain the order of magnitude
difference. In summary, a plausible explanation for the difference between
the dissipation and inverse estimates of IV, is the neglect in the dissipation
method of momentum transport by pressure fluctuations associated with in-
ternal waves. An explanation for the difference in dissipation and inverse
estimates of A, is lacking, but uncertainty in the estimates is a possibility.

Values of A, from our analysis are consistent with one of the conclu-
sions in Dillon et al. (1989), who were unable to balance a zonal momentum
budget using their estimates of turbulent stresses, together with the zonal
pressure gradient. zonal and vertical advection of zonal momentum from Bry-
den and Brady (1985), and eddy transport from Bryden and Brady (1989).
To balance the system, turbulent viscosities were required to be an order
of magnitude larger than those they calculated from the measurements. As
discussed above, the values of I, we obtained are an order of magnitude

larger than the estimates in Dillon et al. (19389) between 70 and 100 m.
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2.9 Richardson number

The gradient Richardson number was calculated and is shown in Fig. 10. In
the long-term mean steady state, the vertical shear is mainly due to the mean
zonal flow rather than the mean meridional flow, and the vertical density
gradient is due to temperature rather than salinity (Wyrtki and Kilonsky.
1984). Thus, we approximate the gradient Richardson number R, as

g dplo=

~ BT (2.21)

Ry(z) =

where ¢ is the gravitational acceleration, and p(z) = po[l + o(T — T5)].
The gradient Richardson number is below 0.5 in the upper 80 m, reaches a
maximum at the EUC core, and is about 2.0 between 150 and 200-m depth.
The low values of R, in the upper 80 m suggest that mixing there may be
controlled by critical Richardson number dynamics. The Richardson number
is often interpreted as an index to turbulent mixing due to Kelvin-Helmholtz
instabilities of a stratified shear flow. Instability occurs when the Richardson
number falls below the critical value R. = 0.25 (Miles and Howard, 1964).
Measurements over a period of a few seeks during Tropic Heat 84 also
showed that R, was near critical in the upper 80 m (Fig. 10), a short term
result comparable to the long-term results presented here. We calculated the
overall averaged Richardson number using the density estimates from the
rapid sampling vertical profiler (RSVP) and the acoustic Doppler current
profiler (ADCP) shears collected at 140°W on R/V Wecoma during Tropic
Heat 84 (Chereskin ef al., 1986) and the results show values between 0.2 and

0.5 above 90 m (dashes. Fig. 10). Peters ef al. (1988) found similar results
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Figure 10. Gradient Richardson number from the inverse analysis (solid
line) and from observations at 0°N, 140°W during Tropic Heat 84. The
asterisks mark data from Peters et al. (1988). The dashed line is calculation
from the data collected by R/V Wecoma described in Chereskin et al. (19386).

The dotted lines indicate values of 0.25 and 0.50.
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(asterisks, Fig. 10). Chereskin et al. (1986) estimated the hourly averaged
Richardson number on 12-m vertical scales and found that about 75% of the
values above 90 m fell between 0.2 and 0.5. Chereskin et al. (1986) also noted
that Richardson numbers were very sensitive to the scales over which they

were calculated and to the types of averaging techniques applied.

2.10 Conclusions

An inverse analysis has been applied to long-term observations in the upper
250 m of the equatorial Pacific at 152°W. The observations (Figs. 2 and 3)
included zonal velocity. temperature, pressure gradient, and surface fluxes
of momentum and heat. The analysis was subject to constraints (equations
2.7-2.20) which mcluded conservation of heat and zonal momentum, bound-
ary conditions at 200-m depth, and turbulent diffusivities greater than a
background value. The analysis yielded vertical profiles in the upper 200 m
of: 1) vertical velocity, 2) terms in the heat and zonal momentum balances,
3) vertical turbulent transports of momentum and heat, and 4) turbulent
diffusivities for momentum and heat. Estimates of the surface fluxes of mo-
mentum and heat were also obtained.

The estimate of vertical velocity vs. depth (Fig. 4) is close to parabolic,
zero at the surface, increasing to a maximum value of 2.7 x 107> ms™! at a
depth of 100 m and decreasing to 0.3 x 107> ms™! at 200 m. In the region
from 125 to 200-m depth, vertical velocity is equal to the product of zonal
velocity and isotherm slope; i.e., the flow is along isothermal (or isopycnal)

surfaces in this region. There is significant cross-isotherm flow above 125 m.
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Our estimate of vertical velocity is in good agreement with the mean of
previous observational estimates when allowance is made for variation with
longitude of the depth of the maximum. This variation is associated with
the shallowing of the thermocline and the EUC toward the east from 152°W,
Our results are in poor agreement with a general circulation model (Philander
et al., 1987) which vields a maximum of 5.2 x 107 ms™! at a depth of 50 m
at 152°W.

The zonal momentum balance (Fig. 5) in the high shear zone above the
EUC core (0 to 130 m) at 152°W is dominated by the zonal pressure gradient
force. the vertical turbulent transport divergence and vertical advection, with
a small but significant additional contribution from horizontal advection.
Below the EUC core (130 to 200 m) the dominant terms are vertical and
horizontal advection. All terms are insignificant compared to the residual at
200-m depth. The integral of the zonal pressure gradient in the upper 200 m
1s close to the wind stress.

The heat balance (Fig. 6) between 70 and 200 m depth is dominated
by zonal and vertical advection. In the upper 70 m, vertical turbulent heat
transport divergence and the divergeuce of meridional eddy transport of heat
are also important terms in the heat balance; the vertical and horizontal
advection terms decrease to zero and near zero respectively as the surface is
approached.

The inverse analysis yielded estimates of the turbulent fluxes of momen-
tum and heat as a function of depth (Fig. 7). The estimated turbulent
momentum flux is 0.048 Nm™2 at the surface and decreases approximately

linearly to 0.012 N m™2 at a depth of 80 m. The estimated surface momentum
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flux is close to the value 0.050 Nm™% (Wyrtki and Meyers, 1976) prescribed

~2 at the surface

for the inverse analysis. The turbulent heat flux is 97T W m
and is approximately constant in the upper 80 m. The estimated turbulent
heat flux is 95 W m™ at a depth of 80 m and decreases approximately lin-
early with depth to 16 Wm™2 at 170 m. The estimated surface heat flux
1s more than twice as large as the 40 W m™* (Weare et al., 1981; Esbensen
and Kushnir, 1981) prescribed from the inverse analysis. The larger value is
plausible because the Weare et al. and Esbensen and Kushnir estimates are

=0

based on averages over horizontal grids of approximately 5 °

longitude by 5
latitude (centered off the equator) on either side of the equator which would
include regions of higher cloudiness and lower heating than on the equator.
Our surface heat flux estimate is however sensitive to prescribed background
diffusivity. A reduction of the prescribed background diffusivity from 10~°
to 107%m?s™! reduces the estimated surface heat flux to 45 W m=2.
Turbulent diffusivities for momentum and heat, K ,, and R}, were esti-
mated as functions of depth (Fig. 8). Apart from an unrealistic subsurface
maximum in £y, at 16 m, the two diffusivities are similar with surface values
of 0.0047m?s™! which decrease to 0.0010 m?s™! at a depth of 80 m. The
surface estimates are consistent with near-surface log-layer estimates. Our
estimates may be compared with estimates of i, and A, based on observa-
tions of the dissipations of turbulent kinetic energy and temperature variance
(Fig. 9; Peters et al., 1988; Dillon et al., 1989; Moum et al.. 1989). Our es-
timates are close to the dissipation estimates near the surface. However the
dissipation estimates decrease more rapidly with depth than our estimates

and are approximately an order of magnitude less at a depth of 80 m. One
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possible reason for the difference in estimates of K, is that pressure fluc-
tuations associated with internal waves may be important for transferring
momentum (Dillon et al., 1989). However this cannot explain the reason for
the discrepancy between our estimates and the dissipation estimates of K.

Gradient Richardson number computed from the long-term observations
is less than 0.5 in the upper 80 m (Fig. 10). This result agrees with short-
term observations near 140°W (Chereskin el al.. 1936; Peters el al., 1988)
and suggests that turbulent mixing in the upper 30 m may be due to Kelvin-
Helmbholtz instabilities generated when the Richardson number falls below a

critical value.
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Chapter 3

A Critical-R; Model of Turbulent Mixing Applied to
the the Upper Equatorial Pacific Ocean

Abstract

We applied a critical- R; model of turbulence to simulate the turbulent mixing
in the upper equatorial Pacific Ocean at 152°W, where the gradient Richard-
son number had values near-critical in the upper 80 m. The model is based
on that of Price et al. (1986), but excludes the bultk Richardson number mix-
ing. It was run with constant forcing and boundary conditions based on the
inverse analysis of the long-term steady-state balances of zonal momentum
and heat by Luan et al. (1993a).

The modeled steady-state velocity, temperature, turbulent fluxes and dif-
fusivities are consistent with those of the inverse analysis. Strong transient
behavior of the model with a time scale of 100 days due to vertical advec-
tion underscores the importance of spin-up of the turbulence model before
investigating the effects of time-varying swface forcing. Varying the critical

and the post-mixing values of gradient Richardson numbers in the model has
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significant effects on the modeled steady states, although those of the latter
were relatively small. The model (with constant forcing) shows a mixing
barrvier at the undercurrent core.

The model uses only a local gradient Richardson number criterion to
paraimeterize mixing. A test of the model including the criterion of bulk
Richardson number distorts turbulent niixing. Such a model yields larger
and more intense mixing events, smaller mean vertical gradients and highly
intermittent time series of modeled velocity and temperature near the surface

even though all forcing terms are time-independent.

3.1 Introduction

A recent study (Luan et al., 1993a) of the long-term budgets of zonal mo-
mentum and heat at 152°W on the equator showed that gradient Richardson
number is close to its critical value of 0.25 in the upper 80 meters. The flow
in the upper 100 m is strongly sheared vertically with a weak thermocline,
and 1s bounded by a maximum in the equatorial undercurrent (EUC) and a
strong thermocline (Fig. 11) (Knox and Halpern, 1982; Gregg et al., 1985;
Moum and Caldwell, 1985; Bryden and Brady, 1989). The upper equatorial
Pacific shows a classic case of turbulent mixing due to shear instabilities,
which is stronger and more persistent than usually found at higher latitudes.

A one-dimensional, time-dependent, critical-&; model may be used to
study turbulent mixing in the upper equatorial Pacific, because the observed

gradient Richardson number is near-critical. Price ef al. (1986) used a simple

one-dimensional model of turbulence based on the critical Richardson number
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to simulate diurnal cycles of turbulent mixing at mid-latitudes. Schudlich and
Price (1991) used the same critical-R; model to simulate the diurnal cycle of
mixing in the equatorial Pacific. Our goals in this paper are: 1) to simplify
the model of Price et al. (1986), 2) to use the simplied model to simulate
steady-state mixing in the upper equatorial Pacific, 3) to test the sensitivity
of the model to initial conditions, forcing, and mixing parameterizations. and
1) to determine conditions for numerical stability. The simplified critical-R;
model is used in Luan et al. (1993c) to simulate the diurnal cycle of mixing

in the upper equatorial Pacific Ocean.

3.2 Long-term momentum and heat balances

Simulation of one-dimensional, steady-state turbulent mixing in the upper
equatorial Pacific requires specification of boundary conditions and non-
turbulence components of the momentum and heat balances. In this section
we summarize the boundary conditions and balances which are used as a
test-bed for the critical-R; turbulence model described in the next section.
Luan et al. (1993a) concluded that in the upper 200 meters at 0°N,
152°W, the zonal momentum balance is dominated by the pressure gradi-
ent force, mean zonal and vertical advection, meridional eddy transport, and
vertical turbulent diffusion. The heat balance is dominated by zonal and
vertical advection, and, in the upper 30 m, by meridional eddy transport
and vertical turbulent diffusion. The corresponding equations of zonal mo-

mentum and heat balances are:
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Figure 11. Long-term mean zonal velocity U and its zonal gradient %g,
temperature, T, its zonal gradient, T /dz, meridional eddy transports of
zonal momentum, OV'U’/dy and heat, OV'T’/Dy, the zonal pressure gra-
dient, —p;19P )0z, and vertical velocity W at 152°W on the equator from

Luan et al. (1993a). Data points are marked.
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U _oU v’ 1 9F,, 1 OP
(— W-— = ———— —— 3.1
* 0z + dy po 0z po Ox (3.1)

()1 9T  oV'T’ L JF,

( —_—+ W — = ——— 3.2
0z * dy poC'y 0z (3:2)
where 2. y and = are positive eastward, northward and upward (z = 0 at

the sea surface), respectively; U, V and W are the velocity components
corresponding to such coordinates; P is pressure, T' is temperature; p, is
density, and (', is specific heat of seawater; F,,(z) is the vertical turbulent
flux of zonal momentum; F),(z) is the vertical turbulent heat flux including
solar insolation. The long-term mean, denoted by overbars, is intended to
be an average over a vear or longer; the fluctuations, denoted by primes, are
variations with time scales from a day to a vear (Bryden and Brady, 1989).
The climatological mean profiles of zonal velocity, temperature, and their
zonal gradients, meridional eddy transports of zonal momentum and heat,
the zonal pressure gradient, and the vertical velocity, are presented in Luan
et al. (1993a) and shown in Fig. 11. The turbulent fluxes of momentum and
heat are determined by the turbulence model described in the next section.

To model the temporal variation of upper-layer mixing in the equatorial

Pacific Ocean, we rewrite Eqgs. (3.1) and (3.2):

U9 U 9V 1 9F, 18P
o T (ﬁ + W 0: + 07/ =~ oo (3.3)
or pOT ol v 1 ok, 3.4)
ot 0z dy poC'y Oz

5= poll +a(T =T, (3.5)
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where variables with hats are functions of ¢ as well as z; those with overbars
are time-independent, specified from the analysis of Luan et al. (1993a). Den-
sity p is approximated by a linear function of temperature with a constant
thermal expansion coefficient ov. Salinity is assumed to be constant and equal
to a typical value of 35 ppt. The constant density, p,, is that of sea water
when the temperature takes the value of the long-term mean sea surface
temperature, T, = 26.8°C (Fig. 11), and the specified salinity of 35 ppt.

Turbulent diffusivities are defined by

: i ,

j?m i o]/m.»; 3.6
folt dz (3.6)

T

0z

where we assume solar insolation is completely absorbed at the sea surface.

ﬁh = _‘/)o()pf(h (37)
In Price et al. (1936) and Schudlich and Price (1992), the solar insolation was
absorbed in the water column with a double exponential depth dependence.

The boundary and initial conditions are specified as follows. At the sea
surface, constant fluxes of zonal momentum and heat (Luan et al., 1993a)

are imposed

~

Fo(z=0,t) = =75 = 0.048 Nm™ (3.8)

Fio(z = 0.1) = Qe = —100 Wm ™2 (3.9)

At the bottom (z = —h, = —200m). {7, 7" will be fixed at their long-term
averages

Uz = —hyt) =Tz = —hy) (3.10)

T(z=—hp,t)=T(z = —hs) (3.11)



We use the long-term averages of observed zonal velocity and temperature

(Fig. 11) to initialize the model

Uz, t =0) = T(z) (3.12)
T(z,t =0) = T(z) (3.13)

Sensitivity of the model results to different initial conditions are tested in

Section 3.5 and found to be small.

3.3 Critical-R; model

In the family of one-dimensional, time-dependent models of turbulence, the
Price et al. (1986) model has a relatively simple parameterization of mix-
ing processes. Its direct use of the critical Richardson number as a mixing
criterion is preferred for simulating turbulence in the upper layers of the
equatorial Pacific where values of the Richardson number were shown to be
close to its critical value of 0.25 (Gregg et al., 1985; Chereskin et al., 1986;
Luan et al., 1993a).

At each time step in the Price et al. (1986) model, forcing and boundary

conditions are imposed first, and then the resulting vertical profiles of density

and currents are adjusted until the following three stability conditions are

met.:
dp ,
P« 3.14
dz — 0 (3 )
Aph
Ry= -9 2Ph 6 (3.15)
Po (Ab’)? + (A\-”)2
g 2
Rg(z) =9 > Rye = 0.25 (3.16)

po(2Ly2 4 (202

LAz
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where z is upward. In the second condition, h is the depth of the mixed layer,
and A is the difference in density or currents between the bottom grid of the
mixed layer and that immediately below, and the mixed layer is defined as the
thickness of surface layer of uniform density after the first condition is met
but before the third is (see Schudlich and Price, 1992). Note the meridional
component of velocity, V, is not used in this paper. The first criterion is
convective adjustment which simulates mixing due to density inversions from
the application of forcing. The second is the bulk Richardson number mixing
adjustment which parameterizes entrainment through the base of the mixed
layer. The third is the local gradient Richardson number which models the
shear instabilities. The first two criteria produce a slab-like surface mixed
layer, while the last smoothes the discontinuity at the base of the mixed layer
and yields a sheared transition layer (Price et al., 1986). Mixing criteria used
in Schudlich and Price (1992) are identical to those in Price et al. (1936).
In the model, adjustment of static instability and bulk Richardson number
instability are achieved by homogenizing the properties of all layers between
grid points in the surface mixed layer with the least number of the grid points
below the surface mixed layer needed to meet the stability conditions. On the
other hand, shear instabilities are removed by simultaneously rearranging the
vertical shear and stratification within the adjacent grid points concerned,
such that a new stable Richardson number, specified to be R, = 0.255
[0.3 was specified by Price et al.(1986)], is obtained. The most unstable
layer (with smallest B, < R,. = 0.25) is first adjusted, and new R, are
recalculated for both the layer above and the one below this most unstable

layer. Then a new most unstable layer is located from the updated profile
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of R,, and removed, and R, again updated. The process iterates until no
instability exists between any adjacent levels. Model sensitivity to different
values of Ry, and R|_ are presented in Section 3.7.

We simplify the Price et al. (1986) model by excluding bulk Richardson
number R, mixing. It was used to model the mixed layer deepening (in slab
models, Niiler and Kraus, 1977) driven either by surface stress (Kraus and
Turner, 1967; Denman, 1973), or by shear across the base of the mixed layer
slab (Pollard et al., 1973). The studies of laboratory results (Ellison and
Turner, 1959; Kato and Phillips, 1969) and simulations of observed cases
(Denman and Miyake, 1973; Pollard et al., 1973; Thompson, 1976 and 1977)
showed no clear preference of one to the other. Price (1977) simulated the
laboratory results of Kato and Phillips (1969) and Kantha et al. (1977),
and Price et al. (1978) simulated observation of storm-induced mixed layer
deepening, and concluded both results were realistically simulated with R, =
0.65 evaluated by shear across the the mixed layer base, as was used in
Price et al. (1986). The R, mixing produces a surface mixed laver even
with constant surface heating. However, the physics behind bulk Richardson
mixing has been ambiguous (Pollard et al., 1973; Phillips, 1977), compared to
that behind the gradient Richardson number R, (shear instability) mixing.
The latter is supported both by laboratory experiment and by theoretical
analysis (Turner, 1973; Thompson, 1980; Adamec et al., 1981). From the

perspective of the physics, it is hard to see why both bulk and gradient
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mechanisms are needed. To represent continuous profiles, it would seem
preferable to exclude bulk-R; mixing. A test of the model with the bulk-R;
included are presented in Section 3.7.

We added to the model the option of including penetrative convection
at the base of the surface mixed layer. While most of the difference in
potential energy before and after convective adjustment is lost to turbulent
dissipation, about 10 to 15% is used to entrain mass and momentum from
below the surface mixed layer (Deardoff et al., 1969: Deardoff, 1970; Davis
et al., 1981). We use a value of 15% in the model. The difference between
using 10% and 15% is insignificant. The inclusion of penetrative convection
has no effect when there is heating at the surface.

We added background diffusion of momentum and heat to the model.
Based on field measurements (Peters et al., 1988; Moum et al., 1939; Luan
et al., 1993a), constant diffusivities of K,y = Ky = K = 107> m?s™! were
chosen. At each time step, we apply background diffusion at each grid level
at the same time when applying other forcing terms (right before checking
for the three mixing criteria).

All mixing parameterizations in the model yvield the same rates of mixing
for momentum and heat, i.e., K,, = K.

At the end of each time step, the total turbulent fluxes including the
background diffusion (and the solar insolation for heat), F'm and Fh, are

evaluated by
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Fr(z) = Frl_s0 — po /

—200

z ljr‘n,—f—l . [jr”/z
At

oU  _oU™ 9V 19P
"= + W= dz 3.7
e T T Ty +po()x} (317)
Fr(z) = Filemmaon = poCy |
Tt 0T ol VT
—— 4+ U — + W — - Iz 3.18
[ At + dz + 0z + oy } ‘ ( )
with
5 olrm )
FTZ’::—'ZOO = /’o]\b 0= |z:_200 (519)
B a1 ,
Filiz=m200 = —poCpRy——].= 200 (3.20)
dz
where the superscript n represents evaluation at 1 = nAt. Subsequently,
turbulent diffusivities are evaluated as
: Fyﬁ o
Ki(z) = ——F (3.21)
Po 5
. Fr
Rp(z) = ——". (3.22)
h /)o(quzl

A flow chart of the numerical algorithm and its numerical implementation
are given in the Appendix. Analysis of numerical stability and convergence
are also presented there. With K, = 107> m?s~! and the maximum vertical
velocity equal to 2.7 x 107> ms™!, the sufficient conditions for numerical sta-
bility and convergence are a vertical grid spacing of Az <0.75m, and a time
step A7 < 7.5hr. Model tests show insensitivity to time step between 5 sec-
onds and 1 hour; tests vield almost identical stable solutions with Az = 0.5 m
and Az = 1 m, very small artificial fluctuations with Az = 2m, and increas-

ingly larger artificial fluctuations associated with numerical instability with
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larger Az (> 2m) (see Appendix). However, when averaged over a period
of 100 days, the simulated zonal velocity, temperature, and turbulent fluxes
and diffusivities, show small differences for values of Az < 5m. Therefore,

we used At = I[hmin and Az = 1 m in our discussion of model results.

3.4 Modeled steady state

Shown in Fig. 12 are time series of daily-averaged zonal velocity and temper-
ature from a 600-day simulation with At = 15min, Az = 1 m, and constant
surface heating and surface absorption of solar insolation. Transients gradu-
ally decay after the first 100 days, and eventually reach a steady state after
300 days.

There are two time scales related to the model spin-up: one due to vertical
advection, and the other due to background diffusion. With the mean vertical
velocity used in the model equal to 1.8 x 107 ms™!, 1t takes about 110
days for a water parcel to travel from the depth of 200 m to the surface.
So the vertical advection time scale is about 100 days. The diffusion time

U as used in

scale is estimated to be about 100 years for A, = 107° m?s™
the model (and about 500 days for &), = 107® m?s™!). The diffusion time
scale is very long compared to the advection time scale. Nevertheless, the
dominating (shorter) advection time scale of 100 days shows that a model
of turbulence should be sufficiently spun up before diurnal cycles can be
studied. Otherwise, transients may be aliased into the diurnal signals.
Mean vertical profiles of modeled zonal velocity and temperature were

averaged between day 500 and 600 (dashed lines in Fig. 13). The departure

of the simulated mean steady-state zonal velocity from its observed long-
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(lower panel) vs. time. The contour interval of zonal velocity is 0.02ms™?
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term mean at the sea surface is 0.12ms™?.

Besides these differences, the
simulated profile of zonal velocity pfeserves most features of the observed
long-term mean. except in the region just above the undercurrent core, which
is discussed below. The simulated temperature profile agrees with that of the
observed long-term mean within 0.5°C (Fig. 13). Therefore, the steady state
of simulated velocity and temperature st.,a‘ys close to their observed long-term
means.

As required by the model, the simulated mean gradient Richardson num-
ber ]E{g stays at its critical value of 0.25 within the mixing zone above 100 m.
fx’g becomes infinitely large at the undercurrent core and stays above 0.25 in
the 100 to 200 m range (Fig. 14). In the model, shear instabilities generate
mixing only above the depth of zonal velocity maximuni.

Just above the depth of simulated zonal velocity maximum, the simulated
vertical gradients of both zonal velocity and temperature increase rapidly to
peaks, due to the jump of the gradient Richardson number from its critical
value to infinity. There exists a mixing barrier in the model at the depth
of the zonal velocity maximum. In the real ocean, time varying forcing and
imternal waves would tend to smooth the transition to background diffusion
below the more actively mixed surface layer.

The modeled mean vertical fluxes of turbulent momentum and heat and
turbulent diffusivities are consistent with their counterpart from the inverse
solution in the actively mixed surface layer above the zonal velocity maximum
(Fig. 13). Near and below the depth of the zonal velocity maximumn, the

turbulent fluxes reduce to the prescribed background diffusion.
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Figure 13. Profiles of zonal velocity, temperature, turbulent fluxes of zonal
momentum and heat, and turbulent diffusivities, averaged between day 500
and 600 from: the model (dashes), compared with the results of the inverse

analysis by Luan et al. (1993a) (solid).
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inverse analysis by Luan et al. (1993a) (solid).
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Figure 15. Components of the zonal momentum balance. The convergence
of vertical turbulent zonal momentum flux, and vertical and zonal advections
of the zonal momentum, all averaged over the last 100 days of the 600-day
model simulation (dashed) are compared with those at 152°W on the equator

from the inverse analysis (solid, from Luan et «l., 1993a).
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Three modeled terms of the zonal momentum and heat balance equations,
i.e.. the zonal and vertical advection, and the vertical convergences of tur-
bulent fluxes, are calculated and compared (Fig. 15 and 16). The advection
terms are close to their long-term means because the difference between [
and U7 is small and 917 /dx and 9T /0x are specified to remain unchanged.
The vertical velocity in the model is also specified to be identical to the in-
verse soliution; therefore, the modeled vertical advection terms are close to
the inverse solutions, except between the depths of 80 and 130 m around
the zonal velocity maximum, where there are spikes due to those in vertical
gradients of zonal velocity and temperature. The simulated convergences of
turbulent fluxes of zonal momentum and heat agree with the inverse solutions
i the upper SO m. But they also have spikes balancing those of the vertical
advections just above the depth of zonal velocity maximum, and decrease to
near-zero background diffusion below, in comparison with the smooth and

slightly larger inverse solutions.

3.5 Sensitivity to initial conditions
The model was run with different combinations of the initial profiles of zonal
velocity and temperature, with all other factors being unchanged. Even
though the simulations go through various times of adjustment, they all
reached approxinate steady states close to that in Fig. 12. In other words,
the model is convergent.

The time sertes of one such model run is shown in Fig. 17. In this case, the
initial conditions of zonal velocity and temperature were uniform in depth,

A

[[{z,1=0)=-0.5ms"" and T(z, t =0) = 14°C, with a time step of 15 min
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Figure 16. Components of the heat balance. The ’convergence of vertical
turbulent heat ﬁux,.and zonal and vertical advection of heat, all averaged
over the last 100 days of the 600-day model simulation (dashed) are compared
with those at 152°W on the equator from the inverse analysis (solid. from

Luan et al., 1993a).
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and a vertical grid spacing of 1 m. The vertical advection was responsible
for the swift adjustment in the first 400 days or so (Fig. 12). The remaining
detailed differences, such as still weaker stratification and slower undercur-
rent in this case, were slowly smoothed out by the background diffusion.
Comparison of model runs with a variety initial conditions show that the
period of model transition to steady state is proportional to the difference
between the initial state and the steady state. This again demonstrates the
importance of model spin-up for studying diwrnal cycles in the upper layer
of the equatorial oceans.

The convergence to the steady state in this model is plausible. Even
when the initial conditions are changed dramatically, the boundary condi-
tions and forcings remain the same. The easterly wind at the surface inter-
acts through mixings with the eastward pressure gradient. While the surface
heating raises the temperature of the upper layer through turbulent trans-
fer, upwelling carries cold water up. These balancing forces bring about a
sub-surface maxinmum of the eastward flow together with a thermocline. The
vertical gradients of velocity and temperature are adjusted through mixing
due to occurrence of shear instabilities. Meanwhile, the model was forced
at the bottom with the mean values of long-term velocity and temperature
observed at [52°W on the equator. These bottom constraints provide the
model with reference values for velocity and temperature. Eventually, the
model will reach the steady state through dynamic adjustments dictated by

these boundary conditions and forcings regardless of the initial states.



67

t (days)
0 100 200 300 400 500 €00 700 800 900 1000 1100 1200
0 lll(I|lI'lll|‘llll‘ll||'llLJ‘llllJllll!lllJLllIL‘Ll(l'(lll

-,

U (ms™)

- T (°C)

-200 lmlll_l_l']IITIIIIﬁj'lilflll!llllll]llll‘tllllllllllTllll!_l’I
] 100 200 300 400 500 600 700 800 900 1000 1100 1200
U(z, t=0) = 0.5 m s~% T(2, t=0) = 14 °C

Figure 17. Converéence of the model steady state tested by changing initial
conditions on zonal velocity and temperature. In this case, the initial condi-
tions of zonal velocity and temperature were U(z,t = 0) = —0.5ms™" and
T(zj, = 0) = 14°C, with a time step of 15 min and a vertical grid spacing of
1 m. After about 600 days, the model returns back to the same steady state

as in Fig. 12,
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3.6 Sensitivity to forcing

Sensitivity of model results to forcing terms are tested. We define the stan-
dard case as the model run of 600 days with At = 15min and Az = I m. At
the end of model day 600 of the standard case, forcing terms are multiplied
by a factor of 0.5 or 1.5, and the model is run for another 300 model days,
i.e.. from day 600 to day 900, with all other parameters unchanged. Results
are averaged over the last 100 days of the perturbed 300-day simulation and
compared with those averaged over the last 100 days before the perturbation
(Fig. 18). The model simulations for each perturbation may not necessarily
reach steady states within the 300 model days.

To quantify the sensitivity of the model to forcing, we use five pairs of
indicators (Table. 2). The first pair are the depth of zonal velocity maxima,
Dy, and the depth of surface mixed layers, Dr. They measure the changes
in the shapes of vertical profiles of zonal velocity and temperature. For the
standard case, the depth of zonal velocity maximum is 110 m, and the depth
of surface mixed layer is 25 m1. The second pair are the rms differences over
the 200-m column between the last 100-day averages of the zonal velocity
and temperature of the perturbed cases and those of the pre-perturbation,
U™ and 17, respectively. They measure the amount of departure from the
standard steady state due to perturbation of forcing terms. The smaller these
rms values, the closer the perturbed cases to the standard case. The third
pair are the rms values over the 200-m column of daily averaged time rates
of changes of velocity and temperature of the perturbed cases over the same

100-day period, ('T[f )% and (%%)”"s, respectively. These values measure how
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Figure i8. Responses 6f the model to 50% increase (dotted) and 50% de-
crease (dashed) of the terms indicated to the right. The model wa-s perturbed
at the end of the standard 600-day simulation and continued for 300 more
days (from day 600 through day 900), results between day S00 and day 900
were then averaged and, compared to the results averaged over the last 100

days of the 600-day simulation (solid) of the standard case (Fig. 12).



fast the model adjusts to reach new balances of zonal momentum and heat
over the 200-m column. Smaller rms time rates of changes indicate model
1s closer to new steady-state balances. The forth pair are the differences
between the last 100-day averages of the zonal velocity and temperature at
the surface of the perturbed cases and of the pre-perturbation, U™* and
T.™*, respectively. They measure the amount of departure of the surface
mixed layers of the perturbed cases from that of the standard case. The
smaller these differences, the closer the perturbed cases to the standard case.
The fifth pair are the rms values of daily averaged time rates of changes of
velocity and temperature at the surface of the perturbed cases over the last
100-day period. (%)”’“ and (%%)””5, respectively. These values measure
how fast the model adjusts to new balances at the surface. Smaller rms time
rates of changes at the swface indicate model is closer to new steady-state
balances at the surface.

Decrease of the pressure gradient leaves a residual in westward wind
stress. Thus, the surface layer is accelerated in the westward direction and
more strongly sheared. The increase in shear causes more mixing to vield a
colder sutface laver and larger westward surface jet, and a deeper thermo-
chine and undercurrent core. The excess in wind stress eventually decreased
the undercurrent speed through vertical mixing. The increase of the pressure
gradient essentially vields effects opposite to those of its similar increase.

The decrease (increase) of wind stress yields approximately the same ef-
fects as the increase (decrease) of zonal pressure gradient, except that the
depth of the zonal velocity maximum responds more strongly to wind stress

changes. One may expect stronger trades to bring about a stronger east-



Case Dy | Urms | (s | g | (Bayms | pp | T | (R | T | ()
(107t (100t (10-3 (107t ] (107§ (107! (1073

(m}| mfs)| m/s?)| mfs) m/s) L (my| °C)| °Cfs)| °C) °C/s)

Standard -110 0 1 0 21 225 0 0 0 0
98 Jecreases 50% a2 | 82 2| 51 619{ 26| 19 30{ 28 54
%? increases 50% -68 46 2 61 3] -24 12 2 20 6
r, decreases 50% -42 48 1 52 3 -9 5 4 12 3
7, increases 50% 135 | 57 431 46 17] -42) 19 46| 30 73
9 g 1, decreases 50% [-116 | 15 21 2 s5{ 9] 10 2 6 6
9 g 7, increases 50% | -110 | 12 8| 15 7] -3 8 7 6 14
W decreases 50% -156 49 108 17 81{ -69 100 309 87 408
W increases 50% -107 17 1 4 1] -2 19 1 63 3
W & r, decreases 50% | -138 | 100 2551 153 253 -109] 199 13| 222 1061
W & 7, increases 50% |-124 | 45 23| 26 5] 45| 3 13 W 21
2 decreases 50% 89| 24 0| 19 7] 28] 26 6} 33 17
4 increases 50% 15| 34 70| 35 90{ -28 35 55| 40 109
I decreases 50% -110 2 7 1 12 -25] 47 1) 6l 11
T increases 50% -110 3 50 3 81| -27| 46 39| 57 90
B decreases 50% [ -109 | 16 4] 19 6] -25 1 3l n 8
ET increases 50% |12 | 17 6 18 8| -2 8 4{ n 10
T decreases 50% | -110 3 2 3 3| -2 4 2 6 5
T increases 50% | -110 2 1 3 2| -4 4 2 6 4
Qpet decreases 50% 110 a2 2] 20 3] -54 5 3 9 6
Qnet increases 50% -110 9 1 18 21 -4 4 1 9 2

Table 2. Indicators of sensitivity of model to forcing. Dy and Dr-depths

of zonal velocity maxima and surface mixed layers, respectively; /"™ and

T™™-rms differences over the 200-m column between the last 100-day av-

erages of the zonal velocity and temperature of the perturbed cases and

-those of the pre-perturbation, respectively; (
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over the 200-m column of daily averaged time rates of changes of velocity

and temperature of the perturbed cases over the last 100 days, respectively;

{rms and T7"s-differences hetween the last 100-day averages of the zonal
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ward zonal pressure gradient, and vice versa, with some time lags. When
we run the model with simultaneous perturbations of pressure gradient and
wind stress, we see mild changes and the model almost reaches steady states
within the 300 days of simulations.

The effects of changing the wind stress and pressure gradient are differ-
ent on turbulent mixing. Comparing the above perturbation cases, we find
that turbulent diffusivities increase as wind intensifies, but such changes of
turbulent diffusivities due to changes in pressure gradient alone are not as
large. This is because the pressure gradient affects the flow as a body force,
but the surface wind can only have its effects felt at lower depths through
turbulent mixing.

Decrease in the vertical velocity reduces upward transport of colder water
into the surface layer above the undercurrent core. This creates a large im-
balance in heat balance near the 140-m depth, where zonal advection carries
warmer water from the west. Density inversion and hence convection occur,
raising surface temperature. And the surface layer and the undercurrent core
extend to 140 m depth. Steady state is not reached at the end of 300-day
simulation. Increase in the vertical velocity produces the opposite effects.

We also test the cases when vertical velocity and the surface wind stress
are both increased or reduced simultaneously in the model. Such changes are
plausible, because intensifying (weakening) easterly winds at the surface of
the equatorial ocean are accompanied by increasing (decreasing) upwelling
due to Ekman transport. The results of such simultaneous perturbations

show that their effects add: the responses of model are much larger than



73

those when changing only one of them a time. Therefore, the surface wind
and upwelling cannot balance each other, unlike the balancing of the wind
stress and the zonal pressure gradient.

The perturbations of either the meridional eddy transport of zonal mo-
mentum or that of heat have very limited effects on the steady state, because
they are relatively small in the balances. The model is close to steady state
by the end of the 300-day simulations of these perturbed forcings.

Decrease in the zonal gradient of zonal velocity yields acceleration of the
zonal velocity above the undercurrent. Shear and hence mixing are intensified
in the surface layer, yielding a deeper thermocline and undercurrent core.
The increase in zonal velocity below the 100-m depth due to the deeper
undercurrent causes increase in heating due to zonal advection, hence increase
in surface temperature through mixing. The model is moderately unsteady
during the last 100 days of the perturbation simulation. Increase of zonal
gradient of zonal velocity yields opposite effects.

The perturbations of the zonal gradient of temperature hardly affect the
momentum balance, but greatly affect the heat. In the model, the vertical
gradient of temperature is adjusted through mixing in order for the vertical
advection of heat to balance the change in the zonal advection when the
zonal temperature gradient is changed. This differentiates the perturbation
of the zonal gradient of temperature from the perturbation of all the other
terms, which affect both the momentum and heat balances demonstrating

coupling between the balances.
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Varying the net surface heat flux from 50 to 150 W s™!, both net heating,
causes moderate changes in the simulated zonal velocity and minor changes

in temperature. The simulations are almost steady.

3.7 Sensitivity to mixing parameterizations

In this section. all the model simulations are carried out for 600 days with
the same forcing and same At = 15min and Az = 1 m, as for the case used
in Section 3.4 and shown in Fig. 12, except for the to-be-specified changes in
the mixing parameterizations.

Turbulent mixing induced by shear instabilities does not stop immediately
when adjusted gradient Richardson number R} reaches the critical value R,.,
but continues until ) is larger than the critical value, R, (> R,. = 0.25).
Price et al.(1936) reported that their choice of R} = 0.30 versus, say, 0.25,
was strictly for numerical convenience and had no appreciable consequence
in the solutions. We used R = 0.235 in our simulations. However, there are
arguments in favor larger values for R, for example, one, by Stull (1991).
We tested values of R = 0.30 and 0.50 and plotted the profiles of some
averaged properties in Fig. 19. Results for R, = 0.30 are insignificantly
different from those for R, = 0.255; results for R = 0.50 show slightly
more mixing than those for R, = 0.255. Computation time to run the
model decreases as values of R, increase.

The critical value for the Richardson number R,. has been determined
both by theory and experiments and generally taken as 0.25 (Turner, 1973;

Thompson. 1980; Adamec et al., 1931; Peters et al., 1988; Chereskin et al.,
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Figure 19. Sensitivity of the modeled velocity U/, temperature T, the
gradient Richardson number R,, turbulent diffusivity N, and turbulent
fluxes of momentum F),, and heat F, to changes in mixing parameters plot-
ted in dotted lines. Changing the post-mixing gradient Richardson num-
ber to (a) R.=0.30, and (b) R} =0.50, both with the critical Richard-
son number Ry. = 0.25; changing the critical value of gradient Richard-
son number to (c) Ry = 0.10 with R} = 0.105, and (d) R4 = 0.40 with
the R, = 0.405; increasing the background diffusivity to (e) A} = 1074,
and (f) A}, =107 m?s~!; (g) including the bulk Richardson number mix-
ing (R = 0.65). All results are compared with those of the standard case
(solid lines) (with R,. = 0.25, R/ =0.255. K, = 107> m®s™', and Ry mix-
ing excluded. Heat flux for A = 1073 m?s™! was off scale below the [30-m

depth.



76

1986). Nevertheless, we tested the model with R. = 0.10 and 0.40 (Fig. 19).
As the critical value of the Richardson number R. increases, the surface mix-
ing layer deepens, and the shear in the surface layers decreases. In particular,
the results for R, = 0.1 suggests that the background forcing and the ob-
servations are incompatible with this value of R,.. The manipulations of
critical Richardson numbers cannot avoid the insufficient turbulent mixing
near the undercurrent core, where the gradient Richardson number is very
large (discussed in Section 3.4).

The sufficient conditions for numerical stability and convergence of the
explicit numerical difference scheme depends on the prescribed vertical ve-

locity W (z) and the prescribed constant background diffusivity Kj:

Ky — —L;Az > 0 (3.23)

; 2]\"1) 0@: o
= o—+=—|At > 0 3.24
l:(AZV + a;t] - ( )

Detailed description and analysis are given in the Appendix. For K, =
1072 m? 5™ max(W(z)] = 2.7 x 107 ms™!, and max(9U /dx) = 2 x 1077 s~ ",
as used in the model. we obtain Az < 0.75m from (3.23), and At < 7.5hr
from (3.24).

We test [y, = 107* and 107> m?s™! and compare the results with those
for K, = 107, with Az = 1m and A? = [5min (Figs. 19 and 20). The
simulated steady-state zonal velocity and temperature are close to each other
for K; between 107> and 107" m?s™!, but not so for larger values of Kj,
such as 1072 mn?s7!, which is excessively diffusive below the depth of zonal
velocity maximum. The diffusion time scales are 10 years and 1 year for

Ky, = 107" and 107> m?s7!, respectively (Fig. 20). Therefore, increasing
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the value of the constant background diffusivity smooths the structure near
the undercurrent core, and increases turbulent fluxes below. As discussed in
Luan et al. (1993a), A}, = 107° m?s™! is a more appropriate value below the
undercurrent core based on observational results.

We have excluded the bulk mixing of the original Price model in all our
simulations. The results discussed in the previous sections show that the
combination of convection and shear instability have reasonably parameter-
ized the turbulent transfers in the equatorial ocean above the undercurrent
core. Removal of the bulk Richardson number mixing further reduces the
number of adjustable parameters in the model.

A time series of modeled zonal velocity and temperature, with bulk
Richardson number mixing included, is shown in Fig. 21. The inclusion of £,
mixing causes periodic (about 7 days in this example) fluctuation of {7 and
T in the surface layer, even though all forcing terms are time-independent.
In the model, vertical shear gradually build up below the surface mixed layer
until R, becomes unstable. When unstable £; occurs, the model makes an
often large adjustment instantaneously in the time step, causing the mixed
layer to deepen (not shown). Then shear starts to build up again and so on.
The time interval between the two major consecutive adjustments of unsta-
ble Ry is the period of fluctuations shown in Fig. 21. which is in part related
to model forcing. During the phase of shear buildup, the base of the surface
mixed layer is raised up by erosion due to R, (shear instabilities) mixing at

and below the base.
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The inclusion of R, criterion also creates much more mixing in the surface
mixed layer. The niodel diffusivities are much larger, the surface mixing layer
is deeper, and the vertical shear in the upper layer is much smaller, than when
bulk mixing is turned off in the model (Fig. 19). This provides additional

support for the exclusion of the bulk Richardson number mixing.

3.8 Conclusions

We modified the turbulent mixing model of Price et al. (1986) to obtain a
critical-B; model that includes parameterizations of convective adjustment,
shear instability mixing, and a prescribed background diffusion of constant
diffusivity, but excludes the bulk Richardson number mixing. The model was
then applied to simulate the turbulent mixing of zonal momentum and heat
in the upper 200 m of the equatorial Pacific at 152°W. The model was run
with constant forcing and boundary conditions based on the inverse analysis
of the long-term steady-state balances of zonal momentum and heat by Luan
et al. (1993a).

The modeled steady-state velocity, temperature, turbulent fluxes and dif-
fusivities are consistent with those of the inverse analysis. Tests of different
initial conditions suggest the model converges to the long-term steady state.
The model reponds to changes in forcing reasonably.

There are two spin-up processes in the model. The dominating one is due
to vertical advection with a time scale of about 100 days, which is responsible
for a swift model adjustment toward the steady state. And the secondaryv one

1s due to diffusion with a time scale of about 10 years, which is responsible
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for a slow model adjustment to the steady state. The transient behavior
demonstrated by the modeled time series underscores the importance that
a model of turbulence be fully spun up bhefore investigating effects of time-
varying surface forcing.

The model showed a build-up of vertical gradients of zonal velocity and
temperature just above the undercurrent core where the gradient Richardson
number is far above its critical value. (We expect application of seasonally
varying, rather than the time-independent, forcing to the model, to smooth
the spikes to some extent.) Increasing the prescribed background diffusivity
of 1 x 107 m*s™! to | x 107*m?s~! smoothes the high vertical gradients near

the core somewhat. The value 1 x 107°m?s™!

1s supported by experinients
for depths below the undercurrent core.

Sensitivity tests showed that varying critical values of the gradient Ri-
chardson numbers has a significant effect on the model results. In particular,
the results for R, = 0.1 suggests that the background forcing and the ob-
servations are incompatible with this value of R.. Varying the post-mixing
Richardson number from 0.255 to 0.30 shows uo significant differences m the
model results; but model results for the larger value of 0.50 show slightly more
mixing n the surface laver. Nevertheless, all these variations in Richardson
number still show the build-up of vertical gradients of velocity and temper-
ature above the undercurrent core.

We have tested the inclusion of the bulk Richardson mixing criterion
used by Price et al. (1986) and Schudlich and Price (1992). The inclusion
of the R; criterion caused frequent near-surface fluctuations in the time se-

ries of modeled velocity and temperature, even when all forcing terms are



time-independent. The frequency of fluctuations is partially related to model
forcing. The inclusion of the R, criterion also created larger mixing rates,
hence larger diffusivities, and smaller near-surface vertical gradients in mod-

eled velocity and temperature, all physically unrealistic.



Chapter 4

A Model of Diurnal Mixing in the Upper Equatorial

Pacific Ocean

Abstract

The observed unique properties of high shear, low gradient Richardson num-
ber, zero inertial rotation, and strong diurnal variations of the upper equa-
torial Pacific Ocean provide an ideal setting for testing models of turbu-
lent mixing. In this paper we use simple one-dimensional critical-R; mod-
els to simulate the diurnal cycle of turbulent transfers between the surface
and the equatorial undercurrent and compare the results with observations.
The models are driven by diurnal solar radiation and time-independent wind
stress and other forcing terms obtained from a previous analysis of the long-
term momentum and heat balances at 0°N, 152°W. Diurnal variations are
examined after the model reaches a steady state.

The simulated diurnal cycle of turbulent mixing in the upper layer has two
prominent phases: during the day. the solar insolation creates stratification

that interrupts the strong turbulent transfers between the westward wind
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and the eastward EUC core; during the night, the surface cooling restablishes
their interaction through a 100-m deep water column. The diurnal cycle of
turbulent dissipation compares well to the Tropic Heat 1984 measurements.
Detailed differences, such as the faster downward penetration of mixing in
the model than observed, are likely caused by the instantaneous removal of
shear instability within each time step in the model.

The model uses only a local gradient Richardson number criterion to
parameterize mixing. The inclusion of a bulk Richardson number criterion
(as used in previous model simulations) distorts the turbulent mixing not
only in the case of steady forcing (Luan et al., 1993b) and also in this case
of diurnal solar radiation. The model periodically (7 days on average) re-
sults in an mtense mixing event, then allows the gradual build-up of shear
until the next catastrophic mixing event (even when all forcing terms are
time-independent). The model produces smaller mean vertical gradients and
highly intermittent time series of modeled velocity and temperature near the
surface. It seems inconsistent to include both the bulk and the gradient

Richardson number as mixing criteria in a model of turbulence.

4.1 Introduction

Strong diurnal cycles of currents, temperature, and dissipation of turbulent
kinetic energy, were detected during Tropic Heat measurements of November
1984 (THS4) at 140°W in the upper equatorial .Pa‘ciﬁc (Gregg et al., 1985;
Moum and Caldwell, 1985; Chereskin et al., 1936; Toole ¢t al., 1937; Pe-

ters et al., 1988; Dillon et «l., 1989, Moum et al., 1989). During daytime
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when solar heating stablized the upper layer, only weak turbulent dissipa-
tion was detected and was limited to the top 10 meters most of that time.
During nighttime when surface cooling deepened the surface mixed layer and

3 was ob-

destablized the flow further down, dissipation of order 107" m?s~
served to extend to depths of 80 m. The observed dissipation rate on the
equator was 100 times larger with much deeper penetration below the night-
time mixed layer depth than at mid-latitides (Shay and Gregg, 1986; Price
et al., 1936).

The upper equatorial Pacific was observed to be strongly sheared verti-
cally, with surface heating, a westward wind stress, a thermocline, an ener-
getic equatorial undercurrent (EUC) with a maximum speed at about 120 m
(Knox and Halpern, 1982; Gregg et al., 1985; Moum and Caldwell, 1985).
The gradient Richardson number, R;, was low and close to its critical value,
R;. = 0.25, in the upper water column as deep as 100 m, another property
rarvely seen in the mid-latitudes.

The long-term steady state of the upper equatorial Pacific Ocean is similar
to the state observed during the short-term cruises (Fig. 22). A recent study
of data at 152°W showed high shear and low R; (also close to 0.25) in the
upper 30 m, implying persistent strong turbulent mixing at the equator on
a long-term basis (Luan et al.. 1993a).

The properties of high shear, low Richardson number, and zero Coriolis
force, in the upper equatorial Pacific, provide the motivation to test models of
turbulence and improve our knowledge of mixing processes in the ocean. The
model of Price et al. (1986) (hereafter, PWP) is a simple critical-R; model

based upon the critical Richardson number (shear instabitlities) as its mixing
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mechanism. It is a one-dimensional, time-dependent, mixed-layer model of
upper ocean, and requires the fewest adjustable parameters in models of its
class. PWP used the model to simulate diurnal cycles of turbulent mixing
at mid-latitude. Schudlich and Price (1992) (hereafter, SP) simulated the
diurnal mixing cycle observed during the 12 days of TH84 at 140°W using the
PWP model. Luan et al. (1993b) (hereafter, LPS) simulated the long-term
mean vertical turbulent transfers of zonal momentum and heat at 154°W on
the equator, using a modification of the PWP model, which includeed the
steadyv-state dynamical terms of the momentum and heat balances derived
from observations (Luan et al., 1993a).

LPS showed that when the model included steady-state pressure gradient
and advective terms and was initialized with the long-term mean values of
zonal velocity and temperature, the model still rapidly adjusted itself during
an initial 100 day period, then gradually transited to a steady state within
the next 200 days. The modeled steady states are independent of initial
conditions, but depend on the zonal pressure gradient, wind stress, zonal and
vertical advection of zonal momentum aud heat. In contrast, SP included no
hovizoutal advection terms, began with observed profiles. and allowed their
model to spin up for one day with the wind stress ramped from zero to their
specified values in their 5 to 12-day simulations.

LPS found that the use of the bulk Richardson number ( R,) mixing (used
by PWP and SP) in the LPS model caused multi-day (about 7 days) irregular
fluctuations in the simulated time series of current and temperature down
to the depth of EUC core. The inclusion of K, mixing resulted in mean

diffusvities near the surface much higher than oberved by LPS.
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Then rise the following questions: What effects does the diurnal heating
have on the steady state simulated by LPS? What does the simulated diurnal
cycle of turbulent mixing look like, and how does it compare with the TTH84
measurements? What are the effects of including R, mixing on the diurnal
cycles?

Our objectives are to niodel the diurnal cycle using the simple critical-R;
model by neglecting bulk Richardson number mixing and applying realistic
forcing.  We obtain from the model the steady-state averages, and com-
pare them with observations and results from other models. In Section 4.2
we briefly summarize the governing equations and forcing of the model and

compare with those used by SP. In Section 4.3 we describe the specific mixing

model and show the differences from that of PWP used by SP. In Section 4.4

we show the effect of diurnal heating on the mean fields, examine the simu-
Jated diurnal cycle after the model reaches steady state, and compare it to
observations of TH84. The effect of including the &, mixing is examined in

Section 4.5. C'onclusions are given in Section 4.6.

4.2 Forcing

Luan ef al. (1993a) studied the long-term balances of zonal momentum and

heat at 152°W in the upper eq_ua‘toria‘l Pacific:

N 1 v 1gP 1 9F,
R ¢ - - m 4.1
ot U Ox Y 1 Dz + dy po O po 0z (41)
oI . oT 9T vl 1 IF, ,
F—+ W = — 4.2
o U T sty oC, 0= (42)

pz) = poll + a(T = T,)] (4.3)
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where &, y and z are positive eastward, northward and upward (z = —h;, =
—200m at the bottom and z = 0 at the sea surface). respectively; 7, V
and W are the velocity components corresponding to the coordinates (. y,
=), respectively; and P is pressure, T is temperature; F,,(z) is the vertical
turbulent fluxe of zonal momentuin; F(z) is the vertical turbulent heat flux
imcluding the solar insolation. The constants are the specific heat of seawater
(',, thermal expansion coefficient «, reference density p,. and reference tem-
perature 75, usually taken as the sea surface temperature. The quantities
with overbars are time-independent (Fig. 22), given by Luan et al. (1993a),
and those with hats are functions of ¢ and =.

This study includes the upper 200 m of the ocean, as in LPS. The
zonal pressure gradient is a time-independent Gaussian profile least-squares
fit to the results of Mangum and Hayes (1934) with a surface value of
4.6 x 107" ms™% and a depth scale of 107 m (Fig. 22). The vertical velocity
is a cubic function of depth obtained from the inverse analysis of long-term
balances of zonal momentum and heat by Luan et al. (1993a). It is also
time-independent and non-negative (upwelling) with a maximum value of
2.7 x 107 ms™" at 100-m depth and zero at the surface.

As in LPS, we include the zonal advection in the model, based on time-
mndependent values of zonal gradients of zonal velocity and temperature coni-
puted from data (Fig. 22) (Luan et al., 1993a), and time-independent val-
ues of meridional meso-scale eddy transports of zonal momentumn and heat
(Fig. 22) (Bryvden and Brady, 1989). The zonal advection of heat is one of
the two domiinant terms in the heat balance (the other is vertical advection)

between the depths of 90 and 190 m.
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Figure 22. Long-term mean zonal velocity U and its zonal gradient %—z,
temperature, T, its zonal gradient, T /dz, meridional eddy transports of
zonal momentum, dV'U’/dy and heat, 9V'T7/dy, the zonal pressure gradi-
ent, —p;dP/dzx, and vertical velocity W (from Luan et al., 1993a). Data
points are marked. The data of each observed quatity are interpolated using

fourth order splines vertically.
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The vertical turbulent fluxes of zonal momentum, £, and heat, F),, de-

fined positive upward. are determined by the model of mixing described
m the next section, except at the surface, where they are the specified

wind stress and heat flux at the surface, respectively. A constant (neg-

ative westward) wind stress is used, with a climatological mean value of

75 = —0.048Nm™2 (Wyrtki and Meyers, 1976; Esbensen and Kushuir,
1981; Hellerman et al., 1983; Luan et al., 1993a). That is, Fm(t,z = 0) =
F,, = —75 = —0.043Nm~% The vertical heat flux Fh 1s composed of two
parts:

F=I+7 (4.4)

wheve F, is due to turbulent mixing determined, as F,,, according to the
model described in next section, and [ is the solar insolation described below.

Turbulent diffusivities, A, and I\, are defined. repectively, by

. . ol
Fm = - oI"m,-.; ir‘
polim 72 (4.5)
F/l(z) - _poC’p'[\h?)j = I+ fh (46)

The components of F, at the surface ave
Filt,z=0)= Qi+ Q;+ Qs (4.7)

where (), (J5. and @)y, are the latent heat flux, sensible heat flux, and back

~

radiation from the sea surface. The solar insolation, I, is modeled with a

double exponential depth dependence

[(2.1) = Qut) (L™ + L) (4.8)
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where, subscripts | and 2 refer to the short- and long-wave components
of insolation, respectively. We use typical values for the equatorial water
(Jerlov type IB): [y = 0.6 and Ay = Im,and [, =1—1; = 0.4 and Ay = 17Tm
(Jerlov, 1968; Paulson and Simpson, 1977). When A; — oo and Ay — oo, the
solar irradiance in q. (4.8) becomes non-penetrative, i.e., the incoming solar
insolation 1s completely absorbed by the sea surface, as used by LPS with a
constant Fj. Temporal variation of the solar heat flux is modeled by Q;(t),
which is primarily determined by the height of the sun. The climatology in
Weare ¢t al. (1981) gave a mean solar radiation of about (; = —240 W m ™2
in the region of interest. From the analysis of Luan et al. (1993a), a slightly
larger value is used, Q; = —270 W m~2. The diurnal variation is idealized to
be sinusoidal during a 12-hour day, with a peak Q; = —850 W m~? at noon,
and (J; = 0 during a 12-hour night (Fig. 23). The sum of heat fluxes other
than solar heating at the sea surface is Q4+ Qs + @y = 1T0W m™>Wm~?

(cooling), or

Fult.z=0) = 1T0OWm™>Wm™? (4.9)

which does not vary with time. Thus, the net heat flux at the surface

A

Fh(fﬁ,::O):(272,(t:Qi+Ql+Cgs+Qh ('LIO)

has a daily average of Q,., = —100 W m™* (heating) (Luan et al., 1993a),
which was used by LPS as a constant surface forcing. One diurnal cvcle of
(i, and the constant ; + Qs + (Qy, are shown in Fig, 23.

At the bottom, 7. T are fixed at their long-term averages (Luan et al.,

1993a). We initialize the model with the long-term mean values of observed

zonal velocity and temperature.
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Figure 23. One diurnal cycle of solar insolation at the sea surface. Solar

insolation, ;. which is sinusoidal during a 12-hour daytime with a peak of

850 W M2 at noon and zero during the 12-hour night.r The sum Q4+ Q,+ Qs

has a constant heat loss of 170 W M~2. The daily average of net surface heat

flux Qo = Q; + Qi + Q4 + Qs = —100 W M2 (net heating).
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4.3 Critical-R; model

The vertical turbulent fluxes of zonal momentum, ﬁm, and heat, J’:—;“ are
determined by the model of mixing. The critical- R; mixing model employed
here is described in detail in LPS. Tt is summarized here. Aspects of the
model important for diurnal simulation are elaborated here.

In the mode] (LPS), vertical mixing occurs at each time step until two

instabilities are removed:

Dy, (4.11)
e
Ry(z)=—-L_f= _ 25, (4.12)

where the meridional component of velocity, ©. is not used in this paper,
nor in LPS and SP. The first is convective adjustment which simulates mix-
ing due to density inversion. The second is the local gradient Richardson
number mixing which models shear instability mixing. The first instability
produces a slab-like surface mixed layer during surface cooling, while the
second smoothes the discontinuities of velocity. density, and temperatire,
and yields sheared transition layers. The maximum depth at which shear
instability adjustment occurs is called the transition layer depth. The model
also includes a background diffusion of both zonal momentum and heat with
a constant diffusivity Ky = 1 x 107> m®s~! based on analysis in Luan et al.
(1993a).

The full version of the PWP model as used by SP included the bulk

Richardson number mixing, a criterion given by

g Aph
o (AG)? 4 (AD)

5 < 0.65, (4.13)
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where the meridional component of velocity, #, is not used in this paper, nor
in LPS and SP. Bulk-R; mixing was applied after the convective adjustment
but before the gradient R, adjustment described above. Here, h is the depth
of the mixed layer, and A is the difference in density or currents between the
bottom grid of the mixed layer and that immediately below, and the mixed
layer is defined as the thickness of surface layer of uniform density after
the first condition is met but before the third is (see SP). The LPS model
included the Ry criterion as an option for purpose of model comparison.

The model evaluates FAm and Fh at the end of each time step t = (n+1)At¢

using
. - (A:n—H o [A/n
Fr{ z = ? = - Q/
(2) Fitfem—z00 — p JOU[ A
oU alm 9V 1 P
U=+ 7 : 1z 4.14
ot W 7 +poda]( (4.14)
PA‘}:!(:) = Fv}? z=-=200 T Po(;’/) )
—200
Tt _ T T __f)T“ dV’T'
— 4 + W . Iz (4.15
[ I T Sy J‘ (+19)
C)[/n 4
/71{”2——700 = —poly—— 55 l==—200 (4.16)
5 a1 7
Fillemc200 = —poCply—— B le=-200 (4.17)

where At is time step, Az is vertical grid size, and the superscript n represents
evaluation at { = nAt¢. Subsequently, we evaluate the turbulent heat flux
according to (4.4)

Fi(z) = Iy — 1 (4.18)
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Turbulent diffusivities are evaluated from

R Fr , ;
Ki(z) = ——= (4.19)
T f)U"
Po=a
N bl ‘
Kp(z) = ‘—hT (4.20)
'OC’P?—Z—

The dissipation rate of turbulent kinetic energy. ., is calculated from

ce=P+B (4.21)

where the shear production P = %Fm%e— and the buoyancy production B =

~]A:;Iga/(po (’,). Hence, at the end of each time step, the dissipation rate can

be computed from the turbulent fluxes evaluated above

1. ol goo o~
2y = —-F" - —F 4,22
( ) P m az ,[)OC'Y]) h ( )

4.4 Results and comparison with observations

The critical- £; model with diurnal heating as described above was run for 600
days with a time step A7 = 15 min and vertical grid spacing Az = 1 m. The
results show a 100-day spin-up (a time scale related to the vertical velocity)
followed by a 300-day transit to steady state, the same features described by

LPS for constant heating.
a. Steady state

Fig. 24 shows the averages of the zonal velocity, temperature, turbulent
fluxes and diffusivities, over last 100 days for simulations with diurnal and

constant heating. The zonal velocity and temperature are compared with the
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Figure 24. Averages of the zonal velocity, temperature, turbulent fluxes
and diffusivities, over last 100 days for simulations with diurnal (dashed)
and constant (dotted) surface heating, compared with the long-term mean
zona] velocity and temperature (solid), also used as initial conditions in both
simulations (Fig. 22), and the inverse solutions for turbulent fluxes and dif-

fusivities (solid) obtained by Luan et al. (1993a).
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long-term mean observations (Fig. 22), which are used as initial conditions.
Comparison os also make with the inverse solutions for turbulent fluxes and
diffusivities obtained by Luan et al. (1993a).

The two steady-state simulations (Fig. 24), one with diurnal surface heat-
ing and the other with constant heating, are very similar. Surface velocity
and temperature differ by only 0.06 ms™! and 0.05°C, respectively. Near-
surface mixing is slightly stronger in the diurnal simulation as is shown by
smaller vertical gradients of velocity and temperature, larger fluxes of nio-
mentum and heat and larger values of diffusivities.

Both simulations shown in Fig. 24 agree reasonably well with the observed
velocity and temperature profiles and with the fluxes and diffusivities from
the inverse analysis (Luan et al., 1993a). The differences between the diur-
nal and observed surface velocity and temperature are 0.2m s~ and 0.3°C,
respectively. The main disagreement occurs near the base of the critical-
R; mixing laver at 100 m, below which mixing occurs only as the result of
constant background diffusion. The discountinuity in mixing introduces dis-
countinuities in all of the profiles. In the real ocean, non-steady forcing and
shear instabilities due to internal waves acts to smooth the profiles below
100 m. The differences between the simulations and the observations are
probably insignificant in the upper 90 m.

These vesults show that the diurnal variation in surface heat fluxes have
little effect on the simulated steady state of current and temperature. The
small effects are due to the nighttime cooling phase of the diurnal cycle, which

increases average turbulent mixing by a small amount above the EUC.
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b. Diurnal cycle

Properties of the diurnal cycle in the upper equatorial Pacific are shown
in Figs. 25, 26 and 27. The time series of the hourly-averaged net surface heat
flux and time-depth contours of zonal velocity and temperature is in Fig. 25,
the turbulent fluxes in Fig. 26, and the turbulent dissipation rate in Fig. 27,
from the last two days of the 600-day simulation to examine the properties
of the diwrnal cycle in the upper equatorial ocean. Since the model reaches
steady state after 300 days, any effects of the transition phase are avoided.
Our model day begins at sunrise. The simulated variables are averaged for
all the time steps carried out in the hour preceding each hourly output.

The daytime phase of the diurnal cycle in the simulation is similar to that
at mid-latitudes, in agreement with SP. In the first hours after sunrise, the
net surface heat flux gradually turns from net cooling to net heating and con-
vection 1s shut down. Most of the solar insolation is absorbed by the top one
meter. As the day progresses, solar insolation increases, and the upper layer
is stabilized. The temperature field shows warming throughout the upper
50 m. Meanwhile, the continuous westward wind, althought partly balanced
by the zoual pressure gradient, causes accumulation of shear in the surface
layer. Soon, shear instabilities develop and mix the westward momentum
and heat of the surface layer to slightly greater depths. Below such depths,
the water is decoupled from the westward wind, and the eastward currents
are accelerated. This in turn enhances wind stirring by increasing shear be-

neath the depth of wind stirring. Such a phenomenon is confirmed by the
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Figure 25. Time series of hourly-averaged net heat flux across the sea sur-
face, zonal velocity and temperature in the upper 50 m, from the last two
days of simulation. During daytime, stratification in the surface layers traps
higher shear; at dusk surface cooling causes convection and the region of high
shear moves downwards through mixing due to shear instabilities. High shear
at the bottome of the mixed layer, defined as the depth at which temperature
is 0.1°C smaller than the sea surface, results in high rates of production of
turbulent kinetic energy, and hence, dissipation maxima. By the next dawn,
stratification and shear again start to build up in the surface layer due to

solar heating.
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Figure 26. Time series of hourly averaged turbulent fluxes of zonal momen-
tum and heat (excluding solar heat flux), from the last two days of simu-
lation. During daytime, weak turbulent mixing is trapped in the top few
meters, none below. During nighttime, strong turbulence occurs well below
the 50 m surface mixed layer and penetrate as deep as 100 m, just above the

depth of zonal velocity maximum.
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daytime turbulent fluxes (Fig. 26) and dissipation rate (Fig. 27), which show
the depth of wind stirring to increase from about 5 m at the beginning to
about 15 m at the end of the daytime phase.

The amplitude of diurnal warming at the surface is 0.32°C (Fig. 25). For
the 12-hour day of solar insolation, surface warming starts two hours after
sunrise, and continues until mid-afternoon. At that time, SST begins to
decrease due to mixing and deepening of the surface layer. Thus, warming of
the water at the very surface occurs over about a quarter of a day, followed
by cooling for the reminder. SP also reported a similar timing of surface
warming, and a marked saw-toothed time series of their simulated sea surface
temperature.

Westward surface currents are present for about half a day, because the
westward wind 1s partially balanced by the zonal pressure gradient in the
surface layer. The westward jet at the surface appears during the 13-hour pe-
riod starting two hours before local noon and ending an hour before midnight

Y occurs at mid-afternoon,

(I'ig. 25). The westward jet maximum of 0.08 m s~
exactly when sea surface temperature reaches its maximum. The temporal
change of surface velocity is locked in phase with that of surface temperature
at all times. The amplitude of the diurnal variation of the surface current is
0.17ms™

Daytime values of the turbulent fluxes and dissipation rate are small
except in the top 5 to 15 m where wind stirring is active (Figs. 26 and 27.
The surface mixing layer shallows to the top few meters from about 100 m

within a couple of hours after sunrise, and deepens slowly during the daytine,

due to the build-up of wind-driven shear at the base of the mixing layer.
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Figure 27. Modeled dissipation rate compared with Tropic Heat 84 mea-
surements. Time series of (a) hourly averaged dissipation rate of turbulent
kenetic energy from the last two days of simulation, compared to (b) that of
a canonical day formed by averaging 8 days of measurements at 140°W on
the equator during Tropic Heat 84. The model yields the diurnality of the
turbulent dissipation rate but with larger magnitudes and faster downward

propagation of phase during nighttime.
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About an hour before sunset, the total surface heat flux changes sign.
Together with continued wind mixing, surface cooling destabilizes the upper
layer and convection deepens the surface mixing layer. The shear maxi-
mumn gradually migrates down, tracking the base of the surface mixing layer
(Fig. 25). The downward migration of the shear maximum is accompanied
by the downward migration of large values of turbulent fluxes and dissipation
(Figs. 26 and 27).

Within the two hours before midnight, mixing pierces through a subsur-
face layer of above-critical gradient Richardson number and erased all the
changes accumulated in the upper layer during daytime. At that time, wind
stress and surface lreat flux establish their exchange of zonal momentum and
heat with the EUC. and the surface mixing layer deepens to about 100 m.
This long channel of exchange is nearly “short-circuited™ because the gradi-
ent Richardson number in that water column is near or at its critical value
of 0.25 (not shown).

Between midnight and sunrise, eastward momentum is transferred upward
at rates as high as 0.1 Nm™2, to balance the westward momentum inserted
into the surface layer by a westward wind stress of 0.048 Nm™? (Fig. 26).
Meanwhile, the ocean loses heat at the surface and meanwhile transports
heat downward, which has been heated during daytime, at rates as high as
300 W m™2 (Fig. 26). The simulated turbulent momentum transfer cannot
penetrate through the EUC core where the gradient Richardson number is
infinite by definition. evidenced by the 112-m depth of zero vertical flux of

zonal momentu ni.
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The process of deep (100-m) mixing lasts about 8 to 9 hours before being
interrupted a couple of hours after sunrise the next morning. At that time,
the depth of the (convective) surface mixed layer reaches its maximum depth
of 18 m.

In summary, the diurnal cycle of turbulent mixing has two prominent
phases. 'The change from surface cooling to surface heating interrupts the
deep nighttime turbulent transfers. The subsequent switch to surface cooling
re-establishes the growth of a surface mixing layer to a depth of 100 m during

nighttime.
c¢. Comparison with observations

The dissipation rate on the equator at 140°W was measured during a
12-day period in 1984 (TH84, Moum et al.. 1989). During this period, the
westward wind stress was twice the value used in our model, the peak solar
insolation was about 1000 W m™?, and the other heating terms produced
a nearly constant heat loss of 200 W m™ (Moum et al, 1989). The daily

2 close to the value

average of total surface heat fluxes were about 120 W m~
of 100 W m™? used in our model simulation. We discard the first four days of
measurements which are affected by strong advectiv processes, and average
the measured dissipation rate over the last 8 days to form a cannonical diurnal
cycle. We plot two of such cannonical cycles in Fig. 27.

The simulated turbulent dissipation rate has values and time-depth con-
tours similar to the observed (Fig. 27). They both demonstrate similar di-
3

urnal cycles, have a magnitude of 5 x 107" m?s™>, and penetrate well below

the surface laver for periods of 8 to 12 hours during nighttime. However,
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there are some differences. THS4 results show a more gradual downward
penetration of dissipation during nighttime. The penetration of dissipation
observed during THS84, almost linear in time, continues until sunrise when
it reached a maximum depth of 85 m. Then turbulent activities diminished
in the 2 to 4 hours after sunrise. On the other hand, the nighttime phase of
the model results show a linear propagation for the first 3 to 4 hours. and a
rather abrupt penetration to its maximum depth of 100 m within the next
hour. followed by a continuation of the maximum dissipation before sunrise.
Turbulent activities end within the first 2 hours after sunrise, sooner than
the measurements show.

In summary, the simulated diurnal cycle of turbulent mixing is consistent
with that of the measured during TH34, despite some differences. The dif-
ferences suggest that the parameterization of turbulence in the model may
vield faster downward penetration of mixing. One of the possible causes for
the faster penetration of mixing is the instantaneous removal of shear insta-
bility, or the Kelvin-Helmholtz instabilities, at each time step in the model.
In reality, even though the time scale for a single KH overturn may be the
buoyancy period, that instability may induce others for which several periods
may be needed for mixing to be completed. Priliminary efforts to modify the

model to include this more gradual mixing have shown promising results.
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4.5 Inclusion of bulk-R; mixing

Bulk Richardson number mixing was used in PWP and SP. The model used
in this paper has excluded the R, mixing mechanism. LPS tested the inclu-
sion of Ry mixing with time-independent forcing. They reported fluctuations
with intervals of approximately 7 days were accompanied by very energetic
“mixing” events associated with the R, instabilities. R, criterion also caused
much more excessive mixing in the model. Similarly, SP showed a marked
saw-tooth tvpe of changes in their time series of simulated velocity and tem-
perature. They reported that ensemble-averages of simulated dissipation rate
modeled the diurnal variaton of TH84 measurements well. But their hourly
results showed extreme intermittency, which was somewhat sensitive to the
size of time step of the model (SP).

We repeat the simulation including the £ criterion with diurnal surface
heating and all other forcing unchanged from above. Despite the presence
of diurnal heating, the contours of daily averaged velocity and temperature
are overwhelmed by the energetic similar 7-day bursts of mixing reaching as
deep as the EUC core (Fig. 28).

Oue of the energetic T-day bursts occurs just before midnight on day 594,
as shown in the ten-day time series of hourly averaged zonal velocity, temper-
ature, turbulent fluxes and dissipation (Fig. 29). Before the burst, there is a
gradual migration of relatively large vertical shear and stratification toward
the surface laver. Near midnight on day 594, the bulk Richardson number &,
becomes critical, and the R, mixing adjustment produces a uniform surface

laver 80-m deep, and perturbs layers as deep as the EUC core at 118 m.
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Figure 28. Time series of simulated zonal velocity and temperaure with the
same forcing as described in Section 4.2 but with bulk Richardson number
mixing included. The results show the 7-day fluctuations similar to those

with constant surface heating (Luan et al., 1993b).
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The R, mixing adjustment pushed down the undercurrent core by more than
10 m. After the adjustment, the vertical shear and stratification start their
gracual upward migration from the base of the new mixed layer to the sur-
tace layer. The migration continues for about 7 days when the next energetic
Ry burst of mixing occurs.

There are three other bursts with moderate strengths, one in each day of
591. 597, and 599, during this 10-day period (Fig. 29). There are also bursts
with small magnitudes occurring from late morning to late afternoon on a
daily basis (Fig. 29). Each of these bursts of mixing are due the R, mixing
mechanism. None of the diurnal cycles are the same due to the irregular
occurence of the K, instabilities on time scales of multiple days.

Bursts of mixing usually occur with a duration of an hour or so. There
is good similarity between the bursts we observe in this simulation and the
extreme internittence in the short-term (hourly) variation of dissipation re-
ported by SP. The bursts cause the saw-tooth shaped time series in the
diurnal variations of simulated velocity and temperature, just as SP showed
in their time series.

The inclusion of bulk Richardson number mixing also distorted the di-
urnal circle (Fig. 29). Turbulent transfers are usually subdued during the
next day or two following each major burst. A reversal of the upward trans-
fer of eastward momentum even occurs between the depths of 50 and 70 m
for about 8 hours (from late morning to late afternoon) the day after the
biggest burst. Long-term averages of the simulation show a surface layer of
smaller vertical gradients. Thus, it is suggested that mixing is overdone by

the critical R, adjustments. Only one of the ten days, i.e., that before the
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Figure 29. Time series of hourly averaged zonal velocity, temperature, tur-
bulent fluxes of zonal momentum and heat (excluding solar heat flux). and
dissipation rate of turbulent kenetic energy, from the last two days of simu-

lation with bulk Richardson number mixing included shown in Fig. 23.
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biggest burst, shows a time series of turbulent mixing close to those shown
in Figs. 25 to 27 from the simulation with R, mixing excluded. Therefore,
we conclude that the shear instability mixing, which has sound physical and
experimental basis, can be fully represented by gradient Richardson number
mixing. and that the inclusion of bulk Richardson number mixing leads to

highly unrvealistic results.

4.6 Conclusions

Diurnal cycles in the upper equatorial Pacific are studied by use of a simple
critical- R, model of turbulence. First the model was spun up with constant
forcing obtained from analysis of long-term zonal momentum and heat bal-
ances at 152°W in the upper equatorial Pacific Ocean. Model mixing with
diurnal surface heating is slightly stronger above the equatorial undercurrent
core than that without diurnal variation.

The simulated diurnal cycle of turbulent mixing in the upper layer has two
prominent phases. Solar insolation interrupts the strong turbulent transfers
in the upper 100 m during daytime. Surface cooling re-establishes mixing
through the upper 100 m by midnight. Diurnal forcing at the surface canuot,
by definition, overcome the mixing barrier at the EUC core, where large
values of gradient Richardson number shut down the turbulent transters.

The simulated diurnal cycle of turbulent dissipation is consistent with
that measured during TH84. The difference in the speed of downward pen-
etration of mixing may be caused by the instantaneous removal of shear

instability, or the Kelvin-Helmholtz instabilities, at each time step in the
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model. In reality, even though the time scale for a single KH overturn may
be the buovancy period, that instability mayv induce others for which several
periods may be needed for mixing to be completed.

The inclusion of bulk Richardson number mixing distorts turbulent mix-
ing and the diurnal cycle. Bulk Richardson number mixing yields highly in-
termittent and unrealistically energetic exchanges in the surface layer. This,
in turn, introduces spurious multi-day fluctuations and short-term saw-tooth
variations in the simulated time series. The model test shows that critical

Ry mixing is excessive.
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Appendix A

The Least Squares Problem for Inverse Analysis

To express Eqs. (2.7), (2.8), and (2.9) in matrix forni, we define the following

depth arrays

wo= e @r ey (Ad)
= s e e e (A2)
d= — [ 1 9.2 a/ =132 4/.2\3 L A3
o= 101 2E 35 AR h]— (A.3)

and vectors of the unknown polynomial coeflicients

I T

W=y wy ’ll‘:s] (A4)
N : T

F="10f h 2 f ./‘4] (A.3)
: T

g = o 91 g2 U3 g4] (A.6)

Hence, Eqgs. (2.7), (2.8), and ((2.9) become
W = 2.4 (A7)
F,. = poi-f (A.8)

Fh = [)OCVP,E‘ . g (i\())
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and
OF dz -
11 — . . r A. 10
Jz P dz / ( )
()Fh dz ;
R . Al
Jz poC dz J ( )

The equations of zonal momentum and heat balances, (2.10) and (2.11). can

bhe written

Ja 2\
o) et (S F = M+ R, (A.12)
0z l. dz
oT dz
s . = : Vi A.13
(d ) ”+<(z> g o= H+R (A13)
where subscript *,7 indicates evaluations at the 10 depth levels, = = z; = 0.

-10, -20. -30, -50. -75. -100, -125, -150, -200, for ¢ = 1,2.---,10, and

ou  ov'iTU'  19P
M, = _— - — A4
<[ dx dy po O > ( )
0T ovV'T’
' ( ox M dy > ( )

The boundary conditions and other constraints on turbulent fluxes are
divided by depth scale hj, so that the corresponding equations have same di-
mensions as the momentum or heat equations (2.10) and (2.11), respectively.

The boundary conditions and constraints (2.12) through (2.20) are

sofhnt = - hb + R, (A.16)
. g”hb-l anE;ﬂ) + RQ (A.l7)
oM'p

at 2 =0, and



at = = —h.,., and

i j =0 (A.19)
2
=0 (A.20)
dz
K, 0T |
LfpTY = 2 A2
fhy hy, dz ( )
K, oT
5 . N]‘_] — _— A%?J.Z
g Zb /'Ib (): ( )
at z = —hy, and
o oU o N, [oU ,
—8 S 1 - S A.23
sign( Jz )2ty 2 hy 1Oz ( )
, Ny, OT
—2. -1~ 27 A.24
ghb - ilb @Z ( )

at = = z; = jAz, for j =0,1,2,---,40. where Az = 5m. The sign function
sign(v) = Lif & >0, and -1 if @ < 0.

We construct the linear system for w, f, and ¢ as

A-z-B = R (A.25)
E-2—F =0 (A.26)
G-i—H > 0 (A.27)

where the vector of unknowns

0
T = f (A.QS)
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the first set includes the 22 equations of (A.12), (A.13), (A.16), and (A.1T)

i | Rl dElL o
0 h;lf -=0 0
0 0 hitlg}::o
\[z
N H;
B = -
"ok
_Qnet
paCphy

and the vector of residuals

—Hmi

the second set includes the 5 equations of (A.18) through (A.22)

0 oyt 2 e 0
E=10 0 oo —

0 ny'zloy, 0

0 0 hytz ~::hb

(A.30)

(A.31)

(A.32)




o O

F= 0
Ky BF
— 57 L=,

_ K, 9T |
Ry, 2 z=—hy,

and. the third set includes the 82 inequalities of (A.23) and (A.24)

0 0
Ky 3—"
H — hg, dz ,]
K, [oT
hy |0z

(A.33)
0
(A.34)
—hy" 2],
(A.35)

We multiply all the rows of momentum equations in (A.25), (A.26). and

(A.27) with a weight. A > 0, to obtain solutions that give optimal improve-

ment in the residuals. The weighted least squares problem. denoted by su-

perscript ('), becomes

where, in particular,

fi’-i‘~B/ = R’
E- b —F =0
G i~ H = 0

(A.36)
(A.37)

(A.38)

(A.39)



125

We apply the inverse analysis to the linear system constructed above.
The technique emploved to solve the linear least squares problem with both
equality and inequality constraints is due to Lawson and Hanson (1974). The
numerical algorithms developed by Haskell and Hanson (1981) and Hanson
and Haskell (1982) are used.

The method minimizes the weighted sum of residuals squared, A2 312 R? .
+ 30 R ANRE 4 R} in a least squares sense, and yields solutions for the
unknown coefficients. wy. ws, ws, f; and ¢;. and hence W(z). F,.(z) and

fvh(z’)'




Appendix B

Sensitivity Tests of Inverse Solutions

[n this section the solutions obtained by use of the inverse analysis are tested
for their sensitivity to variations in specified parameters and observations.
The solutions obtained in Section 2.3 are called the standard case. For the
standard case 11" is represented by a cubic function of depth, zero at the
surface. I',, and I, by fourth order polynomials, background diffusivity Ky =
1 x 107°m?s7!, and the weight applied to the momentum equations A =
4. The inverse analysis minimizes the weighted sum of residuals squared,

Z 1 B (1) 1121 Ru(z:)? 4+ R + Ré, where z; = 0, -10, -20, -30,
-50, -75, -100. -125, -150., and -200 m, for ¢ = 1,2,---,10. We first test
the sensitivity to different weights including different values of A, second
to different degrees of polynomial representations of vertical velocity and
turbulent fluxes, third to different values for the background diffusivity, and
fourth and last to variations of the observed forcing and surface boundary

conditions.
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To qualitatively describe the sensitivity, the rms values of the residuals,

R, () and Ry(z). are defined as

R = F Pm( )f/} (B.1)
h.b J— )
| 1

R = [— R(= )d] (B.2)
h])-—}zg

where hy, = 200 m. When the residuals are included in the turbulent transport

terms, the rms values of F,,, F,,. I\, and K}, are computed as

. 10/ ,
P = {— / (I — Po / Bm(c)dc) d:} (B.3)
h’) —hy J—heore

L /o [ T (—hy
F};ms — [:_/ (Fh+poC ]\ O ( 1)_

hy J—n, Jz

-

Po (,) “ fi’.h(C)dQ dz ] (B.4)

—eore

1 o\
R = — l — Az B.5
b lh;} ./_ ( Po /h ore m (Q) (05 ) ( j| (B-5)

Loy [ F, COT(=hy)
1 rms — _/ ]
K ‘:hb —h (po(,,'p i 0z

o] .
/_}MR,L( )dq) (7) d:] (B.6)

where he,,. = 125 m. The rms values defined by equations B.3 to B.4 are the

rms differences between solid and dashed lines in Fig. 7 for £, and F'j,. The
integration relative to the depth of the core is to avoid division by zero.

o . The

The standard-case rms values are denoted by the subscript “,”

standard-rms values are: R’ = 0.5 x 107" ms™2, R/ = 0.2 x 107¢°('s7,

ot

Frms = 0.002Nm™2, P = 5Wm™

o1

2R = 1.9 x 107" m?s7!, and

m

R = 0.5 x 107 m?s™L.
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Figure 30. Root-mean-square (rms) values of residuals for momentum, R,
(solid), heat. R, (dashed), normalized sum, R, turbulent fluxes, F.. (solid)
and F; (dashed), and turbulent diffusivities, I, (solid) and L1, (dashed),
all plotted as a function of the weighting parameter A, a factor multiplied the
momentuwn equation as part of the inverse analysis. The normalized sum,
R, = R /(5 x 107" ms™2)4+ R™* /(4 x 1075°Cs™!), where the normaliza-
tion factors are the maxima of the terms in the momentum and heat balances
(Figs. 5 and 6). The plot for R™ and R}™* is scaled so that the bottoms

represent their minimum values (at A = 0.01 for R;™*, at 100 for R]**). and

rms
i

the tops represent two times their minima. respectively. The plot for F
rms

and F{™* is similarly scaled except that the tops are 4 times their minima,

respectively.
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Because the momentum and heat balance equations have different di-
mensions and terms of different magnitude, the momentum equation and
constraints are multiplied by the weight A (see Section 2.3) to optimize the
reduction of residuals. The rms values of the vesiduals do not necessarily
reach a minimum for the same value of the weight lambda. Variation of the
rms values. and the sum of normalized rms values of momentum and heat,
R, = R™/(5x 107" ms™?) + R /(4 x 107%.° C's7!). as a function of A, are
shown in Iig. 30. The values of R F77* and K"* are much less sensitive
to changes in A than those of R, Fy™* and K]"*. In particular, for A > 2,
increasing A vields very gradual reduction of the momentum residuals, but
causes abrupt increase of the heat residuals. The solutions for vertical veloc-
ity, turbulent fluxes and turbulent diffusivities are shown in the top panel of
Fig. 31, and numerical values are given in Table 3. for A = 1, 4. and 8. The
results for A = I and 4 are nearly indistinguishable. but there are significant
effects on ', and Iy, for A = 8. The combined normalized tms value, R, is
the sum of the ratios of the rms values of the momentum and heat residuals
to the estimated maximum magnitudes of the leading terms in the balances,
5 x 107" ms™? for momentum, and 4 x 107%°Cs™! for heat. A minimum in
the combined normalized residual R,, determines on optimmm choice for A,
which is A = 3.5, which we rounded to A = 4 for the standard case.

Sensitivity of the inverse solutions to uniform weighting with depth was
also tested. The momentum and heat balance equations were evaluated at
depths with equal intervals of Az = 5m, rather than at the standard case’s
10 specified depth levels of 0. -10, -20, -50, -75, -100, -125, -150, -200 m.

The effect of uniform-depth weighting is shown by dotted lines in the second
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Figure 31. Sensitivity of the inverse solutions for vertical velocity, turbulent

fluxes and turbulent diffusivities to: row 1-the weighting parameter A =1, 4,

8: row 2-Az = 5, ten specified depths, equal equation weighting; row 3-de-

gree of polynomial representation of W is 2, 3, 4; row 4-background diffusiv-

ity Ky =107%,107%,107* m?s™!; row 5-without surface boundary conditions,

with surface boundary conditions. In each of the above, the first case is a

dotted line, the second is solid and the third is dashed, i.e., A = 1 is dotted,

A = 4 is solid, etc. The solid lines are the standard case.
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row of panels in Fig. 31. The resulting vertical velocity maximum is only
3% smaller, and the turbulent heat flux 10 to 20% smaller, than those of
the standard-case solutions. The turbulent momentum fux and turbulent
diffusivities show little changes. The rms values of the residuals show no
significant changes (Table 3). Although the method of evaluation at uniform

= = 5m intervals add more equations to the system. it adds no additional
information because the added equations are evaluated by interpolating the
observations.

We also tested the effects of weighting every equation of the system
equally. Equal-equation weighting is achieved by multiplying each equation
by a coustant such that the largest of the coefficients for the 13 unknowns
(wy. wq. ws, fiand ¢ for7 =0, 1, ..., 4) for that particular equation is one
and the rest are between 1 and —1. The results of this weighting are shown
as dashed lines in the second row of panels in Fig. 31. Equal-equation weight-
ing vields a vertical velocity maximum and turbulent fluxes larger than the
standard case and those for momentum are changed negligibly (Table 3).

The effect on the inverse solutions of different degrees of polynomial rep-
resentations for F,,, I, and W was tested. The degrees of the polvnomial
representations are controlled by two factors. The degrees are required to
be sufficiently high to accurately represent the vertical structure in the so-
lutions but are limited by the rank of the linear system. The weighted sumn
of residuals squared [N Y10, R, (2)2 + Y02, Ri(z)? + A2 R2 + R}), the ratio
of the number of unknowns to the rank of the linear system, the maximum
vertical velocity, and the values of R™*, R}, £ Fyme K, Kp™e | are

plotted in Fig. 32 as functions of the degree of polynomials representing W,
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[, and #,. As the polynomial degree for F',, and F'; increases from 3 to 7,

the linear system has more degrees of freedom to reduce the weighted sum
of residuals squared. However, such an increase in the degrees of freedom
causes the number of unknowns to exceed the rank of the system, and hence
malkes the system under-determined: it also causes excessive high wavenum-
her oscillations which appear as increases in the rms residuals for the heat
balance. I, and [7}.

Based on the results shown in Fig. 32, we chose for the standard case a cu-

bic polynomial for representation of W™ and quartic polynomials for represen-

-

tation of F',, and F,. The weighted sum of residuals squared (top panel) de-
creases very slowly for higher degree polvnomials and there is merit in choos-
ing a low degree to make the problem over- rather than under-determined
(panel 2. Fig. 32).

Response of the inverse solutions to variation of the background diffusiv-
itv. Ny, was determined for the range of K an order of magnitude smaller
and larger than the standard-case value of 1 x 107> m?s™!. The rms residuals
are plotted vs. R in Fig. 33. There is negligible variation in the residuals for
Ky, <2 x 1075 m?s™L. The increase in the residuals for Ky > 2 x 107> m?s™!
suggests, consistent with observations (Peters et al., 1988; Dillon et al., 1989;
Moum et al., 1989), that K} should be less than this value. The response of
vertical velocity and turbulent fluxes and diffusivities to changing the stan-
dard value of Ay by £ an order of magnitude is shown in the fourth row of

panels of Fig. 31. There is negligible effect of the variation of A} by £ an

order of magnitude on F,, and K ,,. There are large, unrealistic anomalies
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Figure 32. The weighted sum of residuals squared, A? }21 R, (z)*+

0 Ru(z)%+ MR 4+ Ré, the ratio of the number of unknowns to the rank
of the linear system, and the rms values of residuals R,., Ry. Fon, Fro Kp,.
Ky, as functions of the degree of polynomials representing F,, and F), with
W (z) being represented by polynomials of degree one (dotted), three (solid)

or four (dashed).




1 _t
VE-07 —{ g _rms /52 -
- L
.
B o
5.£-08 —] L + -
. Rbnm' °C/s =
3 C
2£-07 —| —
] C
] -
1.£~07 —| ) —
1 - o n
0.004 —| Fa s N/m? -
_.‘ -
_{
n I~
0.002 4 T it (|
JFyr™s, w/m? [
%7 -
2 o
’_
[} 1 ) 11 { 1 —
4.E-04 —
| Kmnm' m2 /s B
- -
2.6-04 — . M=
0.1SE~02 -g K™, m?/s =
o
0.10E-02 — -
3 -
0.50€~03 — -
3 r
7 T T T T 170 l LI
E-6 E-5 [

Figure 33. The rms values of the residuals, R, Ry, Frn, Fry Ky and Ky as

a function of prescribed background diffusivity K.



135

in I, and K, for K =1 x 107" m?s~!, consistent with the discussion above
that this value is too large. For K} = 1 x 107" m?s™!, there is negligible
effect on W. but F), and K}, are about 50smaller than the standard case.
The large effect on I, and K, of varying K} is because turbulent heat flux
is a small term in heat balance between 70 and 200-m depth (Fig. 6). The
specification of A determines the value of ¥, and L, at 200 m. The vari-
ation of I and N, with z is very weakly constrained by the heat balance
between 70 and 200-m depth. which leads to the large effects of i, on Fi
and K;,. The inverse solutions for F' and K, are uncertain by about +50%
because of the sensitivity of F;, and K, on the choice of K.

The effect on the inverse solutions of removing the surface flux conditions,
(2.12) and (2.13), was tested. The solutions for vertical velocity, turbulent
momentum and heat flux and the turbulent diffusivities are negligibly af-
fected as is shown in the bottom pauel of Fig. 31. The effect on the rms
residuals is also negligible as shown in Table 3. The inseusitivity of the in-
verse solutions to specified surface fluxes of momentum and heat shows that
the results, including estimates of surface fluxes, are essentially determined
by oceanic couditions.

Sensitivity tests of the inverse solutions to variations in the forcing terms
IU |z, VT |y, —p 0P )0z, U (and oU/dz), T [dx, IT ]9z, 7, and
(,.c¢ are plotted in Fig. 34. These terms were perturbed by multiplying one at
a time by factors of 1.5 (dotted line) and 0.5 (dashed line), respectively. The
profiles of vertical velocity, turbulent fluxes and turbulent diffusivities are

plotted for each of the perturbations together with the standard case (solid)
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Figure 34. Responses of vertical velocity, turbulent fluxes and diffusivities

to 50% increases (dotted) or 50% decreases (dashed) of aviU’ | dy, oU [z,
~p; 9P [0z, U (and U dz), oT [0z, IT 0z, OVTT[dy, 7%, and Qnet- The

solid lines are the standard solutions from Figs. 4, 7, and 8, respectively.
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in Fig. 34. Vertical velocity is most sensitive to changes in zonal velocity, and
zonal and vertical gradients of temperature. The vertical turbulent flux of
zonal momentum, £,,, is most sensitive to changes in zonal pressure gradient,
zonal velocity and vertical temperature gradient. The vertical turbulent flux
of heat. [7,, is sensitive to changes in a varicty of variables, the largest of
which are vertical temperature gradient. horizontal temperature gradient.
zonal velocity and its vertical gradient. and horizontal temperature gradient.
Turbulent viscosity. K. is sensitive to the same variables as F,,. Similarly,
the turbulent diffusivity for heat, IV, is sensitive to the same variables as
.

It is important to recognize that the sensitivities of the inverse results
to various forcing variables (Fig. 31) should not be interpreted as error es-
timates. All of the forcing variables were perturbed by £50% and many of
the variables are known more accurately. For exaniple, the long-termy mean
vertical temperature gradient is perhaps known to about 5% accuracy and
long-term mean velocity is known to about 20%. The sensitivities can be
converted into error estimates by appropriate scaling.

In summanry. we have reasonably chosen for the inverse analysis described
in Section 2.3 the weighting, the degrees of polynomial representations of
the vertical velocity and turbulent fluxes of zonal momentum and heat, and
the background diffusivities. The sensitivity tests to £50% changes in the
forcing variables provides the basis for estimating errors in the results of the

inverse analysis.




Case R::ns er;nls F';‘zins F’:nls K;Zns Klr;nls

(10-% | (10-% | (1073 (W1{ (107" (10~*

ms~2) | °Cs™) | Nm™2) | m™?) | m®s7") | m®*s™")
Standard 5.4 7.5 2.2 5.4 1.9 0.5
A=1 5.8 5.2 23 5.8 2.0 1.8
A=3S8 4.6 17.5 1.8{ 30.8 1.6 5.2
Az=5m 5.2 8.7 1.9 7.1 1.7 0.4
Equal eqn weighting 4.6 23.4 1.9 94.2 1.7 25.7
TV, quadratic 5.4 7.4 2.2 5.3 1.9 0.5
W, quartic 4.8 9.6 1.9] 13.6 1.7 3.9
Ky =1x10"°m?s™! 5.0 8.3 20| 9.2 1.7 2.1
Ky =1x10""m?s™! 10.2 29.2 45| 93.9 4.2 17.2
Surface be’s removed 54 73 2.2 5.6 2.0 0.4

Table 3. Root-mean-square values of the residuals for the momentum bal-
ance, the heat balance, the vertical turbulent momentum and heat fluxes
and the turbulent diffusivities for momentum and heat. The rms residuals
are computed for the standard case and for different weights (A = 1, 8, equal
equation), uniform vertical grid (Az = 5m), quadratic and quartic polyno-
mial representations of vertical velocity, background diffusivity, K, an order
of magnitude smaller and larger than the standard case. and with surface

boundary conditions removed.
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Appendix C

Implementaion and Stability Analysis of Simple R,
Model

The implementation of the model computations are summarized i the flow
chart shown in Fig. 35. The details of each unit of the chart are described

below,
Grid and time step

As shown in Fig. 36, with the total depth f, = 200 m divided up uniformly

by the vertical grid spacing of Az, there ave total J = hy/Az levels. The

J — 1. J. with the bottom being the first, and the top the last or Jth. Grid
= (j—J - DAz,

J is centered at z; = (j — J — %)A: and bounded by z;

= (j — J)Az.

-3
and !

All of the variables of the momentum and heat equations are evaluated or
approximated at the center of the grid, except the vertical turbulent fluxes

and diffusivities, which are evaluated at the bounds. We use subscript “;”

to indicate evaluation at grid j.
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l Evaluation of Constant Texmﬂ

Initialization

=0

Advance
by
One Timestep
t=(n+1)At

Update
r»{ Variables
n=n+1

Application of Forcing, Background
Diffusion, and Boundary Conditions

¥

rConvective Adjustment l

switch

Penetrative Entrainmeﬂ l Bulk Richardson Mixing—l

T

Gradient Richardson
Mixing
Evaluation of Total Effects
of Mixing Adjustments
including Background Diffusion

A

| Figure 35. Flow chart of computational implementation of the model.
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J+% Zy,1 =0
J * 7y =—342
J—;— z,_y=-Az
.
.

jtr —— 3,1=(- DAz
j . ;=0 - - Phz
J=F 2 =G-T-DAz

.
.

I+y ———— g, =(1-D)Az

1 . 7 =(y—J)Az

l—lf _— z+i_=—JAz

Figure 36. Diagram of vertical grid levels.
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We start the model computation from ¢ = 0, and then increment the
computation with a time step At at ¢ = nAt for a specified total period of
T = NA{. Hence,n =0, 1,2, ..., N =1, N. We use superscript “"” to

represent evaluation at the end of time step n, t = nAt. Thus. superscript

“U” ndicates initial values.

Constant terms

At the beginning of the computation. all constant forcing terms are eval-

uated at the center of each grid j = 1,2, ..., J =1, ., such as

W, = Wi_ (C.1)
<L?‘—P> - Lﬁfj (C.2)
po O/ po D

<(()T[1>/ N %(7_ (C.3)
@“]) B %£ (C4)
<d‘d;>l - d‘a;l_ (C.5)
<a‘af’>j - md,,Tl ) (C.6)

Initialization

Before the computation for first time step ¢ = A#, initial values of zonal

velocity and temperature are assigned as following, unless specified differ-

ently,
(7 = Uzt =0)=T(z) (C.7)
19 = T(zj,t=0)=10(z) (C.8)
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Application of forcing, background diffusion and boundary

conditions

At the beginning of a new time step n + 1, we first apply the boundary
and interior forcing terms including the the prescribed background diffusion
of constant diffusivity A. The tildes over the any time-dependent variables
such as zonal velocity and temperature represent their intermediate values
within a time step: and the hats represent the variables” final values (after
all mixing adjustments) at the end of a time step.

Surface boundary conditions on turbulent fluxes, together with other forc-
ing terms involved. are applied to the top grid, j = /. That is. at z; = —%A:
and at the beginning of time step t = (n + 1)Af,

(ot -y - N /;

— b —1 /) - —
A7 = A + A

AT NTTT 77 1¢ —‘P 7
[ R (;d—> (C.9)
dy ), po dx /|

j‘ﬂ_'j‘m

n+1 . —Q@e( AR 1
I—] = W, Iy -1y, [y el Ny =% B
Al A v

~ (0T aovirry ]
onf—j) — . .10
d (O.z‘)J ( dy >J ( )

For the interior grids at z; = (j — J — %)A:V J=J-=1J-=2 ....3.2 at

Q)! Qn

the beginning of time step t = (n + 1)At.

i1 T n  _ frn mo < A/’n I
[, / - ( l — __W (/j‘}-l '].—I + ]\ [ /+l 21] + ("_/'—l
At ! 2Az (Az)?

oU\ (o) _(LoF (C.11)
Dx dy /), po O/
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i+l ' rn n rn 97m rn
s I Rl S T, =217+ 1%
At T2z ' (Az)?
o (OT oV’
Ur =22 ) — C.12
! (03’>; ( dy ) e
At the bottom grid, j =1, = = — (K —%)A: boundary couditions are applied
Urtt = = T (C.13)
,[‘*‘/z—{—l — ’Z"\rl—{—l — fl ((‘ ll)

Convective adjustment

After the application of forcing, the model checks for static instabilities
throughout the profile of density. When static instability is detected, all
properties at the grids involved are homogenized by the model (Fig. 37).

Once these convective adjustments are done, the model has three choices
for its next step: (1) adjust for penetrative entrainment due to convective
adjustments, (2) check for bulk Richardson number. ov (3) bypass both (1)

and (2).
Penetrative convection

About 15% of the potential energy supply from density inversion in the
surface layer discussed above is available to entrain mass, momentum and
heat from the grid(s) immediately below the surface mixed layer, with the
rest dissipated. If the available potential energy is used up to entrainment
whole sub-layers between two more grid levels, then properties of these sub-

layers are homogenized with those in the surface mixed layer. If the available




Convective Adjustment

For j=J,J—1,..., 2,

if B n+l  =n+l

Pj = Pj

1 =n+l
b

P

Fn+l An+l yFratl gt
Ui T U T

Homogenize pj*
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Figure 37. The component “Convective Adjustment” in the flowchart shown

in Fig. 35.




146

potential energy, or the portion left after entraining whole sub-layers, is not
enough to entrainment the next whole sub-layer, then the properties of the
next sub-layer is partially mixed with the surface layer above so that all the
available energy is used up completely, i.e., the properties of this sub-layer

are not identical to those in the mixed laver.
Bulk Richardson number mixing

After the adjustiment for convection., Bulk Richardson number instability
is checked for the surface mixed laver of depth japAz. where jazp, with
a minimum of 1. 1s the number of top grid(s) included by the surface mixed
layer. It the bulk Richardson number R of the surface mixed laver is below
the critical value of 0.65. the model homogenizes the grid below the surface
laver. and then checks if the new, deeper mixed laver of depth (jajp +1)Az
vields a value of R, above its critical value. Iteration continues until a surface

mixed layer with a stable R, is obtained (Fig. 3%).
Gradient Richardson number mixing

The algorithm for shear instability mixing using the gradient Richardson
number criterion is shown in Fig. 39, and has been discussed in the text in

detail. This is the last adjustment for turbulent mixing for a given time step.

Evaluation of turbulent fluxes and diffusivities

After applying the forcing and adjusting all the required mixing criteria
for each time step, t = (n + 1)Atf, the model obtain the final values of the

properties of the time step n + 1. Then the model evaluate the vertical
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Figure 38. The component “Bulk Richardson Mixing” in the flowchart

shown 1 Fig. 35.



148

~n+l  —n+b) .
(55" -
n+l T+l )2

Calculate R;(z;)=— =
(7" =074

o
£
P,

+ 4

Find min[R;(z;)]
j=1.J

Updatevariables

with

adjusted values

Cyrtt= (ot

H T+l prn+l Fn+l gntl ~n+l zn+l
Adjust Uj LUt T T 10 P> Pl

Ton+l y,ntd o n+l 3, n+l ~, n+l =, n+l
to U jmin’U jmin—x’ T jmin’T jmin_hp jmin’p jmin—]

so that R/ (z; )= R, +0.005=0.255

Obtain final values of

(}n+l An+l an+l

j o Lj P
att=(n+1)At

Evaluate [ %—Féi]j . ( %Ezl’—l

n N n A n

(Am)j+§_’(Fh)j+;_’r(Km)J+_|2_’(I€h)j+;_

Next time step

forall j

Gradient Richardson Mixing

Figure 39. The component “Gradient Richardson Mixing” in the flowchart

shown m Fig. 35.
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convergence of turbulent fluxes of zonal momentum and heat that include

the total effects of the background diffusion applied at the beginning of time

step n + 1 and all other model adjustments for turbulent mixing during

the same time time step. When these values of turbulent convergences are

applied together with forcing terms at the beginning of the time step n + 1.

the model vields same final values for all the properties for the time step

without all the mixing adjustments.

At the bottom. j = 1.

Lok, = U =0 (ar
1o = W, _ =] -
Po 0= ; ’ Az T\ 0v 3

1 9P
po D )

LOBNT g T T (0T
poc, 0z ) Az P\ da ).
J J
At the interior grids, y =2, 3, ..., J =2, J =2
IS e G R
po 0z ; At ! 2A =
i ot A 1P
I\ da ; dy /. po O
Lok Tt Ty S T =T
poc, O ; At T 2Ax
[ oT oV’
I\ ox ). dy /.
J J
At the surface, j = J.
F N ot ey
po dz | Al TAz

J

v
dy ),

(C.15)

) (C.17)

(C.18)
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(U v’ 1 oP ~
AN () (e
-7 (()1,)) ( ()l/ )J (po 0[1‘ )7 ( )

AN et N e /SO
pocy Dz Al T Az

- AIT over )
i - (.20
( dr ) : ( dy )j. ( )

Write
oF, (7)o = (f>— N
(() ) _ /h_\.: e (C.21)
<()()Fh> _ (l“ii)_,;%;T(Fh,)j_% (C'.22)

Assuming turbulent fluxes across the top bound of the bottom grid are com-
pletely due to prescribed background diffusion (the model shows no other

turbulent adjustments at the bottom grid):

(:T’7>711+l = ——[)o[\'bgznhk;[]{i (('23)
(Fh);:Li = /’O(pl\bLlAiT_ln (C.24)
(Ku)pyy = Ko (C.25)
(Ke) . = W (C'.26)

Then the values of turbulent fluxes and diffusivities at the top bound of grid

J=2.3.....J—1,J, are approximated as

AT PN OF,,, S
( ’”>./+1_ = (F,n,)f—ﬁ;\ (() ) (€21)

(Fh):# _ (p,i):f_ﬁA: (%&) (C1.28)
‘ Co 2
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o fm -1

R N I e 20
. “v%‘n -1

(11',1);_‘% = —(ﬁ',z)"l_:ré (p(]]%ﬁ> (C'.30)

Numerical stability and convergence

At the beginning of each time step, the application of (1) forcing. (2)
prescribed background diffusion of constant diffusivity . and (3) bound-
arv conditions to the momentum equation alone. is similar to the numerical

A

integration of the following parabolic partial differential equation of {7

ol i 92 +W01" . U - ) VT 1 9P
—_— — N\, v - = W) = ——= —_
ot P Jz dx = dy po O

200 < <0, 0<t<T

Tl = T(z). 200<:<0
t=0
[ = TU(z=—hy).
z=—hy
U o = U(z=0).
Similarly, for the heat balance
ol T  _oT VT IT -
= Ny 4+ W = d(z)= ———— — U,
ot R W 0z (=) dy dx
=200 <2 <0, O0<t<T
T = T(z), 200<z<0
A\ = T(: = —hy),
c=—hy
T Yy T T(z=0).
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Fach of the explicit finite difference schemes for the above been proven

to be stable and convergent (Richtmyer and Morton, 1967) if

W
I\.’/J—— . Az
2

2.[\’/7 ()—[—v
4+ — 1At >0
SR =

Y,
o

-

For the typical values of A =1 x 107" m?s™ ! max(W) = 2.7 x 1077 ms~".
and max(OU[/dr) =2 = 1077 s71 it yields Az < 0.75m. and At < 7.5 hr.

Model tests vield almost identical stable solutions with Az = 0.5m (not
shown) and Az = Lm (Fig. 12), very small artificial fluctuations with Az =
2m. and increasingly larger artificial fluctuations associated with numerical
instability with larger Az (> 2m). The time series of simulated zonal velocity
and termperature for the case of Az = 10m is shown in Fig. 10. Numerical
instabilities frequently trigger the vertical advection to adjust the model.
and give rise to the fluctuations with the time scale of 100 days. Coarser
vertical resolution produces larger magnitude fluctuations. However, when
averaged over a period of 100 days, the simulated zonal velocity, temperature,
and turbulent fluxes and diffusivities, show small differences for values of
Az < Hm.

Increasing Az with K} fixed has an effects similar to reducing K, with Az
fixed in this model (according to the theory, and to model tests not shown).

We also test the model with time steps Al between 5 sec, and 1 hr with
other parameters fixed (not shown), and confirm that simulations remain the
same for time step between 5 seconds and 1 hour. However, increasing time

step may not reduced computer integration time proportionately because
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Figure 40. Same as Fig. 12 but with Az = 10m instead of the standard
case of 1 m. Numerical instabilities due to coarser vertical resolution gives
rise to fluctuations with periods of about 100 days of the vertical advective

time scale.






