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To visualize vibrations in mechanical systems, e.g., machine tools, their
movements are measured by means of suitable sensors. The signals from these sensors

are processed and displayed as animated pictures on a computer screen.

Accelerometers have been chosen as the most suitable sensors for this purpose.
Their main advantages include small size, wide sensitivity range and frequency

bandwidth. In addition, accelerometers measure signals with reference to the Earth, so

they do not require stable fixtures such as used with cameras or lasers.

The visualization methodology involves nine accelerometers attached to a
mechanical component, e.g., a dynamometer’s platform. Vibration signals were acquired
using a data acquisition (DAQ) system which is controlled by a LabVIEW®-based
program. These signals are processed to suppress errors and convert acceleration into
generalized coordinate that describes motion of the visualized component as a rigid

plate’s movement in 3-D space.

The animation is accomplished by displaying a time series of pictures representing
instantaneous position of the plate. The animation program employs homogenous
coordinate transformation to draw 3-D ‘wireframe’ pictures. Since various errors distort

the measured signals, the animated movement may be inaccurate. The knowledge of a



mathematical model of the system whose vibrations are animated allows detection and
suppression of distortions. For this purpose, the signals measured from the actual
dynamic system are compared with the signals simulated by the system’s model subjected
to the same excitation as the actual system. Discrepancies between the actual and
simulated signals are detected. They are analyzed to identify possible sources and forms
of distorting signals. As the next step, the measured (actual) signals are corrected by

removing estimated distortions.

A methodology and software package capable of performing all functions
necessary to implement the visualization of vibration have been developed in this
research using LabVIEW® programming environment. As compared with commercial
software for experimental modal analysis, the most distinctive feature of the developed
package is improved accuracy achieved by applying concepts utilized in control theory,
such as modeling of multi-input-multi-output (MIMO) systems and on-line system

identification for the model development and correction of signals.
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MODEL BASED VISUALIZATION OF VIBRATIONS
IN MECHANICAL SYSTEMS

CHAPTER 1

INTRODUCTION

1.1 _Graphical Representation of Vibration

Graphical representation of vibration aids engineers in analysis of dynamic
behavior of mechanical systems. Analysts have better understanding of vibration
problems by looking at actual movement of components under consideration. Unlike the
vibration analysis based on the finite element method and modal analysis software, the
visualization of the actual movement can provide information that is often beyond the

estimated display generated by the analytical methods.

The visualization of actual vibrations in mechanical systems is accomplished by
measuring the movement of these systems with suitable sensors. Signals from these
sensors are processed and displayed as graphical representation of the vibration. To
measure signals required for the visualization, many different methods have been
developed, such as laser beam scanning schemes, fiber optics based sensors, vision
systems, or magnetic sensors. The application of these systems is costly and therefore
limited. Accelerometers, on the other hand, are effective with reasonable cost. They also
provide advantages including small size, wide sensitivity range and frequency bandwidth.
In addition, accelerometers measure the signals with reference to the Earth, so they do not
require stable fixtures such as used with cameras or lasers. Therefore, the accelerometers

have been chosen as the most suitable sensors in this research.

Algorithms have been developed and implemented as programs for the

visualization purpose. In the course of this project numerous problems have emerged



associated with the use of accelerometers. These problems centered around errors in

measured signals. These errors were attributed either to the environment or
characteristics of the sensors themselves. A suitable method for suppressing the errors

has been proposed in this research.

Despite the precautions taken to suppress errors in the signals used for
visualization there is no guarantee that the displayed motion accurately represents the
actual behavior of tested system. To improve the reliability of visualization a
methodology have been proposed that allows the detection and correction of errors. This
methodology involves concepts developed in control theory as well as analytical models

of systems whose vibrations are visualized.

1.2 Scope of Work

The research discussed in this thesis addresses two major areas and has two
objectives. The first objective is the development of a visualization program capable of
acquiring acceleration signals that represent vibrations. These signals are processed to
obtain three-dimensional movements of mechanical systems and displayed as graphical
animation representing the vibrations. This objective is accomplished and presented in

this thesis.

The second objective is an enhancement of the above visualization program by
utilizing information encapsulated in analytical models of investigated systems to detect
and eliminate errors of visualization. The work in this area is only outlined here and
recommended as the future development. However, a preliminary experiment was
conducted in this thesis to study the feasibility of using analytical models for the purpose

of visualization enhancement.




The visualization technique and software developed in the thesis apply to a rigid
body motion. In particular, the motion of a plate suspended on four three-dimensional
springs is investigated. This plate is one component of a multi-component force sensor
(dynamometer). A model of this dynamometer is known from previous research (Chung,
1993; Chen, 1996) and is ready to be used in a comparative experiment for the feasibility

study of the model based enhancement of visualization.

1.3 Chapter Overview

Visualization by means of vibration analysis is introduced in Chapter 2. System
identification technique is also described since it will be used as part of the model
development necessary for enhancing the visualization program. Basics of piezoelectric
accelerometers dealt within this research are reviewed with respect to their applications
and possible errors resulted from their characteristics. Alternative accelerometers are

discussed as a suggestion for the research improvement.

In Chapter 3, a concept of the model based enhancement of visualization is
introduced. A terminology used in the research is defined at the beginning of the chapter
followed by a brief explanation of a methodology of the visualization. Possible extension
of work is also delineated. Finally, the mathematical model of a dynamometer employed
from previous researches is discussed as this model underlines the proposed extension of

work.

In Chapter 4 theory and algorithms used in the visualization program developed in
this thesis is explained. Experiments conducted for the program verification are
described with results and discussion in Chapter 5. The experiments also involve a
comparison between results from the visualization program and those from the
mathematical model. Finally, conclusions and a future direction of the research are stated

in Chapter 6.




CHAPTER 2

LITERATURE REVIEW

The objectives and application of vibration analysis are discussed and a
motivation for the visualization of vibration is presented. System identification
techniques as an enhancement of the vibration analysis are also reviewed. Representative
visualization techniques and commercial programs are briefly characterized followed by
an introductory discussion of the proposed visualization technique. Since piezoelectric
accelerometers have been used to measure vibrations of system in this research, the
design and performance of these accelerometers is described. Finally, the latest advances
in relevant sensor technology, i.e., low frequency accelerometers and multi directional

sensors, are reviewed.

2.1 Visualization in Vibration Analysis

Vibration analysis is a study of dynamic behavior of a system. As a rule, the
analysis involves an attempt to define mechanical systems by means of mathematical
models. The systems are usually described by one of the following model forms: a spatial
model, a modal model, and a response model (Ewins, 1984). These three forms are

related to each other and one form can be transformed into another as shown in Fig. 2.1.

The spatial model describes the system based on its physical parameters,
including masses (m), stiffness (k) and damping coefficients (¢). These properties are
usually formed in the equation of motion. The modal model is obtained by applying ‘free
vibration analysis’ to the spatial model which results in the information given by a set of

natural frequencies (®,), damping ratios ({), and corresponding mode shapes ().




Spatial Form Response Form
Parameters: Parameters:
Mass m Frequency Response
Damping ¢ Function (FRF)
Stiffness  k Modal Form

Parameters:

\ Natural frequencies @),
Mode shapes v

Damping ratio ¢

Figure 2.1 Equivalent forms of a mathematical model used in vibration analysis.

By applying ‘forced vibration analysis’ to either the modal or the spatial model, a
response model is obtained. This model describes the response of the system when
exposed to an external excitation. The response is usually expressed in a standard form
as the system’s response to a unit-amplitude sinusoidal force applied to each point on the
system individually and at every frequency within a specified range. Therefore, the

response model consists of a set of frequency response functions, FRFs (Ewins, 1984).

In the visualization aspect, the vibration analysis is applied, obtained and
interpreted the movements of an excited system. The motion of a system usually does not
occur in one direction, but involves various translations, rotations, as well as deflection.

Such motion is referred to as having more than one degree of freedom.
A multi degree of freedom system (MDOF) requires more than one coordinate to

describe its dynamic motion. If a system requires N coordinates to characterize its motion

such the system is termed N degrees of freedom system, or briefly an N-DOF system.

Mode shape (V) is a set of relative amplitudes of the coordinates at certain

frequency of vibration. It describes how one coordinate behaves relatively to the others.

O




An N-DOF system has N natural frequencies with N corresponding mode shapes

(Thomson, 1993).

An example of the mode shape representation applied to an automobile is shown

in Fig. 2.2.
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(a) Lumped parameter system. (b) Free body diagram.

Figure 2.2 A 2-DOF model of an automobile (Thomson, 1993).

The automobile’s dynamics is simplified such that it can be described by a lumped
mass that moves only in a vertical direction and rotates around its center of mass.
Therefore, this simplified automobile requires two coordinates, z and 6, to described its

motion (or it has two degrees of freedom, 2-DOF).

To define z and 8 coordinates completely, reference axis of position and
orientation is required. As shown in Fig. 2.2b, the system is reduced to a free body
diagram (FBD) in which only external forces are concerned. The reference point is
chosen at the center of mass. Any vertical translation from the reference position is
described by z and a rotation around the center of mass is defined by @ as shown in the

FBD.

To illustrate the mode shape, constant parameters are chosen to represent the

automobile’s properties. These parameters include m = 3220 lb., k; = 2400 1b./ft, k, =




2600 1b./ft, I; =4.5 ft, [, = 5.5 ft, and J = 51520 Ib.-ft%. By assuming that the responses of
the model have the forms: z(t) = Z-¢/* and 6 (t) = ©-¢”, the natural frequencies are

calculated as @; = 6.90 rad/sec and @,= 9.06 rad/sec. The corresponding mode shapes are

calculated (Thomson, 1993).

v - {Z{@}l ) {—114.6} and v, = {Zé}z _ {_1;)9} o

The mode shapes can be symbolically represented as shown in Fig. 2.3.

@, = 9.06 rad/s
- @ =690 rad/s % Node

I~

(a) Vibration at @, and y,. (b) Vibration at @, and ;.

Figure 2.3 Vibrating lumped system in two different mode shapes (Thomson, 1993).

2.2 System Identification in Vibration Analysis

Theoretically estimated parameters (m, ¢, k) in the model are usually not adequate
to describe an actual system. Some parameters are difficult to identify such as the
damping coefficients and stiffness of the system. An efficient method is required to
estimate the model parameters which are as close to the actual system as possible.
System identification provides means to obtain such parameters for the purpose of
developing mathematical models which describe the static and dynamic behavior of
systems in a sufficiently accurate manner (Unbehauen, 1982). In system identification a
model equivalent of the system of interest is determined based upon an input and an

output of the system as shown in Fig. 2.4 (Natke, 1982).
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Figure 2.4 Obtaining the system’s model by means of an identification procedure (Natke,
1982).

Algorithms used in the system identification can be classified as shown in Fig. 2.5.
Mainly, determination of the model can be performed either in the frequency domain or in
the time domain. In the frequency domain, the estimation of model parameters is based on
fitting the model frequency response to the measured frequency response of the system. In
the time domain approach the estimate of system parameters are based directly on the

measured system’s excitations and responses (Collins et. al., 1972).

The methods are also classified based on the spatial model or the modal model.
Both approaches govern either one or both techniques: direct or iterative schemes. The
“direct” or non-parametric identification approach is based on developing a single step
solution procedure that estimates all required parameters. The “iterative parameter
optimization” or parametric identification is based on the use of algorithms that relate
change in parameter values to change in model responses in which a priori knowledge of

the system is required to derive a mathematical model (Collins et al., 1972).
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Figure 2.5 Classification of the system identification techniques (Collins et. al., 1972).

A distinction between the “complete” and “incomplete” methods are determined
by comparing a number of the model’s degrees of freedom to the number of normal
modes possessed by the mathematical model. If the number of the model degrees of
freedom and measured modes are equal, a unique equivalent structure model can be

identified in a straight forward mathematical manner (Collins et al., 1972).

A block diagram representation idea of the parametric identification methods is
shown in Fig. 2.6. A critical examination of the quality of the model is obtained by a
comparison of the system’s output with the model’s output where the system and the
model are both excited by the same input signal. The measurable system output consists
of an non-measurable output signal and the noise signal. Iterative procedures, e.g., least

squares method (Isermann, 1981), are performed to find such parameter values which
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yield the error between the model output and the system output as small as possible

(Unbehauen, 1982).

Noise Signal
Non-measurable

Input Signal Output Signal
System

System Output

Model Output of the Model

T Parameter Values

Parameter Adjustment and
Adaptation Algorithm

Figure 2.6 Parametric Identification (Unbehauen, 1982).

2.3 Commercial Visualization Software

The majority of commercial programs in vibration analysis visualize vibrations in
mechanical systems by presenting the mode shapes of investigated system. These mode
shapes are calculated either from an analytical approach or an experiment. In practical
experimental modal analysis (EMA) software generates the mode shapes from a transfer
function calculated using data from an experiment. Once the transfer function of the
system of interest is obtained (based on the input and output signals), the natural

frequencies and corresponding mode shapes are determined (Powell, 1992).

The vibration is presented as a relative movement of one part of the system with
respect to the others. For example, if a user decomposes the visualized system into a
sufficient number of elements, each point or node is assigned to represent the vibration of
that particular element. In the animation of vibration, one reference node is displayed as
oscillating sinusoidal with corresponds to a forced harmonic FRF responses at the selected

resonance frequency. Positions of the other nodes are then calculated by using the relative




displacement information provided in the identified mode shapes. Therefore, the graphical
display shows vibrating shape or deflected shape of the system at this selected resonance
frequency (Vibrant Technology, 1996). An example of visualization display presenting
mode shape of a plate at a certain frequency is illustrated in Fig. 2.8. Available software in
the EMA area are LMS CADA-X™, STAR system™, EMODAL™, [-DEAS™, PC
MODAL™, and ME Scope™ (Lang, 1990; Spectral Dynamics, 1995; Structural Dynamics

Research Corporation, 1996; Vibration Engineering Consultants, 1997).
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Figure 2.7 An animation of vibration on the display of ME Scope™ (Vibrant Technology,
1996).

4620 [C752.000H v la
HEZ <42/272> [Gal/|IRF]

o

L 251 sn ] .00k
129,43 [C752.000H rla Herln

1
23
L]
, H
f

Another approach to visualize vibrations in commercial software is to display the
operational deflection shape (ODS) in which the forced dynamic deflection is determined
at the operating frequency (Powell, 1992). This technique is utilized to find the mode
shape of the system directly from an experiment. By mounting sensors (usually
accelerometers) at specified nodes on the system’s surfaces and then exciting the system

with a suitable excitation, the relative deflection of each node is obtained by capturing all
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signals from all nodes simultaneously when the system is subjected to excitation (Powell,

1992).

2.4 Measurement of Signals for Visualization

An approach of visualization technique in this research is similar to the
Operational deflection Shape technique discussed above. Vibration of the system under
consideration are measured in actual operating conditions using suitable sensors and then
displayed directly. Therefore, this visualization method presents the actual movement of

the system.

The technique proposed in this research is explained by way of example. A rigid
plate fixed with springs and dampers represents a mechanical system. To visualize the
complete motion of the plate six coordinates are required, which include three for

rotations and three for translations. Discussion of these coordinates follows.

Figure 2.8 Six coordinates describing motion of a rigid plate.
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The plate under investigation is shown in Fig. 2.8 in the Cartesian coordinate
system comprising three orthogonal axes X¢, Y, and Zg, defining a plate coordinate
system (XYZ)¢. The origin of (XYZ)¢ is the center of mass of the plate, G. Another
coordinate system (XYZ), composed of three perpendicular axes, X, Y, Z, is introduced as
a global reference coordinate system. When the (XYZ) is fixed with reference to the
Earth, a motion of the plate can be described as a relative movement between the (XYZ)¢
and the (XYZ). Variables required for describing this motion are:

x - the translation of point G relatively to point O, parallel to the axis X,

y - the translation of point G relatively to point O, parallel to the axis Y,

z - the translation of point G relatively to point O, parallel to the axis Z,

@ - the rotation of the plate around the X axis (roll angle),
¢ - the rotation of the plate around the Y axis (pitch angle), and

y - the rotation of the plate around the Z axis (yaw angle).

Linear accelerometers are employed in this research to detect linear vibration of
the specific points of the plate in the X, Y and Z directions. The rotations are indirectly
calculated from these linear accelerations using a technique proposed by Padgaonkar et al.

(1975). This technique is further described in Section 4.5.

Piezoelectric accelerometers have been chosen because of their reasonable cost
and excellent performance. However, the piezoelectric sensors are charge generators that
require special amplifiers. Without proper amplifiers, these sensors can significantly

distort the motion measurement. Details are discussed in the following section.

2.4.1 Piezoelectric Accelerometer Measurement

Piezoelectric transducers utilize piezoelectric effects occurring in certain crystals.
The deformations of these crystals, due to an applied pressure, produce electrical charges

on the external crystal surfaces. These effects occur in materials such as single-crystal
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quartz, polycrystalline barium titanate, or lead zirconate (Kial and Mahr, 1984). A
piezoelectric accelerometer consists of a piezoelectric sensing element sandwiched
between the transducer’s body and a seismic mass, as shown in Fig. 2.9. By mounting the
transducer on a surface of a vibrating object, internal forces from the seismic mass cause
deformations in the sensing element which, in term, produce an electrical charge (Dally et

al., 1993).

Cover Center Post Cover
Nut —
Seismic Mass
Piezoelectric
Element
Base
S Base
Threaded Hole for Attachment
(a) Compression type (b) Shear type

Figure 2.9 Configurations of piezoelectric accelerometers including (a) compression type
and (b) shear type (Dally et al.,1993).

Since the output of the piezoelectric accelerometers is a high impedance charge,
suitable amplifier circuits are required to obtain low impedance output. Charge
amplifiers are the most popular instruments used for this purpose because of their
advantages including high linearity, good frequency response, low influence of the cable
capacitance, and high stability (Kistler, 1995). A typical measurement system that
involves a high impedance piezoelectric accelerometer and a charge amplifier is shown in

Fig. 2.10a (Kistler, 1995).
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Integrated circuit piezoelectric (ICP) sensors have been developed with an
advanced MOSFET! technology. The ICP transducers consist of high impedance
piezoelectric accelerometers combined with miniature, built-in charge-to-voltage
converter circuits, as shown in Fig. 2.11 (PCB, 1996). As a result, the charges generated
by piezoelectric sensing elements are converted into voltage inside of the transducers
providing low impedance that can be measured by any typical readout instrument

(McConnell, 1995).

Low noise
ooo
coaxial cable Cable D ooo
) ﬂ
High impedance . . -
Charge amplifier Readout instrument

accelerometer

(a) High impedance piezoelectric measurement system

oog

- Coaxial cable Cable D ooo _I

I | I H ) —|

Low impedance
accelerometer
(with miniature

amplifier circuit)

Constant current Power Readout instrument
supply (Coupler)

(b) Low impedance piezoelectric measurement system

Fig. 2.10 Comparison diagrams of instrument setup between the high and low
impedance system (Kistler, 1995).

Therefore, the low impedance piezoelectric systems requires only constant current
power supply generated from an external low impedance power supply, or a coupler, to

supply the transducer as shown in Fig. 2.10b (Kistler, 1995).

" MOSFET is an abbreviation of Metal-Oxide-Semiconductor-Field-Effect Transistor.
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Figure 2.11 Cross-section diagram of the ICP accelerometer (PCB, 1996).

The low impedance systems offer potentially lower cost, and more convenient
implementation than the sensors described earlier (Kial and Mahr, 1984; Kistler, 1995).
However, the high impedance sensors used together with charge amplifiers offer
significantly wider range of operation, since the time constant and gains can be controlled
at the charge amplifier. In addition, the high impedance transducers contain no built-in
electronics, therefore, they work in wider temperature range than the low impedance

system (Kistler, 1995).

The overall FRF of a measurement system of the low impedance (ICP)
accelerometer, H;(w) is (Dally et al., 1993)
Vo 1 j-(TCl)-w Jj(TC)-w

Hi(w) = = . - - (2.2)
sv. Ao 1_((0) +j-2C(wj 14+ j-(TCl)-@ 1+ j-(TC) - w
[0Y

where
Sy - the system’s sensitivity (volts/g).
Ao - amplitude of the acceleration applied to the transducer (g),
Vo - the amplifier output voltage (volts),
Wy - the natural frequency of the accelerometer,
4 - the damping ratio of the accelerometer,

TC1 - the time constant of the power supply,
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TC - the time constant of the miniature amplifier in the transducer, and

Jj - the imaginary unit, j = NA

A magnitude plot of the above FRF is given in Fig. 2.12. It is clearly seen that the
high end of the frequency bandwidth is limited by the natural frequency, @, , of the
transducer. An estimated values of this limit are in the range of 0.1, to 0.3w, (Dally et
al., 1993; Briiel & Kjer, 1982). At low frequency the drop of gain is mainly due to the
amplifier characteristics which define the discharge rate of the piezoelectric sensor.
Concisely expressed by the discharge time constant of the amplifier which has properties
of a high pass filter. This time constant is used to calculate lower limit of the bandwidth.
For practical applications (5% error), the minimal measuring frequency is o, = 3-7C .
(Kail and Mahr, 1984; Kistler, 1995). Therefore, the overall measurement bandwidth, f;,,
is

327C" < fu < %wn [Hz] (2.3)
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Figure 2.12 Magnitude plot of the FRF of a piezoelectric accelerometer (McConnell,
1995).




Application of piezoelectric accelerometers to measure transient vibrations

requires additional consideration. Transient signals may contain DC signal components
that are strongly attenuated as shown in Fig. 2.12. The result can be a drift in the
response signal. The amplifier’s time constant must be considered in the error analysis in
such cases. Table 2.1 presents the time constant necessary to limit the error in measuring

various transient signals (Dally et al., 1993).

To visualize motion of the 6-DOF plate considered in Section 2.4, acceleration
signals have to be converted to displacements. Although performing double-integration
on acceleration signals for this purpose seems possible in theory, its implementation is
difficult. Combined distortion of signals measured by piezoelectric accelerometers
usually results in a gradual change of the output voltage (drift). This change is as a
relearn unknown function of time since drift may result, in addition to the distortions
caused by the dynamics of the amplifier, from changes of temperature, line voltage or

amplifier characteristics.

Pulse Shape Time Constant Required for Limiting Error
2% Error 5% Error 10% Error
b——
=—1— _LError
—r 50t ] 20t 1 10t 1

———
| -

ITor
/_/j"T 251, 101, 5t
L

Error
ﬁ ] A 16¢, 6t, 3t

\,—B"" B 31y 121, 6t,
Half-sine Pulse

Table 2.1 Effect of time constant on the error in measuring various transient responses
(Dally et al., 1993).
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Low frequency measurement errors discussed above are strongly amplified when
integration is applied in the process of converting accelerations into displacements.
These errors are illustrated by the following example involving monitoring displacements
of one point of the plate (see Section 2.4) in response to an impulse force acting on it.
Kistler® model 8702B25M1 piezoelectric accelerometer (Kistler, 1995) is employed to
measure the acceleration of this point. A signal from the accelerometer after subtracting
the DC offset is shown in Fig. 2.13a. It is known that, given enough time after the force
impulse, vibrations die down and the investigated point of the plate returns to its initial
position. Although no drift is noticeable in the acceleration signal, its presence is evident
after its integration, i.e., in the velocity signals which rise gradually as shown in Fig.
2.13b. The displacement signal shown in Fig. 2.13c, which is obtained by applying
another integration, has clearly visible drift, strongly exceeding the level of vibrations

caused by the force impulse.

The primary solution to the drift problem in this research is the use of high-pass
filters to suppress the low frequency components (drift) in the acceleration signals.
Suitable high cut-off frequency has been selected by determining experimentally
characteristics of the transducer. For this purpose, a power spectrum of the acceleration
measured from the stationary (i.e. at rest) sensor was examined. The cut-off frequency
was selected to be above the frequency of the dominating components appearing in the
spectrum. The results obtained by applying high-pass filters (between each integration) to
the signals measured from the excited (vibrating) system are shown as dashed lines in

Fig. 2.13b and 2.13c.

A side effect of using high pass filters are distortion of the signals manifesting
themselves as a phase shift at lower frequencies. These distortions can be clearly visible
in signals having broad frequency contents, such as a squarewaves or impulses. It goes
without saying that high-pass filters are acceptable only for visualizing vibrations of

objects with a frequency higher than the selected cut-off frequency.
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Figure 2.13 Illustration of the impact of a low frequency drift on the displacement
obtained from acceleration signal. Solid lines in figures (b) and (c) represent
integrated and double-integrated signals. Dashed lines represent the same

signals after using digital high-pass filters (see Section 4.3.2).

2.4.2 Conventional Low Frequency Accelerometers

The application of piezoelectric accelerometers can cause serious difficulties
when measuring low frequency vibrations. Possible errors include drift and noise as
discussed above. A significant improvement can be achieved by using high performance

accelerometers. In this section, various types of accelerometers, which have recently

been developed with a purpose of improving the low-frequency performance, are
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reviewed. These new accelerometers are recommended for application in the

visualization technique presented in this thesis.

Variable capacitance microsensors are designed for a measurement of low
frequency acceleration, inclination, and shock vibration (Endevco, 1996). They employ a
capacitance sensing element that is composed of a very small seismic mass chemically
etched from a single piece of silicon and positioned between two electrode plates. As the
seismic mass deflects under accelerations, the capacitance between these plates changes.
With a signal conditioning circuit, position of the sensing mass is detected and converted
to an output voltage. To prevent excessive shock motion, the sensing mass is damped by
a gas damper resulting in an increase in the measurement bandwidth from DC to 2000

Hz, depending on the sensitivity (Kistler, 1995).

Fig. 2.14a shows example acceleration signal acquired by a capacitive
accelerometer, Kistler® 8302B2S1 (Kistler, 1995) mounted on a rigid object. This object
is slowly moved from one position to another, 7.8 mm away. The initial portion of the
signal (0 - 0.09 sec) representing an output signal of the stationary accelerometer is used
to calculate the value of its DC offset. This value is next subtracted from the signal, and
the resultant is integrated twice to obtain the velocity and displacement measured by the
sensor. These latter signals are shown in Fig. 2.14b. An inspection of the measured and
actual displacement over the period shown in the figure indicates a suitability of the
sensors under consideration for visualization of vibrations with frequencies down to as

low as 2 - 5 cycles per second.
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Figure 2.14 Signals obtained by means a variable capacitance accelerometer and its
results from double-integration (Kistler, 1995).

Still better sensors can be developed by improving the measuring technique for
detecting position of the seismic mass since the acceleration can be calculated from the
relative displacement between the seismic mass and the sensor’s body. For example, the
electron tunneling effect can be used in the measurement of this displacement (Rockstad
et al., 1992). The transducer consists of a miniature silicon cantilever that acts as a

sensing mass as shown in Fig. 2.15.
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Figure 2.15 Schematic illustration of a single-element electron tunneling accelerometer
(Rockstad et al., 1992).

The cantilever is a gold-coated electrode and supported over the other electrode by
a small spacing that is maintained constant by a feedback circuit applying voltage bias to
the electrodes. When subjected to an acceleration, the cantilever tip deflects, thus,
changes ‘tunnel’ current between the electrodes. The feedback circuit then controls the
electrostatic voltage such that it returns to its initial position. The variations in voltage
required to maintain constant distance between electrodes indicates the sensor’s
acceleration. This voltage is free from hysteresis and drift, and insensitive to temperature.

The FRF cover the range from DC up to 5000 Hz (Rockstad et al., 1992).

Another approach of the low frequency measurement is the use of a piezoresistive
element to detect the motion of the seismic mass. These elements are mounted on a beam
that suspends the micromachined silicon seismic mass as shown in Fig. 2.16. Bending of
the beam caused by the accelerated mass yields a strain that is detected by the

piezoresistor. With a bridge circuit, the changes in resistance are converted to an output

voltage.
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Figure 2.16 A cross section of the piezoresistive accelerometer (IC Sensors, 1997).

2.4.3 Multi Directional Accelerometer

To describe a rigid body motion in 6-DOF, at least six linear accelerometers are
required (see Section 2.4). The number of transducers can be minimized by using multi-
axis accelerometers, resulting in a reduction of equipment cost. PiezoBEAM"” transducer
from Kistler® involves a pair of cantilever beams made of a piezoelectric ceramic material
as shown in Fig. 2.17. The beams are sensing elements that are constructed in a T-shape.
By comparing the phase difference of the electrical charge signals from both beams, the

linear and angular accelerations can be calculated (Kistler, 1996).
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Figure 2.17 A cross section of the PiezoBEAM® accelerometer (Dally et al., 1993).
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2.5 Closure

Visualization of vibration in theoretical analysis is introduced. The mode shapes
from the theoretical vibration analysis provide graphical representation of coordinates’
relative motion in the system at certain frequencies. The visualization technique is
proposed in which actual movement is detected experimentally using accelerometers. By
studying characteristics of the piezoelectric accelerometer measurement system, problems
in the visualization method are presented as limitation of measurement at low frequency
caused by discharge of output voltage. Higher performance accelerometers are reviewed
and suggested for improvement direction. In the next chapter, concepts of the proposed
visualization technique are described. These concepts include the use of sensors in the
signal based vibration visualization and the use of a mathematical model to improve the

visualization in the model based vibration visualization.
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CHAPTER 3

MODEL BASED VISUALIZATION OF VIBRATIONS

The background and essential characteristics of the model based vibration
visualization are presented in this Chapter. Algorithms implemented in this thesis and an
outline of future work are discussed. The model based vibration visualization comprises
two stages. The first stage, a signal based vibration visualization, is developed in this
thesis. The second stage, proposed as the future work, is an improvement of the above
visualization by using the system’s mathematical model. An experimental model of
commercial dynamometer is selected as a mechanical system to be visualized. Since a
mathematical model of this dynamometer is employed for generating the estimated
responses to applied excitation signals, a technique used to obtain this latter model is
reviewed at the end of this chapter. The same model is also used to interpret

experimental results in Chapter 5.

3.1 An Overview and Definition of the Proposed Visualization Technique

The proposed visualization program has been developed to use real signals from
sensors attached to vibrating rigid bodies for generating animated motion of these bodies.
Together with the acquired signals, a mathematical model of the dynamic system

comprising the bodies is also used to detect and suppress errors in the acquired signals.

The entire visualization scheme is implemented in two stages. The first stage,
referred to as ‘signal based vibration visualization’, is the focal point of this research. A
suitable methodology discussed in detail in chapter 4 facilitates visualization of vibrations
of rigid bodies by using signals from acceleration sensors attached at precisely defined

locations of these bodies. Set of data collected from these sensors are referred to as
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‘signal based responses’ (SBR). Typically, conducting one experiment generates one

SBR.

In the second stage of the visualization each specific SBR is analyzed to detect
possible errors in recorded signals by using a mathematical model of the system under
consideration. This is accomplished by comparing the SBR with a hypothetical response
which is generated by stimulating the model with the actual input signals that acted on the
physical system. These generated hypothetical output signals are referred to as ‘model
based responses’(MBR). In addition to detecting errors (e.g. drift) in signals from the
actual sensors the knowledge of mathematical model facilitates significant suppression of
these. Thus, the obtained enhanced visualization is referred to as the ‘model based
vibration visualization’. Fig. 3.1 shows in the form of a flowchart the essential units of

the developed visualization and software.

Stage 1

. Measured Signal Based
Vibrations in . - Comparison Corrected
Mechanical Signals _ Signal Based jesponse I and [ Display of
System Vibration Visualization Correction Vibrations

Model Based

Mathematical Model | Response
> of the System Stage 2
age
Model Based Vibration Visualization

Figure 3.1 Flowchart of model based visualization of vibrations.
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3.2 Signal Based Vibration Visualization

A flowchart of the methodology used in the signal based vibration visualization is
illustrated in Fig. 3.2. Vibrations of a mechanical system are detected by means of
accelerometers attached to the system. The acceleration signals acquired using a data
acquisition (DAQ) system are processed in two steps to obtain generalized coordinates’.
These steps are designated in the figure as the Signal Processing and Generalized
Coordinate Calculation. Finally, the processed data are transformed into three

dimensional (3-D) animated pictures representing the vibrations of the mechanical

system.
Vibrations Data - Generalized
of — Accelerometers Acquisition Slgna.l Coordinate _3 -D )
Mechanical System Processing Calculation Animation
System

Figure 3.2 A flowchart representation of the methodology developed for the signal based
vibration visualization.

The major purpose of the signal processing stage is the calculation of variables
necessary for describing spatial motion of the system from measured data. This is
accomplished by double integration of the acceleration signals to obtain translational and
rotational displacement variables required for the visualization. An implementation of
the integration is difficult since various errors distort the measured signals, as discussed
in Section 2.4.1. As a result, the animated vibration of the system may be quite different
from the actual ones. A software package developed in this thesis comprises all functions
represented in Fig. 3.2. It also suppress a large portion of errors in the measured signals
by using rudimentary techniques, namely subtraction of the average value of the signal

and high-pass filtering. These techniques are well documented in the professional

? Definitions of the generalized coordinates is introduced in Section 3.5.

o
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literature and applied in commercial systems (see Section 2.3). To achieve further
attenuation of errors it is recommended to use a constitutive mathematical model of the
system whose vibrations are visualized. A full implementation of this new approach is a
complex task, beyond the scope of this thesis. The remaining part of this chapter contains
a discussion of the ideas involved in implementing constitutive mathematical models for

the purpose of error suppression.

3.3 Model Based Vibration Visualization

The model based vibration visualization is based on an assumption that vibrations
of a system can be estimated if its mathematical model is known. To model the system, a
priori knowledge of the system is required.

There are various classifications of dynamic systems depending upon the features
of these systems that are interest. A classification proposed by Chung (1991) is
applicable in this research. It divides dynamic systems based on their features relevant to
parameter identification as shown in Fig. 3.3. Shadowed boxes indicate the path

applicable in this research .

Time-invariant

Stochastic I

Nonlinear

Dynamic
systems

Time varying

SISO = Single-Input-Single-Output

MIMO = Multi-Input-Multi-Output

Time-invariant

Time varying

Figure 3.3 Classification of dynamic systems (Chung ,1991).
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A system that has several input signals that stimulate responses on several outputs
as shown diagrammatically in Fig. 3.4, is termed The multi-input multi-output (MIMO)

system.

_ —
Input ———» System ——  Output
(u(t)) . G : (y(t)
—_— s ———
Figure 3.4 The MIMO system.

Dynamic mechanical systems under consideration are MDOF systems and also
MIMO systems which can be described by the following vector-metric equation. (Chung,
1993)

Y(s) = Gy(s)U(s) 3.1)
where

Y(s) - Laplace transform of the output vector y(t), i.e., a vector whose elements

are all output signals,

U(s) - Laplace transform of the input vector u(t), and

G4(s) - the transfer function matrix of the system.

The matrix G(s) has nxm elements, G;(s), where i=1,2 ..., nandj= 1,2 ..., m.
Each of these elements is a rational polynomial representing a transfer function between

input j™ and output i for a system with m inputs and n outputs.

It is usually difficult to estimate the exact transfer function, G4(s) of an actual
physical system. Therefore, an Equivalent System is often introduced, which retains the
major properties of the original system but at the same time has a transfer function model

that can be experimentally estimated. If this latter transfer function, Gg(s), is obtained by
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means of a modeling technique, the estimated response, yg(t), can be calculated from the
input, u(t), acting on the original physical system and the transfer function of the

equivalent system, Gg, using the following relationship
ye® = L[ Ge(s)U(s) ] (3.2)
where

L denotes the inverse Laplace transform operator.

Since the model based vibration visualization employs the estimated response, yg,
to compare with the signal based response (see Section 3.2), the accuracy of yg is of
utmost importance. Thus, high accuracy of the system’s modeling and estimation are
necessary. This can be achieved by applying accurate system identification techniques
introduced in Section 2.2. A structure of the model, i.e., form of equations, is derived
such that it captures the essential physical laws governing the system’s behavior.
Parameters in this model structure are estimated from the input and the output signals.
The estimation procedure can be performed in real time, which means that the

identification takes place at the same time as the system’s vibrations are measured.

The model based vibration visualization is an extension of the signal based
vibration visualization presented in Section 3.2, in which the system identification and
model response analysis technique are included. A flow diagram of the enhanced
visualization is shown in Fig. 3.5. The visualization begins with the measurement of
vibrations of a mechanical system by means of sensors (accelerometers) which is
performed by the Data Acquisition (DAQ) system. The measured signals are processed
in the Signal Processing unit, and the Generalized Coordinate Calculation unit yielding
the ‘signal based’ response. In a parallel thread, a suitable mathematical model of the
system is derived analytically in the Model Derivation unit. The modeling technique that
involves symbolic computations can be applied to generate a structure of the model,
while the essential unknown parameters are represented as symbolic coefficients in
model’s equations (Rehsteiner et al., 1997). To complete the model, a system

identification is applied to estimate the unknown parameters. As already explained in
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Section 2.2, this technique employs an iterative procedure that adjusts values of the

model’s parameters in order to minimize a difference between the signals recorded from

the sensors and calculated responses of the model.

..........

Input
Information About the SyStem .. foeen. Mechanical
................ System
Vibrations
Model v
Derivation| i » - DAQ System
Measured Input < Measured Output

A 4 Yy

Model Structure System Identification

..........

............................................................................

\ 4

Estimated Model

4
Signal Processing
and Generalized

\ 4

Coordinate
Feedback Command Calculation
Model Based Response T
Response (Generalized Coordinates)
Generator
Ye(®) Signal Based Response

\ 4 A 4

Comparison and

Interactive
User
Interface

1 Correction

L

Display of
Vibrations

(Generalized Coordinates)
See Section 3.2

¢ Corrected Response

Figure 3.5 Block diagram of the model based vibration visualization.

The complete analytical model is represented by the analytical generated structure

and the estimated parameters. This model is employed for generating the model based
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response using the stimulation acting on the actual tested system®. Information from the
estimated model is also used in the Comparison and Correction unit to generate suitable
feedback commands for tuning of the Signal Processing unit and the Response Generator.
The comparison and correction unit is also responsible for generating messages and

warning to the user.

A flowchart of the Comparison and Correction unit is shown in Fig. 3.6. This
unit comprises Data Analysis and Filter Tuning sub-unit in which the actual and
estimated responses of the system are compared. The comparison can be based upon
various indicators, such as, the coherence function (Bendit and Piersol, 1980). Results
from the comparison are used for the validation of the acquired data and diagnosis of

likely errors.

Comparison and Correction

Signal Based Response (SBR) Corrected
> . ) Response .
Corrective Filters »| Display of
> Vibrations
Control I
and :
Results
Model Based Response (MBR) : Data Analysis and Interactive
»|  Filter Tuning User
- Interface
Estimated Model '

(Structure and Parameters)

Information about the System

Feedback Command

<

To Signal Processing unit and Response Generator

Figure 3.6 Block diagram of the Comparison and Correction unit.

? For example, a force impulse from an impact hammer.

O
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For example, if the coherence results show discrepancy between both responses
above a certain pre-set level, the control unit informs the user about the incompatibility of
the data via the Interactive User Interface. The user may insist to display the response by
sending a command to the Data Analysis and Filter Tuning unit. Relevant correction
methods may be employed, for example, subtracting mean values of the estimated errors
from the signal based responses or re-processing the signals using new parameters set in

the Feedback Command.

An alternative method for the visualization improvement is to compare directly
the acceleration signals acquired from the sensors with acceleration responses calculated
from the model. A block diagram corresponding to this better method is shown in Fig.
3.7. The drift embedded in the signals can be detected and eliminated by comparing
quesi-static values of acceleration signals obtained by these two essentially different
approaches. One significant advantage of this method is the elimination of high-pass
filters (see Section 4.3.2) which, as an effect, introduce distortion into the signals

recorded from the sensors.

The above discussion of the algorithms facilitating enhanced visualization of
vibrations in mechanical systems addressed only the main aspects of this complex
problem. There are numerous ways to implement these algorithms and broad spectrum of
additional signal processing methods that can be applicable. More research is needed to

find the most reliable and efficient methods.
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Figure 3.7 An alternative flowchart of the model based vibration visualization.

3.4 Feasibility Study of the Visualization Enhancement

An application of the mathematical model is investigated to generate responses of

a mechanical system stimulated by known input signals. This system is a physical model

of a high performance dynamometer (Kistler® type 9257A; Kistler, 1995). The

dynamometer is a multi-component force sensor comprising the major parts shown in Fig.

3.8. A platform is supported by four piezoelectric-based sensing elements. When a force

is applied to the workpiece attached to the platform, the platform is moved from its

equilibrium position, thus causing the piezoelectric sensing elements to deform. Electric
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charges generated from the deformations are measured and combined to calculate the
applied force. If the platform is considered as a rigid body, its motion is described by six
degrees of freedom: three translations and three rotations as previously described in

Section 2.4.

Platform

Sensing Element

Base

Figure 3.8 Major components of the dynamometer (Kistler, 1995).

The signal based vibration visualization technique proposed in this Chapter is
applied* to visualize vibrations of the dynamometer’s platform. A linear model of the
dynamometer (Chung 1993 and Chen 1996) is used for calculating theoretical vibration
responses. Calculated and measured generalized coordinates are then compared. Results
and errors of the visualization are analyzed. The main research subjects dealt with in this
thesis and pertain to model based visualization are schematically shown in Fig. 3.9.
These subjects are laid out in the figure such that they resemble the flow chart of signal

based visualization algorithm shown in Fig. 3.2.

* Detailed discussion of the experiments is presented in Chapter 5.
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Figure 3.9 Main research subjects pertaining to model based visualization.

3.5 Modeling of the Dynamometer

Practical application of the model based visualization hinges upon the capability
to derive analytical models of the systems under consideration efficiently and rapidly. A
modeling technique of the dynamometer proposed by Chung (1993) has been used in this
thesis. This technique using Lagrange’s equation has been combined with computer-
aided symbolic computation proposed by Chen (1996). The modeling involves the
following four stages: (1) decomposition level in which the physical system is converted
into components where motion attributes are assigned to each part, (2) mapping and
identification level where the energy attributes are assigned to each decomposed
component, (3) synthesis level in which generalized coordinates are assigned to the

components and the mathematical model is built, and (4) modification level where the

generated model is checked the analytical model specifications or experiment results

(Chen, 1996).
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This modeling methodology is applied for modeling the dynamometer under
consideration installed on a machine tool (Fig. 3.10). The machine tool is treated as a
linear, rigid-body system and it is decomposed into four major units shown in Fig. 3.11.
Spring-dashpot elements represent bolts, joints, and guideways the link all components

(Chen, 1996).

Traveling columﬂ m

Tool storage
Tools LL _A Spindle carrier
(cutters) a. I Spindle
Tool D Dynamometer
interchange o)
arm ———
- *
Bed Saddle

Figure 3.10 A high speed machine tool (Kalpakjian, 1992).

Spindle Assembly and Tool |

‘/{LV orkpiece attached to the dynamometerJ
Dynamometer’s Platform

Column of the

Machine \

I

Four Sensing Elements

}\’ Machine Table and Dynamometer’s Base

Part of the
System dealt
with in Sections }: ¢——- -Floor
3.5.1-353

Figure 3.11 A simplified model of the machine tool from Fig. 3.10 with the |
dynamometer installed (Chen,1996).

O
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3.5.1 Mechanistic Model

The dynamometer described in the preceding section, whose simplified
mechanical diagram is shown in Fig. 3.12, is considered as a MIMO system with an input
vector, u(t), and output vector, dg. The input vector has in a general case twelve
components (Chung, 1993)

u® =[ FO M® Dr® R I' (3.3)
where

F(t) =[ F. F, F.], forces acting on the platform,

M) = [ M, M, M,],torques applied on the platform around X¢, Y and Zg 3,

respectively,

Dr(t) =[ X7 Yr Zr], translational motions of the dynamometer’s base, and

Rr(t)=[ 6r ¢r wr], rotational motions of the dynamometer’s base.

The output vector, dg, is a set of variables describing position and orientation of
the rigid platform. This set is called a generalized coordinate list, dg, that is defined as
follows

de =[xyz 09yl (3.4)
where

the x, y, z,6, ¢,y are defined in Section 2.4.

Under simplifying assumption that the dynamometer’s base is fixed and Dy and
Ry are equal to zero, the input vector in Eq. 3.3 reduces to a 6x1 vector

ut) =[F@® M@®I" (3.5)

% Definitions of axes are introduced in Section 2.4.



Xe

Center of Mass, G

Location of the
Acting Point

Figure 3.12 Simplified mechanical model of the dynamometer under consideration
(Chung, 1993).

When the workpiece is being machined, an external force, F(t), is acting on the
platform as shown in Fig. 3.12. The acting point of the force is located at a,i¢ + a,jc +
a, kg , where ig, ji and k¢ are unit vectors of the Xg, Y and Z , respectively. The
quantities a;, a, and a, are signed numbers measured from point G along the X, Y and
Z; directions. The external force contains three components, Fy , F, and F,, which also

generate three associated moments (M,r, M,r, M,r) with respect to the center of gravity

MxF = ay'Fz - az'Fy (3.6)
Myp=-a,F,+a,F; 3.7
M= ayF, - a,F, (3.8)

The three components of the measured force and three resultant moments acting
on the platform represent a complete set of independent variables in the equations of

motion. This set is henceforth referred to as a forcing function vector, Fe. It is obtained
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by combining six elements of the simplified input vector u given by Eq. 3.5 with the
moments M,r, Myp, M.,

Fe=[F, F, F, (My+M,) (Myz+M,) (Myr+M)]1" 3.9)

Fy, Fyand F, are signed numbers that are positive if they are in the positive
directions of the respective X, Y and Z; axes. The above equation can be rewritten in
terms of the input vector u and a matrix C(ay, a, , a;) whose exact form is given in
Appendix B.

Fe = C,u (3.10)

By applying Lagrange’s method, the equation of motion can be derived in a
matrix-vector form (Chung, 1993)
m-dc+c-dc+k-dc = Fe (3.11)

where matrices m, ¢ and k are listed in Appendix B.

3.5.2 State Space Model

Since the dynamometer is a MIMO system, its analysis can be greatly simplified
by introducing the state space model (Franklin et al., 1994). One of the main reason of
using the state space model in this research is the availability of commercial software
packages, such as Matlab® or Mathematica®, that allow easy implementation of
complicated algorithms developed in control theory for the investigation of MIMO

system.

To transform the equation of motion into the state space form, Eq. 3.11 is first
rearranged as follows

d, =-m'k-d; -m™c-d; +m™" -Fe (3.12)




Next, by introducing an auxiliary vector dgp such that d;, = d, , can be written

as (Peters and Mergeay, 1976)

q=A-q+B-u (3.13)

dc=C.q+Du (3.14)
where

dg - the vector containing 6 generalized coordinates,

q - the vector of state variables defined as

q=[d; dg] (3.15)

The dynamic matrix A and control matrix B contain elements of the matrices m, ¢

and k from the equation of motion model, Eq. 3.11. Their form is

A Os x6 Isxs (3.163)
“l-m? 'k -m™.-c 1oa

O6x6
B =[ B ]-Cu (3.16b)
m

where g6 is a 6x6 identity matrix and Og ¢ is a 6x6 zero matrix.

The observation matrix C and the direct transmission matrix D represent
relationships between dg and q, as well as, dg and u, respectively. If the output of the
state space equation is desired to be the generalized coordinates vector, dg, the form of
matrix C is given by Eq. 3.16¢. Since no direct relationship exists between the
generalized coordinates and the input vector u, the matrix D is a zero matrix.

C=[Iss Ogsl" (3.16c)

D=0 (3.16d)
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3.5.3 Transfer Function Model

The state space model can be transformed into the transfer function model by
taking Laplace transformation of Eq. 3.13 and 3.14. Under the assumption of the linearity
and time-invariance, the matrices A, B, C, and D are considered as constant matrices.

For zero initial conditions a new set of equations is obtained

s-Q(s) = A-Q(s) + B-U(s) (3.17a)

Dg(s) = C-Q(s) (3.17b)
where |

Q(s) is the Laplace transform of the state vector, q(t),

Dg(s) is the Laplace transform of the generalized coordinates vector, dg(t).

By applying rules of linear algebra, the above equations can be converted into the
following input-output form.

Gx(s) = Dg(s)/U(s) = C-(s Iiz42 - A'B (3.18)

The above equation encapsulates the relationship between the input vector
(external forces and moments) and the output vector (generalized coordinates) in the
transfer function matrix Gg. There are several methods to generate responses to actual
input signals by using the transfer function model of the dynamometer. One approach
that is conceptually simple involves the following equation

du(®) = L[ Ge(s)- Un(s) ] (3.19)
where

U(s) - Laplace transform of the actual input signal u(t),

dn(t) - generated model based response,

L' -inverse Laplace transform operator.

Commercial software packages such as Matlab® or Mathematica® allow quick and

easy calculation of these responses.
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The state space model of the dynamometer presented above is used in Section 5.4
to generate the response vector dy,. The input uy, is obtained using an actual force signal
from an impact hammer in the experiment. The calculated and recorded responses are
compared and their differences are discussed. A Matlab® program used to generate

response of the dynamometer’s model to the actual excitation is listed in Appendix C.

3.6 Closure

The model based vibration visualization proposed in this research is performed in
two stages. The first stage is the signal based visualization in which vibrations of a
mechanical system are measured and recorded by means of accelerometers and presented
in 3-D graphical animation. In the second stage, the mathematical model of the
visualized system is used to detect errors that can occur in the first stage. A MIMO
model of the actual system is applied to generate estimated responses to the actual
excitation signals. The system identification technique is used to assure high fidelity of

the model.

A dynamometer is used as an example dynamic system. Its model developed in
previous researches (Chung, 1993; Chen, 1996) is employed. This model obtained by
means of Lagrange’s method treats the actual dynamometer as a linear time invariant,
MIMO system. Details of a methodology developed for the signal based vibration
visualization applied to a rigid plate are explained in the next chapter. The application of

this methodology and its experimental evaluation are presented in Chapter 5.
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CHAPTER 4

THE SIGNAL BASED VIBRATION VISUALIZATION

The underlying theory and algorithms employed in the signal based vibration
visualization are presented in this chapter. Convenient coordinate systems and several
crucial procedures are discussed in detail. The entire visualization process is partitioned
into four major steps, namely: 1) data acquisition procedure, 2) signal processing, 3)

generalized coordinate calculation, and 4) 3-D animation procedure.

4.1 Visualization of Machine Vibrations

The visualization of machine vibrations presented below assumes that each
specific part of the machine is a rigid plate with six degrees of freedom (6-DOF) motion.
This means that six variables, three for translation and three for rotation, are required to
describe three dimensional (3-D) motion of the plate. These variables are formed into the
generalized coordinate list, dg, in Eq. 4.1. Graphical representation of this list is shown

in Fig. 4.1.
dg =[xyz 08¢ yl" (4.1)

One generalized coordinate list represents one specific location of the plate in
space and is used to generate one picture of the plate in the 3-D space. Hence, a time
series of coordinate lists is needed to create a sequence of pictures that represent motion
of the vibrating plate. A technique to calculate the generalized coordinate lists from
experimental data is discussed below. A method employed to present the results as 3-D

graphical animation is also described.




Figure 4.1 Components of the generalized coordinate list, dg, describing the ‘rigid-body’
motion of a plate.

4.1.1 Overview of the Methodology

A flowchart of the algorithm used in the visualization is shown in Fig. 4.2. First, a
simplified mechanical model is developed by dividing the machine into a suitable number
of rigid solids, (e.g., plates). For example, a simplified machine shown in Fig. 3.11
comprises four prismatic solids representing the column, spindle assembly, table, and the
dynamometer’s platform with workpiece. Multiple sensors are installed on the machine to

measure vibrations of each prismatic solid.

The solution employed in this research requires nine accelerometers per each solid
to measure its list of generalized coordinates (Padgaonkar, 1975). Acceleration signals
from these transducers are recorded by a data acquisition (DAQ) system which is

controlled by a LabVIEW®-based Data Acquisition Controller program (see Fig. 4.4a).

In the second step the voltage signals from accelerometers are: (1) amplified, (2)
low-pass filtered (anti-aliasing), and (3) converted to acceleration using respective
transducer’s sensitivities. Average quasi-static offset voltage having its source in thermal
drift in each sensor is eliminated by subtracting the average (or moving average) value
calculated for each signal. Adjusted signals are numerically integrated twice to obtain

displacement signals. Since signals from piezoelectric accelerometers are affected by
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drift and noise, direct integration of these signals yields strongly distorted results.

Therefore, digital high-pass filters are employed to remove quasi-static errors.

Angular components of the generalized coordinate list, dg, are then calculated
from the processed displacement signals using equations proposed by Padgaonkar et al.
(1975), as further explained in Section 4.5. Finally, a sequence of generalized coordinate

lists representing consecutive ‘snap-shots’ is generated for the animation of motion.

The animation procedure uses the homogeneous coordinate transformation
(Wolovich, 1987) to draw 3-D wireframe pictures that present the consecutive positions
of visualized solid. Rapid displaying of pictures generated from each data point (6
coordinates) creates the effect of animated motion. Detailed discussion of animation is

presented in Section 4.6.

Data Acquisition
Signals (LabVIEW® DAQ Controller)
3 Section 4.2

Signal Processing

Idealization :Selection of e subtracting moving average
and ‘Transducers e conversion to physical units
Decomposition e digital high-pass filtering
: Section 4.3

v
Simplified Generalized Coordinate Calculation

‘Rigid Body’ : e application of formulae given by
Model Structure of the Eq. 4.10
Idealized System

Section 4.5

3-D Animation
Section 4.6

Figure 4.2 Flowchart of the methodology used for the visualization of machine
vibrations.
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4.1.2 Introduction to LabVIEW® Programming Environment

LabVIEW?® is a program development application that uses graphical
programming language, G, to create programs in a flow-chart-like form, called a block
diagram (National Instrument, 1994). Unlike other programming languages such as C,
FORTRAN or BASIC, LabVIEW?® relies on graphic symbols rather than textual
statements to describe programming actions (National Instruments, 1994). These
symbols (icons) such as, switches, knobs, and displays represent and resemble elements
found in physical instruments. Because of its appearance, the LabVIEW® programs are

called virtual instruments (VI).

LabVIEW® offers extensive libraries of functions and subroutines, for example,
application-specific libraries for data acquisition, data analysis, data presentation, and
data storage. In data acquisition aspect, LabVIEW® can command DAQ boards to read
analog input signals (with A/D conversion), generate analog output signals (D/A
conversion), read voltage data for processing or other manipulation, and write digital

signals into storage devices (National Instruments, 1994).

A typical virtual instrument (VI) consists of two parts, a front panel and a block
diagram, displayed in two separate windows. In the panel window a user interfaces with
the VI via Controls and Indicators. The Controls simulate instrument input devices and
supply data to the block diagram of the VI. The Indicators simulate instrument output
devices that display data acquired or generated by the block diagram of the VI. In the
block diagram window the user constructs a graphical source code of the VI by wiring
together objects (represented by icons) that send or receive data, perform specific
functions, and control the flow of execution. Fig. 4.3 shows an example of the VI
(variable amplitude sinewave generator) which displays a knob and graph in the front

panel (a) while the calculations take place in the block diagram (b).
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All visualization programs in this research were written in LabVIEW®. The
developed set of programs consists of the following major VIs:

1. “Data Acquisition Controller.VI”. This program facilitates acquisition of up to 16
vibration signals from transducers attached to a machine. It is further discussed in
Section 4.2.

2. “Signal Processor.VI”. This program performs the signal conversion, subtraction of
the moving average, filtering, and numerical integration on the acquired data.
Calculations used in this VI are further discussed in Section 4.3.

3. “Generalized Coordinate Calculator.VI”. This program calculates a sequence of the
generalized coordinate lists, dg(t), introduced in Section 4.1. Each list is calculated
from nine linear acceleration signals recorded at any given time instant for each
prismatic solid representing an element of the simplified machine. Equations
employed in the calculations are further explained in Section 4.5.

4. “3-D Animation Generator.VI”. This program generates 3-D pictures using a time
series of coordinate lists dg(k), k=1,2,...m; m is the number of data. The animation is

achieved by rapid display of these pictures.

The above programs can perform their functions individually. Alternatively, each
of them can work as a subprogram that can be run and interfaced from other programs.
Figure 4.4 shows the front panels these VIs. Program descriptions and usage are

explained in Chapter 5 and in Appendix D.

Numneric Control] Output Graph|
40 60

Output Graph
[oBL]

Sine Wave.vi
(a) front panel (b) block diagram

Figure 4.3 An example program (virtual instrument) in LabVIEW®.
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4.2 Data Acquisition System Used in Vibration Visualization

A standard data acquisition (DAQ) system comprises the following basic
components: (1) a controller, (2) a signal conditioner, (3) a multiplexer and amplifier,
(4) an analog-to-digital converter (ADC), (5) a storage unit or a memory unit, and
(6) a readout device (Dally et al.,1993). The DAQ system employed in this research is a
computer-based instrument. The control part is implemented in LabVIEW® program.
The memory part and the readout device are added as a desktop computer. The ADC,
multiplexer and amplifier are provided in a plug-in DAQ printed circuit board type AT-
MIO16E2 from National Instruments (1994). Low-pass filters serve as signal
conditioners to prevent signal aliasing. A schematic diagram of the employed DAQ

system is shown in Fig. 4.5. Further details are given in Section 5.1.

t Signal Couplers and Amplifiers
—Y Kistler® 5128A
Impact Force and —_— PIEZOTRON coupler
Accelerometers (Kistler, 1996)
Kistler® 8702B25M1 ’
(Kistler, 1996) l

Anti-aliasing Filters

Precision® 88B (Precision, 1989)
and
Datel® FLI-D6LA2 (Datel, 1987)

.

ADC, Multiplexers, Amplifiers
National Instrument® AT-MIO-16E2
(National Instruments, 1995)

LabVIEW® DAQ program
“Data Acquisition (version 2.6 s).vi”

Figure 4.5 A block diagram of the basic data acquisition system used in this research.
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4.2.1 Anti-aliasing Filtering

The ‘aliasing’ phenomenon can occur when converting an analog signal to a
digital data with sampling frequency lower than the minimum required rate. To prevent
this phenomenon, a minimum sampling rate should be set at least twice of the highest
frequency component of the measured signal, or the Nyquist frequency (f*). Practically,

the sampling frequency (f;) is set to be 2.56 f* (Doebelin, 1990).

Anti-aliasing filters are employed to assure the aliasing prevention regardless the
actual spectral contents of recorded signals. They are analog low-pass filters with the
high cut-off frequency equal to f*, which reduce signal components that may produce
aliasing to an insignificant level. Anti-aliasing filters are useful for primary signal
conditioning. However, these devices can severely distort transient signals with high
frequency components. The sampling rate should be carefully selected for a specific
high-frequency measurement to prevent distortion on one hand and aliasing of the signal

on the other (Doebelin, 1990).

4.2.2 Attenuation of Noise in a Data Acquisition

The noise introduced into measured signals by imperfect sensors causes distortion
on the data used for visualization of motion. A suitable hardware configuration of DAQ
can the decrease level of the noise. This section provides information about sources of

signal disturbances and some techniques to eliminate them.

Drift is defined as gradual changes in the sensor’s output or in the amplifier offset
voltage and bias current resulting from temperature, time and line voltage that can be
minimized by keeping temperature and/or line voltage nearly constant. The effect of drift
can also be reduced using an ac coupling acting as a high-pass filter or compensating the

drift with automatic zero balancing techniques or subtracting average in digital systems




(Doebelin, 1990). Cable shielding and grounding design within the instruments should

also be taken into account since inductive pickup, electrostatic pickup and ground loops
can cause large error voltage. Any conductor carrying alternative current generates
magnetic field that can produce interfering voltages to signal wires by the inductive
pickup. These effects can be reduced by removing equipment such as power lines,
motors, and transformers from the neighborhood of sensitive signal circuits (Doebelin,
1990). The use of an enclosing conductive shield can further decrease electrostatic
pickup. The shield captures unintentional charges and drains them off to a satisfactory
ground. However, a shield required for a magnetically induced noise is quite thick and is
not practically used. The inductive noise can be minimized by twisting the two signal
conductors so that the loop area available for inducing error voltages is balanced
providing a canceling effect. Commercially available cables include twisted conductors,

wrapped foil shields and grounding drain wire (Deobelin, 1990).

A ground loop is created by connecting a signal circuit to more than one ground.
Since a conductor that serves as ground generally carries currents and also has some
resistance, potentials between two points (grounds) are not identical. Any potential
difference produces current that flows through the shield or signal circuit yielding large
noise voltage. The ground loop is simply broken by grounding a shield at only one point
and using a floating-input (isolated) amplifier to break the other loop which results in

great reduction of noise pickup (Doebelin, 1990; Potter, 1992).

Tribo-electric noise is often induced into the accelerometer cable by mechanical
motion of the cable itself. It originates from local capacity and charge changes due to
dynamic bending, compression and tension of the layers making up the cable. This
problem is avoided by using a proper graphite accelerometer cable and taping or gluing
the cable down to a surface as close to the accelerometer as possible (Briiel & Kjer,

1982).



4.2.3 Data Acquisition Program

A controller program for data acquisition (DAQ) is required to read data from
transducers for further use. “DAQ Controller. VI” written in the LabVIEW®’s G language
is an interface program between the user and a DAQ board AT-MIO 16E2 (National
Instrument, 1995) employed for the digitization of signals. The user is able to command
the board to acquire analog voltage signals with desired parameters. The user can easily
inspect the acquired signals, select suitable sampling parameters for these signals and

acquire data again. A front panel of this program is shown in Fig. 4.4a.

4.3 Signal Processing in Vibration Visualization

Signal processing procedure transforms signals acquired from nine accelerometers
(for each rigid plate referred to in Section 4.1) into the generalized coordinate list, dg, in

Eq. 4.1. The signal processing steps are summerized in Fig. 4.6.

Section 4.3.1

Section 4.3.2

Figure 4.6 A flowchart of signal processing in vibration visualization.
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4.3.1 Conversion to Physical Units and Subtraction of the Average Value

Voltage signals obtained from accelerometers require adjustment to represent the
actual acceleration values. A factor (number) needed to obtain these actual values is
determined from the frequency response function (FRF) of the system. For the
piezoelectric transducer, the amplitude of an acceleration acting on the sensor, Ay, is

related to the measured output signal of the sensor, V), as follows (see Eq. 2.2).

1 1
A =—. vV 4.2
° s, H() ° (4.2)

v

A calculation of these values requires a knowledge of the sensitivity, s,, of each
employed accelerometer. The sensitivity, s,, is provided by the sensor’s manufacturer in
units of mV/g. Practically, the signal available directly on the output from the transducer
is weak. An amplifier with gain Gyis therefore included in the data acquisition system to
amplify the signal. Within measuring frequency range, i.e., the working region in Fig.
2.12, the FRF can be assumed to be unity, i.e., H (@) = 1. Therefore, Eq. (4.2) can be
rewritten as

4 1000k, 1

Vv 4.3
(4] Sv Gf r ( )
where
Ao - the amplitude of the actual acceleration (m/s?),

V. - the voltage recorded by the data acquisition (DAQ) program (Volts),

Sy - the accelerometer sensitivity provided by the manufacturer (mV/g),
Gy - the gain of the amplifier in the anti-aliasing filter®, and
ka - the conversion factor, k4 = 9.806 m/szg.

The voltage recorded by the data acquisition (DAQ) system is not necessarily
equal to zero when no acceleration is applied to the transducer. This is a result of noise in

the DAQ system. To eliminate DC component of this error, which is strongly amplified

8 The gain of anti-aliasing filters is adjustable (see Chapter 5).
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by the signal integration, an average value, V, of each signal, V,, is subtracted from it.

The obtained ‘zero centered’ signal is henceforth denoted x; (see Eq. 4.4).

4.3.2 High-pass Filtering and Double Integration Procedure

The measurement of position (required to visualize vibrations) by means of
accelerometers has one serious drawback, namely high sensitivity to low frequency noise
superimposed on the measured accelerations. To overcome this drawback a suitable
digital signal processing is proposed in this research in addition to the ‘zero centering’

procedure described in the preceding Section.

A priori knowledge of the system’s model allows to predict likely characteristics
of the measured signals at low frequency for any specific excitation. By selecting
excitations which do not have low frequency components, the system of interest should
not have low frequency components in responses to these excitations. Such components
in the measured signals are treated as errors and eliminated. The correction of signal is
performed using digital high-pass filters. The cutoff frequency of these filters is
determined by analyzing signals that are acquired when the system is not excited. Power
spectra of these signals clearly indicate the range of low frequency errors and aid in
choosing suitable cut-off frequencies. Recursive digital filters (type infinite impulse
response-IIR) are employed. Because of sharp drop of the frequency response function
(FRF) at the cut-off frequency, Elliptic filters are selected (National Instruments, 1994).
They are described by the following formula.

7 [z Np-1
x,lil= —-[ Y F-xli—jl- Y R -x,[li- k]], i=0,1,2,.m-1 (4.4)
R, | iZ paayt
where
x;[n] - the n" element of a sequence of the discrete input signal (acceleration),
x;[n] - the n™ element of a sequence of the filtered output signal (acceleration),

Ry - the k" reverse coefficient,
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F; - the j forward coefficient,

Ng - the number of the reverse coefficients,

Ng - the number of the forward coefficients, and

m - the number of data, i.e., number of elements in x; and x,.

The number and values of the reverse and forward coefficients depend on types

and orders of filters.

After removing low frequency noise from acceleration signals, a numerical
integration (Nattonal Instruments, 1994) is performed to calculate velocities. The
integral, x;[i], of an input time series signal, x,[i], is calculated as (National Instruments,
1994)

1 i
x,[il1= EZ(xz[j —1]+4x,[jl+x,[j+1D)-At,i=0,1,2,....m-1 4.5)
j=0
where

x[n] - the n™ element of a sequence of the discrete acceleration signal (input),

x3[n] - the n™ element of a sequence of the velocity signal,

At - the sampling period, calculated from inverse of the sampling frequency.

Before performing the second integration of the velocity signal, the Elliptic filter
1s applied to this signal again. A position signal is then obtained by integrating the

filtered velocity signal using the above integration method.

x4[i]=%"[if}'x3[i_ﬂ_ iRk'x4[i_k]:| (4.6)
x;[i]= %2(x4[j—1]+4x4[j]+x4[j+1])-At, i=01.2,..m-1 4.7

where
x4n] - the n" element of a sequence of the filtered velocity signal,

xsln] - the n element of a sequence of the displacement signal.
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Figure 4.7 graphically illustrates the signal processing described above. A signal
processing function, SPF, is henceforth introduced to represent all operations performed
on the signals available as outputs of the accelerometers.

x5 = SPF{V,}, (4.8)
where

SPF{e} - the processing steps that transform the readout voltage, V, , into the

displacement values, xs.

Conversion to Subtraction of
the Units of the Average
Acceleration Value

T 2k

1* High-pass 1* Discrete 2" High-pass 2™ Discrete
Elliptic Filter Integrator Elliptic Filter Integrator

J J

Figure 4.7 Diagram of the signal processing procedure.

4.4 Coordinate Systems

Several variables, vectors and coordinate systems relevant to the vibration
visualization are defined in this Section. To avoid confusion, a brief explanation of the
terminology used henceforth is warranted. The explanation begins with the Coordinate

Systems (C.S.) shown in Fig. 4.8 (Spiewak, 1994).

1. Reference Coordinate System of the Plate (XYZ)r

This C.S. is associated with the initial position of the plate. The origin of (XYZ)z
is at the corner Cg of the plate and the three orthogonal axes, X, Yr and Zg, are parallel to

the plate’s edges.
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Reference Coordinate System
of the Plate (XYZ)g

Wr Instantaneous Coordinate System (XYZ),

Z

Global Reference
Coordinate System (XYZ)

Figure 4.8 Coordinate systems used in describing the plate motion.

2. Instantaneous Coordinate System (XYZ),

Vibrating plate assumes varying translations and rotations. The C.S. (XYZ),
moves together with vibrating plate. Therefore, the coordinates of characteristic points of
the plate (its corners) in the (XYZ); system remain unchanged. Consequently, converting

these coordinates into the reference coordinate (XYZ)g system is easy.

3. Global Reference Coordinate System (XYZ)

The above coordinate systems suffice to visualize the motion of one only plate.
However, if multiple plates are involved, it is advantageous to introduce one global
coordinate system. With this better system, each plate has its unique Reference and

Instantaneous coordinate systems.

Each individual Reference C.S. describes the initial location of the plate
associated with it. This location is defined by a six component list, dg, whose first three
components are coordinates of the origin Cg of the Reference C.S. given in the Global

Reference C.S., the three remaining components are angles that define the spatial rotation
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of the Reference C.S. with respect to the Global Reference C.S. The entire list do is
defined as

do = [lo wo ho 6o 9o Wol' (4.9)

4.5 Calculation of the Generalized Coordinates from Experimental Data

The shape of objects whose motion is to be visualized imposes constrains upon
the mounting locations of the accelerometers. In the case under consideration, i.e., a
plate, accelerometers can not be easily mounted at the center of mass. Since they can be
easily mounted at the corners of the plate (see Fig. 5.3), it is advantageous to redefine the

generalized coordinates describing the instantaneous spatial location of the plate.

The generalized coordinates introduced in Chapter 3, i.e., dg, that are defined at
the center of mass of the plate are now transformed to new coordinates that are defined at
one specific corner point, C, of the plate’. The first three components of the new list of
generalized coordinates, dy, define the position of point C in the reference C.S. (XYZ)g.
Three positions are designated x;, y; and z;. The remaining three components define
orientation of the plate with respect to (XYZ)g. These later components are designated 6,

¢, and y;. Thus the entire new list of generalized coordinates is

di =[xr yi z2 6 ¢ l//1]T (4.10)

The values of x;, y;, and z; can be obtained by integrating twice the filtered
acceleration signals, as discussed in Section 4.3.2. The rotations 6, ¢, and y;}, are
calculated according to a method proposed by Padgaonkar et al. (1957) briefly

summerized below.

7 This corner point coincides with the origin of the coordinate system (XYZ); in Fig. 4.8.




For a rigid body, the relative acceleration of a point P is given by the formula

(Hibbeler, 1995).

ap=ac+ OXr+@OxX(@Xr)

where

4.11)

P - the arbritary point on a rigid plate, in this case one of the corners; P = 1, 2 and

3, shown in Fig. 4.9,
ap - the acceleration of point P in (XYZ)g,
ac - the acceleration of point C in (XYZ)g,
| @ - the angular velocity of point P in (XYZ),,
« - the angular acceleration of point P in (XYZ);, and

r - the position vector of point P from the origin, C, of (XYZ),.

By applying Eq. 4.7 to coordinates of the plate corresponding to points 1, 2, and 3

in Fig. 4.9, the following equations are obtained (Padgaonkar et al., 1975).
0, = (ay - a,c)lry - O,
oy, =-(ap - a;0)iry + OO,
o, = (ayz - ayo)lrx - T @y
0 = ~(ay3 - ayc)lr, + 0,0,
0y = (ax3 - axc)lr, - O 0;
0 = ~(ax; - axc)ry + OB,

where

(4.12a)
(4.12b)
(@.12c)
(4.12d)
(4.12e)
@.12f)

¢; - the angular acceleration component of the vector o around the i axis; i = x, y,

<y

@; - the angular velocity component of the vector @ around the i axis; i = x, y, z.

ry, Iy, 1, - the distances between accelerometers shown in Fig. 4.9.
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Figure 4.9 Locations of nine accelerometers required for the calculation of the
generalized coordinates (Padgaonkar et al., 1975).

A computation of the linear and angular accelerations @ and ¢, according to
equations 4.9a, 4.9b, and 4.9c, requires, at minimum, six linear accelerometers. These
accelerometers are represented in Fig. 4.9 by gray thick arrows. Positive sense of each
accelerometer is indicated by the arrow’s heads. However, if only six accelerometers are
used, it is necessary to solve nonlinear (due to the products of the angular velocities, @;)
differential equations, which is time consuming. Worse, the solution is non-unique
(Padgaonkar, 1975; Liu, 1976). Padgaonkar (1975) showed that the angular
accelerations, ¢, can alternatively be calculated by adding three more accelerometers,
mounted on the plate as shown by the solid thick arrows in Fig. 4.9. The addition of new
equations (Eq. 4.12c, 4.12d and 4.12e) leads to the following linear relationships for the

angular accelerations due to changes in angles, 6;, ¢, and y;,, in Eq. 4.9.

o = (ay - a:_C)/z'ry - (a_vj - a_yC)/z'rz (4.13a)
Oy = (a3 - ax0)2:r; - (a2 - az0)2-1x (4.13b)
o = (ay2 - ayo)2:ry - (ax - axc)l2-ry (4.13c)

where

2

d 2 d 2 d
= 5 8,0F s @, =500 s 0= alwi0]



The signal processing procedure used in this research generates linear
displacements by double integration of the signals from accelerometers as described in
Section 4.3. Therefore, the instantaneous translations, x;, y; and z; are obtained by
applying the signal processing function, SPF{e} (Eq. 4.8) to the accelerations, a;j; i = x, y

and z; j = C, 1, 2, and 3. It is symbolically written as

x; = xxc = SPF{ac} (4.14a)
yr= Xc = SPF{ayC} (4.14b)
z1 = x,c = SPF{a.c} (4.14c)

The roll (6)), pitch (¢y), and yaw (y;) angles are also calculated using

displacements obtained by processing signals from the all nine accelerometers on the

plate.
Or = (X1 - X021y - (xy3 - X021, (4.14d)
O = (xx3 - X:)2:1; - (X2 - X0 201x (4.14e)
Vi = (2 - %0210 - (ap - Xxc)/2:1y (4.14f)
where
xij = SPF{ a;j}

- displacement obtained by double integration of the acceleration a; j,
i,j - the notation for axis, i=x, yand z; j = C, 1, 2, and 3 (corners of the plate

where the accelerometers are located).

4.6 _Animation of the Rigid Body Motion

A knowledge of the list of generalized coordinates, d;, given by Eq. 4.10
associated with the instantaneous position of the selected point (corner C) of the plate
allows calculation of the remaining corners in the C.S. (XYZ)g. on the condition that the

plate’s dimensions are defined in the C.S. (XYZ),.
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The animation procedure consists of five steps: (1) finding the absolute position
of the reference corner point, C, (2) calculating coordinates of the plate’s corners in the
C.S. (XYZ) using homogeneous coordinate transformation, (3) modification of the corner
coordinates according to the chosen viewing point, (4) drawing a single 3-D picture
representing instantaneous position of the plate, and (5) animation of the 3-D pictures.

These steps are discussed in the following subsections.

4.6.1 Finding Absolute Position of the Reference Corner Point

Data obtained from the Generalized Coordinate Calculator (see Section 4.1.2)
defines only the relative position and orientation of the C.S. (XYZ); with respect to C.S.
(XYZ)g in Fig. 4.8. Furthermore, the position and orientation of the reference C.S. (XYZ)g
in the global C.S. (XYZ) is defined by additional six variables contained in the list do (Eq.
4.9). Absolute generalized coordinates of the point C in Fig. 4.8 in the global C.S. (XYZ)
can be calculated by combining the list of instantaneous position, dy (Eq. 4.10), and the
list of reference position, dg (Eq. 4.9). As the plate’s movements can be very small
compared to its dimensions, a translational magnification coefficient, H;, and a rotational
magnification coefficient, H,, are introduced to multiply the vibration signals

(instantaneous position of the plate) before adding them to the reference position.

Therefore, the list of adjusted absolute generalized coordinates, dc, 1s calculated

as

dc = [x¢ yc zc 6c ¢c yel' (4.15)
where

xc=wo+ Hyxy, Oc= 6y + H,6,,

yc=lo+Hpys, ¢c=¢o+ H, ¢,

Zc=ho + H;z;, and Ve= Vo + H,y,
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A flowchart of the procedure used to calculate the list of absolute generalized

coordinates is shown in Fig. 4.10.

L

Magnification of vibrations

F'S

Summation

Figure 4.10 A flowchart of the procedure calculating the list of absolute generalized
coordinates.

4.6.2 Calculating Coordinates of the Plate Corners

To create a ‘wireframe’ image of the plate for visualization, the coordinates of its
corners are required. Since one of the corners designated C in Fig. 4.8 coincides with the
origin of the C.S. (XYZ),, only 7 remaining corners need to be calculated. For the sake of
clarity, each corner of the plate is designated by a symbol shown in Fig. 4.11 and further
described in Table 4.1. The homogeneous coordinate transformation (Wolovich, 1987) is
employed to calculate coordinates of these corner points. The transformation and its

application are described in this section.




Figure 4.11

FLU

Z

Abbreviations used to designate the plate’s corners.

Corner Coordinates of the Corner® Transformed Coordinates
Eront-Right-Upper (FRU) DRV =(1 0 h 1] DY =T, -DC
Front-Right-Lower (FRL) DX =[1 0 0 1] DI =T, -DF
Eront-Left-Upper (FLU) DIV =[(00 K 1] DyV =T, -Dg
Front-Left-Lower (FLL) D?‘L =[0 0 0 1 ]T DSLL = Tg -DEL L
Rear-Right-Upper (RRU) DX =1l w h 1] DY =T, - DIV
Rear-Right-Lower (RRL) D‘éRL =[lw 01 ]T DgRL = T(;" .DSRL
Rear-Left-Upper (RLU) DM =[O0 wh 1] Dy =T, - D
Rear-Left-Lower (RLL) DM =[0woO0 17 Dy =T, -D¢™

T: denotes the homogeneous transformation matrix (Eq. 4.20).

Table 4.1 Coordinates of the corners and equations used for calculations.

Homogeneous transformation matrices (Wovolich, 1987) are utilized in

coordinate transformation. Each matrix represents a relationship between arbritary x, y,
and z coordinates of a point in one coordinate system and corresponding x’, y’, and z”

coordinates in another coordinate system. For a 6-DOF system, four transformation

matrices are required to change one coordinate system to another. The matrices are

defined as follow.

¥ The form is compatible with the homogeneous transformation.
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1. ‘Yaw’ transformation matrix, T; (v).

This matrix accounts for a rotation around the Z, axis by an angle y shown in
Fig. 4.12a. This matrix is defined as follows

cos(y) —sin(y) 0 O

| sin(y) cos(y) O O
= 4.1
T, (v) 0 0 1 0 (4.16)
0 0 01

2. ‘Pitch’ transformation matrix, le (9).

This matrix accounts for a rotation around the Y, axis by an angle ¢ shown in Fig.

4.12b. Its form is

cos(¢) O sin(¢) O
T} (¢) = o0 4.17)
: —sin(¢) O cos(¢p) O '
0 0 0 1

3. ‘Roll’ transformation matrix, T;(6) .

This matrix accounts for a rotation around the X, axis by an angle 8 shown in Fig.

4.12c. This matrix is defined as follows

1 0 0 0
0 cos(8) -—sin(@) O
0 sin(@) cos(8) O
0 0 0 1

T, (8) = (4.18)

4. Translational transformation matrix, T34 (x,¥,2) .

This matrix accounts for x, y, and z translations along the X3, Y3, and Z; axes,

respectively, as shown in Fig. 4.12d.
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0 0 0 x
Txyo=lo o o2 (4.19)
X, ¥, 2)= .
31U =0 0 0 2
0 0 0 1
Zy, Z,
o Z Z z 2
(a) Yaw Transformation T,y (y) (b) Pitch Transformation T, (¢)
X; X4
Z: )
(c) Roll Transformation T2(6) (d) Translation Transformation T;(x, y,2)

Figure 4.12 Definition of coordinate transformation matrices (Wolovich, 1987).

The definitions of operations accounted for by these matrices are graphically
shown in Fig. 4.12. A succession of coordinate transformations, each represented by a
particular transformation matrix, can be represented by a matrix product of individual
transformation matrices (Wolovich 1987). Therefore, the overall transformation from the
first coordinate system (XYZ), to the final coordinate system (XYZ), is obtained using

the following matrix

T, (x,,2,0,0.¥) = T; (x,5,2)- T, (6) - T2 (¢) - Ty () (4.20)
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As already mentioned, a position of the point C in the C.S. (XYZ) is obtained
directly from the measured signals. This position is described by the vector
V5 =[xc,¥c»2c]1", that links the point C and the point O in the global C.S. (XYZ) shown
in Fig. 4.13. Hence, these values in VS are given by the list of adjusted absolute

generalized coordinates, d¢, described by Eq. 4.15.

Homogeneous coordinate transformation technique is applied to find coordinates

of the remaining corners. For example, to calculate the coordinates of corner A, whose

coordinate vector is V5 =[x,,y,,2,]" , as shown in Fig. 4.13 the following steps are
performed. First, vectors V2 and V; are rearranged to the column form 1 x 4 shown

below to be compatible with the homogeneous transformation.

Xc Xa

VC yc VA yA
Dg=| °|= (4.21) and D)=| %= (4.22)

1 Ze 1 Z,

1 1

Figure 4.13 Application of the homogeneous coordinate transformation for finding
coordinates of point A.
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It should be noted that the coordinates of point A defined in C.S. (XYZ); are
converted to its coordinates in the global C.S. (XYZ). A location vector, V2, is defined
as a vector that contains local coordinates of the corner under consideration in the C.S.

(XYZ);, i.e., the coordinates with reference to the corner, C. In this example, dimensions

of the plate are /, w and h, where

l - the length of the plate measured parallel to the X; axis,
w - the of width the plate measured parallel to the ¥; axis, and
h - the height of the plate measured parallel to the Z; axis.

The location vector, V2, is therefore
V& = Lij+0j;+ hk (4.23)

where

ir ,ji1, k; are the unit vectors of the X; , Y; and Z; axes, respectively.

The column vector, D2 =[/ 0 h 1], arranged from the vector V¢ is then
used in the claculation of the coordinates of the point A in the global C.S. (XYZ) as
D = T, (xc Yo zc o ¢c Wo)- D¢ (4.24)

The same technique can be used to obtain the coordinates of the remaining
corners. The location vectors of the remaining corners are listed in the second column of
Table 4.1. A procedure for calculation of the coordinates of all corner is illustrated in

Fig. 4.14.

4.6.3 Projection of 3-D Object to a Planer (2-D Screen)

The calculated coordinates of each corner of the plate comprises of three
variables, i.e., xc, y¢, Zc, representing the plate as a 3-D object. To display this 3-D

picture of the plate on a planer (2-D computer screen) a projection technique is performed
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to ‘project’ the 3-D object on a 2-D plane. This technique is accomplished by assigning a
viewpoint to be located on one of the axes of the global C.S. (XYZ) shown as an eye
symbol in Fig. 4.15. The eye, e.g., on the X axis, looks toward the origin, O, of the C.S.

(XYZ) yielding a screen or a plane defined by the Y and Z axes, shown as a gray plane in

Fig. 4.15.

Creating Ty (), T} (¢.), T,(0,.),

4 . .
T, (x, Y, 2 ) transformation matrices

t

G

— - - Creating location vectors (see Table 4.1)
Obtaining the resultant transformation matrix

T: = ’I‘;(xc»yc’zc) : T;(ec) ’ rl‘lz((pc)'T(;(l//C)

1

Begin calculations for the first corner I

Transforming to global C.S. (XYZ)

Corner __ 4 Corner
Do - To 'Dc

| STOP I Go to next corner I_—

Figure 4.14 Flowchart shows procedure of calculating coordinates of all corners.

The line of sight from the eye projects the 3-D object on this 2-D screen resulting
in an image of 2-D picture representing this object. This ‘projection procedure’ is simply
accomplished in the visualization program by discarding the component of the

coordinates that is on the same axis as the viewpoint, e.g., the component x¢ is neglected

as the eye is assigned on the X axis in Fig. 4.15 (Rybaczyk, 1989).
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Projected 2-D picture representing
the object on the screen

Screen

Viewpoint

3-D object

Figure 4.15 Illustration of the projection of a 3-D object on a 2-D planer.

4.6.4 Changing the Viewpoint

Vibration visualization can be enhanced by employing viewpoint changing
feature. The method is accomplished using an additional coordinate transformation
technique. Discussed in this section are techniques used in rotating a viewpoint around
the object and creating an effect of a perspective that distorts the dimensions such that the
object size is reduced with increasing distance from the viewpoint. Thus, when a viewer
looks at the picture on the screen, he feels like looking at an actual object in 3-D

environment (Rogers and Adams, 1990).

Mathematically, a rotation of the object in one direction relative to the eye results
in the same way on the computer screen as the rotation of the eye in a negative direction

relative to the object. Since the viewpoint, i.e., the eye and the projection plane are fixed

together with the computer screen. If a user wants to rotate the plate by certain angles, 6y,
¢y, and yy around the X, Y and Z axes, respectively, the calculation of new coordinates

on the screen is performed by transforming the coordinate system of the eye, (XYZ)y, to

be rotated around the C.S. (XYZ) with the same angles shown in Fig. 4.16.
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2-D picture on

the screen by
- Y
Rotation of the 3-D object
viewpoint
-
-~
-~
/ . .
X £ New viewpoint

Change of the Perspective

Figure 4.16 Illustration of the effect from changing the viewpoint on the 2-D picture.

An effect of a perspective on the picture is accomplished by changing
mathematically the viewpoint’s location on the axis whose it is located on (Rybaczyk,
1989). This procedure also governs a homogeneous coordinate transformation matrix
that its first three components of the forth column are not zero (Rogers and Adams,
1990). The calculation of new coordinates from the rotation and translation of the
viewpoint, therefore, governs two transformation matrices, shown in Fig. 4.17 (Rybaczyk,

1989).

The visualization program written in this research performs the rotation of the

viewpoint where the ‘rotation matrix’ in Fig. 4.17 is modified from the homogeneous

transformation matrix, T(f (see Eq. 4.20), with elements as the rotation angles, 6y, (Pv,

and yy. Therefore, new coordinates of each characteristic point of the plate in the

viewpoint C.S., (XYZ)y, can be calculated using the homogeneous transformation matrix

modified from Eq. 4.24 as follows.
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D) = T,(0, 0,0, 6, ¢, yv) D, (4.25)
where

D} - the coordinate vector of point A in C.S. (XYZ),

DC - the coordinate vector of the same point A in C.S. (XYZ)y.

Perspective Rotation
Matrix |- Matrix

; ) L L

o
<>
I

D5

Figure 4.17 Diagram of coordinate transformation procedure for changing the viewpoint.

4.6.5 Drawing a Single 3-D Picture

To create a complete wireframe picture of the plate, its edges are plotted on X-Y
graph display object provided by LabVIEW®. These edges are the lines connecting the
corners defined in the rotated C.S. (XYZ)y. To accomplish this, the set of experimental
data is arranged as a 2-D array that consists of three columns (representing x¢, y¢, and z¢)
with 8 rows (representing 8 corners) for each column. After projecting these corner’s
coordinates on the 2-D screen (see Section 4.6.3), the projected coordinates are arranged
in the order such that consecutive plot of these corners with lines connecting between two
successive points creating a structure of a rectangular plate without any line passing

through the plate’s volume. Table 4.2 shows the order of the plotted corners designed in




the visualization program that results as the wireframe diagram of the plate shown in Fig.

4.11.
Plotting order Corner Plotting order Corner Plotting order Corner
‘ 1 FRL 7 RLL 13 RRU
| 2 RRL 8 FLL 14 RLU
3 RRU 9 FLU 15 FLU
4 RRL 10 FLL 16 FRU
5 RLL 11 FRL
6 RLU 12 FRU

Table 4.2 Order of corner plotting for creating a complete 3-D rectangular plate

4.6.6 Animation of Generated 3-D Pictures

To animate vibrations of the plate, one generalized coordinate list are selected
from a series of the generalized coordinates formatted in 2-D array (see Section 4.5).
This list is transformed and rearranged such that a single 3-D picture is created and
plotted on the X-Y Graph display object using procedures described in Sections 4.6.1-
4.6.5. After the complete picture is displayed, next generalized coordinate list is selected
from the initial 2-D array and processed to create another 3-D picture. The new picture is
then plotted replacing the previous one. Consequent plotting yields an animation of the
plate movement according to the actual vibration. All steps of the animation process

described in this section are summarized in Fig. 4.18.
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I Start I )y -
Setting pointer to the first plate location (first frame) I
Ve R e T S8 R

| —
Magnifying vibration signals (in generalized coordinates)
(see Eq. 4.15)

Summing with reference position of (XYZ)g

A

Section 4.6.1

Creating location vectors
- — ; : for plate’s corners f
Calculating positions of the plate’s corners in the global

coordinate system (XYZ) (see Eq. 4.24) I

A

Section 4.6.2

Changing the viewpoint (see Eq. 4.25) I‘ - S
e  Section4.6.4.

Planer representation of the plate’s corners
(‘projection’ on the computer screen)

A

Drawing edges of the plate (generating the wireframe)

Section 4.6.5 ;

Plotting on the X-Y Graph Display Object

Process all
data ?

Advancing the pointer to the next location of the plate I 3
top

Figure 4.18 A flowchart of the entire animation procedures.
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4.7 Transformation of Generalized Coordinates in a Rigid Plate

The generalized coordinates of point C, d¢ (Eq. 4.15), calculated from the
measured signals represent location of the plate’s corner. To obtain the generalized
coordinates of the center of mass, G, in Fig. 4.1 the translation variables of C are

transformed using the following homogeneous transformation matrix.

Do= T, (xc yo 26 b ¢c Wy DE = [x6 yo 26 11 (4.26)
where

DS - acolumn vector® (see Eq. 4.27) defining a vector from the point C to the
point G where this vector is VCG = lgi;+wg i + hgk.

D =1[lg we he 1] 4.27)

In a case of a rigid plate with uniform mass distribution the center of mass

coincides with the plate’s geometric center. Therefore Dg can be obtained from the plate

dimensions as Ig = /2, wg= w/2 and hg = h/2.

The rotation variables of the generalized coordinate list, dg, at point G, are equal

to those of d (the plate is a rigid body). Therefore dg becomes
d = [x¢ Y6 26 Oc dc ycl” (4.28)

On the other hand, the generalized coordinates of point C can be calculated from

the generalized coordinates of the point G as follows
D= T; (%6 Yo 26 06 9 Wo- D (4.29)
where

DS =[-wg -lg -hg 1] (4.30)

? Compatible with homogeneous transformation.




4.8 Closure

To generate an animation of 3-D pictures from actual signals measured from
sensors, four procedures are employed. The first procedure controls both hardware and
software during data acquisition. Anti-aliasing filters are employed to prepare signals for
digital acquisition. In the second step acceleration signals are processed to obtain
displacements. Digital high-pass filters are applied to the signals to suppress the drift.
The third stage is the calculation of the generalized coordinates of the plate. Linear
equations for determining angular accelerations (Padgaonkar et al., 1975) are employed in
these calculations. The final step is drawing 3-D pictures using the homogeneous
coordinate transformation (Wovolich, 1987) and presenting the animation in which a

series of the calculated pictures is rapidly displayed.
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CHAPTER 5

EXPERIMENTAL IMPLEMENTATION AND RESULTS

The signal based visualization programs introduced in previous chapters are
complicated and prone to conceptual as well as programming errors. It is therefore
necessary to verify these programs experimentally before further development and
application. Several experiments discussed in this chapter have been designed and
conducted with the following objectives.

(1) Verification of the visualization programs applied to a test object, namely a rigid plate
suspended by four three-dimensional springs.

(2) A comparison of signals obtained from the test system with the signals generated by a
mathematical model of the system to study the feasibility of the model usage for the

visualization enhancement.

5.1 Experimental Set Up

Transient excitation was applied to the experimental model of a Kistler®
dynamometer type 9257A (Kistler, 1996) using an impact hammer. Several acceleration
signals (the system’s responses that represented vibrations'®) were recorded and
processed to obtain animated motion of the model. Instruments were set up according to
the schematic diagram shown in Fig. 5.1. The Impact Hammer shown in Fig. 5.2 was
employed as an exciter to stimulate the dynamometer. The hammer comprised of a
Piezoelectric Load Cell (PCB® model 208B03; PCB, 1996) attached at the hammer’s
head and a Signal Conditioner (PCB® type 408D06; PCB, 1996). The signal from the

load cell was also used as a trigger to initiate the data acquisition.

10 Vibration (oscillatory motion) is intuitively understood as a repeating change of position. However it can
also be described in terms of the first and second time derivatives of this position, i.e., velocity and
acceleration, respectively.
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Impact Hammer with . . '
Piezoelectric Load Cell | signal Conditioner Tri-Star Desktop
o] O Computer
| B )
Trigger DAQ Controller
Channel. P
Accelerometers rogram

Analog-

I
T7777777777

— 10

TT T Input
J Channels. 0 N
N\ m

Dynamometer
Accelerometer  Anti-aliasing \DAQ Card
Coupler Filters Interface Panel
Figure 5.1 Schematic diagram of the experimental setup.
Head Handle
Load Cell
(piezoelectric-force transducer)
PCB® type 208B03.

Figure 5.2 Impact hammer (PCB® type 208B03) used for exciting the dynamometer.



Nine shear-type, low impedance piezoelectric Accelerometers (Kistler® type

8702B25M1; Kistler, 1996) were used to measure vibrations of the dynamometer’s
platform. They were attached by beeswax (Doebelin, 1990; Briiel & Kjer, 1982) at the
specific locations discussed in Section 4.5, as shown in Fig. 5.3. Technical specifications
of the accelerometers are provided in Appendix A. Signals from the accelerometers were
conditioned by an Accelerometer Coupler (Kistler® model 5128A; Kistler, 1996) and
passed through a low-pass Anti-aliasing Filters (Precision® model 88-B and Datel®
model FLJ-D6LA?2 programmable filters; Precision, 1989; Datel, 1987). The cut-off

frequency was set to 1000 Hz and the filters provided signal gains of 10.

Filtered and amplified signals were passed through an Interface Panel to the DAQ
Card (Data Acquisition Card; National Instrument® AT-MIO 16E2) installed inside of a
Desktop Computer (Tri-Star). The DAQ card used a 12 bit Analog-To-Digital Converter
(ADC), a multiplexer, and additional amplifiers. The gains of these amplifiers were set

by a program written in LabVIEW®. Figure 5.4 shows the entire data acquisition system.

The system allowed selection of the following parameters during visualization.
e Sampling frequency: O - 40,000 Hz.
e Number of recorded signals: 10 (impact force and nine accelerations). Further details
are provided in Appendix A.
e Number of data: 512 - 16,384 per signal with O - 1,024 pre-trigger data points.

e Signal acquisition mode: triggered by a signal from the impact hammer.




Piezoelectric Accelerometers
"z KISTLER® 8702B25M1.

X

Platform of the
Dynamometer.

Cac) (o]

a;; = the acceleration at the corner j in the i direction, where i = C, 1,2, and 3, j=x, y and z (see Section 4.4).
Minus sign indicates an inverted signal as compared with the values in equation 4.10.

Figure 5.3 Locations of nine accelerometers (Kistler® type 8702B25M 1) mounted on the
dynamometer. The symbols indicate accelerations assigned according to Eq.

4.10.
Data Acquisition (DAQ) Card
Signal Conditioner for Load Cell : I National Instrument®
PCB® 408D06 Interface Pane AT-MIO 16E2
o
%i R V -~
q »‘f ? LabVIEW®
. o DAQ Controller
| s Program.
2 : »féﬁ:,j{
Kistler® type 5128A Coupler Anti-aliasing Filters Precision® 88B and
Used with Accelerometers Datel® FLI-D6LA2.

Figure 5.4 The data acquisition system.




5.2 Data Acquisition and Vibration Visualization Software
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Four major program modules written in LabVIEW® have been developed, as

stated in Section 4.1.2. A brief discussion of these modules follows.

time limit [sec)
Type of DAQ
Pretrigger data number T Real freq [scans/sec)
Number of channel p— acquired data
Entry number of data _I—J DAL === signal limits

scan rate [scans/sec) trigger level
limit setting E
trigger level
pre setting -
Power
Save tofile

remote [T: read only one time]
Data Acquisition Controller. VI

(a)

Systeminfo filename

Data filename

Generalized coordinate output
Systeminfo output

qin X direction [rad)

qin'Y direction (rad)

qin Z direction [rad)

Systeminto filename

Data filename

Data input p—

Systeminfo input J=
Channel assignment

1« Distance in X direction...
1y: Distance in'YY direction...
1z Distance in Z direction...
From file -

Write to file

Generalized Coordinate Calculator.VI

(c)

w'i‘e to hle .......................................

select signal portion [ Tr...

Data input

Data output

Data filename ~a~nn D) ata filename
Systeminfo filename mannannany ! F rrmn Spsteminfo filename
SPE

Systeminfo input
araph 1 mode
graph 2 mode

Signal limits

finish program (T: yes)
From file

Create new Systeminfo
Attach signal limits to Sys...

=" L Systeminfo output

— e

generated limits
graph 2

Signal Processor. VI

period (sec)

Systeminfo filename

Data filename

Generalized coordinate input
Systeminfo input

magnification

Platform @ column index

Base @ column index

run 1 time

angle shift [roll, pitch, yaw] s

Platform Dimension
Base Dimension
Reference Dimension

(b)

pmnree Systeminfo filename
prenee [ ata filename

3D graph [mm)
dynamo 3D output

*return
total data

3-D Animation Generator. VI

(d)

Figure 5.5 Icons and wiring terminals of the major LabVIEW® modules employed in the

vibration visualization.

(1) “Data Acquisition Controller.VI”, henceforth denoted as DAC.

This module controls the DAQ card to acquire analog signals with desired

parameters and also serves as a readout instrument. The parameters that can be set are

listed at the end of Section 5.1. A front panel of the module is shown in Fig. 4.4a and the

corresponding icon used in the ‘Block Diagram’ in LabVIEW® is shown in Fig. 5.5a.




(2) “Signal Processor.VI”, henceforth denoted as SP.

This program performs filtering and double integration of the acquired signals
using the procedures described in Section 4.3.2. A front panel of the program is shown in
Fig. 4.4b and its corresponding icon is shown in Fig. 5.5b. The program also converts
voltage signals to the units of acceleration and force, and subtracts the average values of
these signals using the calculation method described in Section 4.3.1. Digital filters are
applied twice, before and after the first signal integration, to attenuate drift in the
acceleration signals. Parameters of these filters are adjustable. All results shown in this
thesis were obtained with the following setting.

e High-pass, 8th order elliptic filters.

e Cut-off frequency fc = 20 Hz.

(3) “Generalized Coordinate Calculator.VI”, henceforth denoted as GCC.

The program calculates generalized coordinates of the corer point, C, using the
equations described in Section 4.5. Front panel of the program is shown in Fig. 4.4¢c and

its corresponding icon is shown in Fig. 5.5c.

(4) “3-D Animation Generator.VI”, henceforth denoted as AG.

The animation program creates and displays a ‘wire-frame’ picture of the moving
plate in the 3-D space. Front panel of the program is shown in Fig. 4.4d and its
corresponding icon is shown in Fig. 5.5d. Methodology used in the program is described
in Section 4.6. Dimensions and positions of the dynamometer’s platform, base and

reference plate used in the animation are listed in Appendix A.

The four software modules discussed above can be used as major building blocks
in various specific programs needed for the visualization of vibrations. As shown in Fig.
5.5, each module is represented by an icon with wiring terminals. The input and output
variables of these modules are represented by the terminals and signals ‘wired’ to the
icons. Different appearance of wires represents different data types (according to the

standard LabVIEW® designations). For example, a single line represents a simple
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numeric data type while a pair of parallel lines represents a 2D-array data type. Further

discussions of these modules are briefly discussed in Appendix D.

A simplified diagram of the example visualization program comprising the
modules discussed above is shown in Fig. 5.6. When the program is executed, the
sequence of actions can be considered as moving from left to the right. A false dotted
line signal shown at the bottom of the diagram is ‘wired’ to the from file terminals of SP,
GCC and AG. Inresponse to this signal each module gets data from its ‘predecessor’
rather than from a disk file. Thus, a new sample of data is collected, processed and
visualized per every run of the program. When a true signal is applied to the from file
line, the program requests data files (in a spreadsheet compatible format) that were
partially processed at some earlier time. The default value, i.e., no external value applied,
to the from file line is true, i.e., reading data from disk files. A more detailed diagram of

the program is shown in Appendix F as the “Simple DAC, SP, GCC, AG.VI".

The ‘Systeminfo’ file is wired to a systeminfo input terminal of the SP program.
The Systeminfo file contains information about transducers, DAQ parameters, and signal
processing procedures. In addition, the user can design any specific signal processing
algorithm and code it (i.e., write a script) for automatic execution in the Systeminfo file.
The data management and communication between the modules shown in Fig. 5.6 are

described in Appendix E.

D ata Acquisition _ Generalized Coordinate| [3-D Animation
Controller. VI Signal Processor.Vi Calculator. VI Generator.Vl

5 GCC AG

Read
'Systeminfo’ T

File 'False' Signal

Figure 5.6 A simplified diagram of the LabVIEW® visualization programs using modules
shown in Fig. 5.5.
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5.3 Verification of the Developed Software Modules

Experiments are conducted with both simple and complex dynamic systems to
verify the calculations in the programs SP and GCC as well as the graphical animation
generated by the program AG. One representative experiment is discussed in this thesis.
This experiment involved a mechanical system whose structure was similar to a high
performance dynamometer (Kistler® type 9257A; Kistler, 1996). This system is

henceforce referred to as the dynamometer.

5.3.1 Experimental Procedure

Several tests were conducted by exciting the dynamometer with an impact
hammer. Signals from nine accelerometers and the impact force were collected and saved
in ‘spreadsheet compatible’ files''. Table 5.1 shows the locations where the impact
occurred and the directions of the force (white arrows). Expected response to each
impact is briefly characterized in the same table. The Characteristic Forced Response
(CFR) of the dynamometer is the response which is dominant during the short period of
time when the force from the impact hammer is applied, were presented in 3-D graphical
display on the front panel of program AG. The orientation of the picture showed

immediate response direction which was then compared with the expected response.

"' ASCII, ‘tab delimited’ file.
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Test| Location and
No. | direction of the Comment

impact

1 Xe Y e The impact hammer excites the dynamometer in the positive Z; direction at
a center of the dynamometer’s platform.

Zg ¢ Translation parallel to the Z; axis should dominate the CFR.

2 Xr e The impact hammer excites the dynamometer at a mid-width of the platform
near the edge.
Zp e Rotation around X axis and translation in the Zg axis should dominate the

CFR.

3 Xz Yz ¢ The impact hammer excites the dynamometer at mid-length of the platform,
near the edge coinciding with the Y axis.
Zr ¢ Rotation around Yy axis and translation in the Zg axis should dominate the

CFR.

¢ The impact hammer excites the dynamometer at a mid-height of the side of

the platform near to the edge.

¢ Rotation around Z axis and translation in the X axis should dominate the

CFR.

Table 5.1 Descriptions of the test procedures used in the experiment.

5.3.2 Results and Discussion

The results of experiments are summerized in Table 5.2. Representative positions
of the dynamometer’s platform shown in the table are obtained as ‘snap-shots’ of the
screen generated by the AG program module. The dash-dotted wireframe box represents
a location of the platform before the impact (initial position). The wireframe drawn with
the solid line represents the Characteristic Forced Response (CFR), i.e., the location of
the platform shortly after the force impact. The criteria for selecting presented pictures
from the displacement response signals are illustrated in Fig. 5.7. The initial position of

the platform corresponds typically to the time instance 25 ms (50 data samples) before the
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impact. The CFR corresponds typically to the time when the response signal reaches the

first peak after the initial contact of the impact hammer with the platform. In general,

the characteristic force responses generated by the tested program agree with the expected

behavior of the tested dynamic system (see Table 5.1).

Impact force (N)

60.0E+0
50.0E +0-
40.0E+0-
30.0E+0-
20.0E+0-
10.0E+0-
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400 410 420 430 440 450 460 470 480 490 500 510 520 530 540 550 560 670 580 590 GO
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2.0E-6

Data Number

1.0E-6-
0.0E+0

S
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-2.0E-6-]
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-4.0E-6- | | | 1
400 410 420 430 4

450 480 470 480 490 50§ 510 520 530 540 5%0

1

560 570 580 530 60

Initial Position

Impacting Position

Data Number
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Figure 5.7 Definitions of characteristic time instances referred to in Table 5.1 and 5.2.
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Test number Characteristic locations of the dynamometer’s platform
ED graph (mm)
140.0
1 12004 Initial Position.
1000 e }/ L
X Y, A AN
7 Characteristic Forced
Response.
Magnification factors
H,=H,=10
Initial Position.
2
Characteristic Forced
Zr Response.
Magnification factors
H,=H,=10
3 "> -
Initial Position.
Xp Ya
- Characteristic Forced
* Response.
Magnification factors
H,=H,=10
Initial Posttion.
4
) Yr
5‘ Characteristic Forced
Zg
Response.
Magnification factors
H,=H,=10

Table 5.2 Characteristic locations of the dynamometer’s platform obtained experimentally.
H, and H, are magnification factors applied to translatory and rotational motions,
respectively.




5.4 Comparison of Signal Based and Model Based Responses

5.4.1 Experimental Procedure

A linear time-invariant model of the dynamometer developed by Chung (1993)
has been adopted to investigate the feasibility and potential advantages of the model
based vibration visualization. A computer program written in Matlab® generates
responses of this model to the actual force recorded during the experiment. A list of this

program is provided in Appendix C.

Four representative data sets discussed in this Section are characterized in Table

5.3. Each data set contains the following variables:

1. Force signal from the impact hammer.

2. Nine signals from accelerometers mounted on the plate. These signals are converted to
the measured generalized coordinates of the plate (signal based responses) according to
Sections 4.4 and 4.5.

3. The predicted generalized coordinates calculated from the model (model based

responses) subjected to the actual measured force impact.

Force signals from the impact hammer are read from the data files. These signals
are used to stimulate the mathematical model of the dynamometer (in the previously
described state space form given in Chapter 3). The computer generated responses of the
model are plotted in together with the recorded and processed acceleration signals

generated by the developed signal based vibration visualization software.

Although the model’s responses are calculated using the actual input force data, it
is necessary to provide program information regarding locations and directions of the
forces acting on the platform. Therefore, in each set of experimental data, matrices Cu

and up, in Eq. 3.10 and Eq. 3.19 are formed differently from the others if the acting points
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of the force (a,, a, and a,) and the force directions are not identical. The values of a, a,

and q, in the u,, and Cu are shown in Table 5.3. The Fr is an mx1 matrix obtained from

the measured force signals containing m data point.

Test| Locations and Parameters um
No.| Directions of the Comment of Cu (mm) Matrix
Impact
54 S 9 The impact hammer hit the a, =50.025
- $ dynamometer in a negative X direction| a, =-75.761 [-Fr00000)"
z on the side plane. The hitting location | 4 = _6.320
was close to corner 2 in Fig. 4.9,
6 |X . The impact hammer hit the a, =-37.325
‘@’) dynamometer in a Zg direction on the a,=-68.141 [00Fr000]"
2 top plane. The hitting location was a,=-11.400
near the origin of (XYZ)p.
7 X The impact hammer hit the a,=-37.325
y dynamometer several times in a Zg a,=—68.141 [00Fr000]"
direction on the top plane. The hitting a,=-11.400
a location was near the farthest corner
from the origin of (XYZ)g.
8 The impact hammer hit the a=0
dynamometer several times in a Zg a,=4.122 [00Fr000]"
direction at a center of the top plane. | g,=-11.399

Table 5.3 Description of procedures in the experiment.

5.4.2 Results and Discussion

The comparison of graphs representing signal based and model based responses

are shown in Fig. 5.8 to Fig. 5.11. The solid lines represent the model based responses

calculated using the mathematical model of the dynamometer (Chung, 1993). The dashed
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lines represent signal based responses calculated using the signal based vibration

visualization technique.
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Figure 5.8 Graphs show results from the test number 5.
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Figure 5.9 Graphs show results from the test number 6.
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Figure 5.10 Graphs show results from the test number 7.
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Figure 5.11 Graphs show results from the test number 8.

From the test no. 5 and 6, The response signals from both methods represented

movement of the platform in the same direction. Except in the Y, Z and Row directions of
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the test no. 5 (see Fig. 5.8), no signal is generated from the model (solid lines). Since, the
model of the dynamometer is calculated under an assumption of perfect geometric
structure, e.g., locations of the sensing elements are symmetry and the mass distribution is
uniform. Thus, the center of mass of the platform is almost the same as the center of the
configuration. Therefore, when the input force is assigned to hit the platform in the
negative X direction (by arranging Cu and u,, matrices as shown in Table 5.3), the
calculation of the model based response then provide a pure rotation around Z axis

without any translation in the Y and Z directions.

By comparing the characteristic of the signals in the test no. 5 and 6, obviously the
signal based responses (dashed lines) contained higher frequency component than the
model based responses (solid lines) from the analysis of periods of the signals. This
behavior leads to an assumption that the stiffness coefficients of the actual system are
higher than estimated stiffness coefficients of the model. In addition, the decay of the
model based response is faster than the signal based response, thus, the damping
coefficients of the model are also assumed to be higher than those of the actual system.
Therefore, the experimental result showed incompatibility of the parameters in the

governed model.

In the test no. 7 and 8, the signal based responses (dashed lines) showed
fluctuation around zero level even at the portion of signals before the impact, especially
in X and Y direction of the test no. 8 (see Fig. 5.11) and in Yaw of the test no. 7 (see Fig.
5.10). This oscillation of the based line of the signal based response is suspected to be
caused by the digital filters used in the signal processing procedure (see Section 4.3.2).
The fluctuation errors in the displacement signals also have an influence on the rotations
(from the calculation described in Section 4.5). The results are also the fluctuation of
rotation signals as shown in the Roll, Pitch and Yaw signals in the test no. 8. However,
the same type of error does not have much influence on such strong signals found in the
test no. 5 an 6. The recorded signals from the sensors are stronger in these tests because

the impact locations are closer to the accelerometer’s mounting locations than those in the
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test no. 7 and 8. Therefore, the signal processing technique in the visualization program

(the program SP) still have problems when this technique is applied to weak signals.

As analyzing the result from the test no. 8 in which the impact hammer hit the
platform at the plate’s center. Even though the major movement occurs in the Z direction
as expected, the signal based responses also show unexpected rotations of the platform in
the Pitch and Yaw directions (see Fig. 5.11). The signal based response in the Roll
direction also contains an additional rotation besides the oscillatory similar to those of the
model based response. These errors are assumed to be caused by the flexible vibrations
of the plate. A diagram of the dynamometer shown in Fig. 5.12 illustrates a possible

mode shape of the response when a flexible mode is taken into account.

Rigid Platform Bending Platform

l Impac Force ‘

[ Sensing Element |

Zg

Reaction Forces

(a) Impact force acting on the platform’s center (b) Response of the platform

Figure 5.12 Illustration of the flexible mode of platform’s vibration from the test number 5.

When the impact hammer hits the platform (gray arrow in Fig. 5.12a), the
platform should move purely downward (shown as the dashed plate in Fig. 5.12b) since it
1s assumed to be rigid. However, the movement of the platform against the sensing
elements yielding reaction forces acting on the platform shown as solid arrows in Fig.

5.12b. These reaction forces cause the platform to bend. Thus, besides the movement in
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the Z direction, the corner C also moves toward the platform’s center in the X and Y
directions. Since the visualization program assumes the component to be a rigid plate, the
vibrations in the X and Y directions from the actual bending platform result as the plate’s

rotations shown in the Roll, Pitch and Yaw directions in Fig. 5.8.

However, these errors can be indicated by observing the predicted responses from
the model. From the test no. 8, the model based responses (solid lines) show the
indication of no significant rotation in the response according to a calculation from the
location and direction of the impact force. Hence, the discrepancy between the signal
based (dashed lines) and the model based responses (solid lines) in the X and Y directions
in the test no. 8 indicates the possible bending of the platform. Thus, the model based

responses can be used to detect the error in the signal based visualization.

5.5 Closure

Programs designed for visualizing vibrations in mechanical systems have been
tested in the experiment. The program provided sufficient results in presentation of
vibration. The results from a comparison between the signal based responses and the
model based responses showed similarity in movement directions, however, some
characteristics of the responses (frequencies and decay rates) were different due to the
primary estimation of the parameters. The discrepancy between the signal based and the
model based responses also occurred due to distortion of signals, especially in data that
were calculated from weak signals. Furthermore, the governed model was developed
under the assumptions of perfect geometric structure and mass distribution which is not
what the real system is. Further development is required to improve the model to be close

to the actual system.
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

The algorithm of visualization of vibrations in mechanical systems using sensors
with model based enhancement technique is proposed and partially developed in this
thesis. The first stage designated the signal based vibration visualization has been
implemented as computer programs written in LabVIEW®. Within these programs,
signals from sensors attached to the mechanical systems are acquired, processed and

presented in 3-D graphical animation representing the actual vibrations.

As a contribution part, the second stage designated the model based vibration
visualization is emphasized on the improvement of the proposed visualization programs.
The underlined concepts involved in this stage are outlined in the thesis that can be
summarized as the use of mathematical models of the mechanical systems to detect and

correct errors in the signal based vibration visualization scheme.

The developed visualization programs were verified in the experiments governing
an experimental model of a dynamometer. As a result, the animated pictures generated
from the programs represented actual vibrations of the dynamometer in logical manners.
In addition, the vibrations obtained experimentally from the programs responded
accordingly to the vibrations generated analytically from a dynamometer’s model, thus,
confirmed reliability of the programs. However, some errors were presented in the
display of excessive vibrations that can be a result of the sensor’s characteristic, the signal
processing procedure used in the visualization programs or noises in the data acquisition

system. Even though this misrepresentation is difficult to be distinguished from the
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actual vibrations, the errors are able to be detected using a comparison with the model
based generated vibrations as studied in the experiments. These errors may also be

reduced by applying the second stage to the visualization procedure.

6.2 Recommendations

The model based vibration visualization technique may be accomplished based

upon the following options of developments.

1. Application of the system identification technique will be implemented by developing

programs that perform the identification of system’s parameters on real time data.

2. A methodology of the comparison and correction unit (see Fig. 3.6) will be
investigated. A study for the development will be emphasized on the signal analysis,

for example, random data analysis, digital signal processing, and fuzzy knowledge.

3. The graphical display of the animation program (AG) should be enhanced. The
perspective effect as well as the presentation of the plate as a solid block should be
applied to the 3-D display. In addition to the LabVIEW®, a number of software
packages with excellent graphical display, e.g., Mathematica® and Matlab®, can be

used for this purpose.

4. The model of the system can be improved by considering flexible mode of vibrations.
Since the model employed in the first stage is designed under the assumption of a
rigid body, the generated responses using this model may not be precisely close to the

actual vibration.

5. In similar to the model development, the flexible mode of vibrations should be

considered in the visualization program. The animation program can be modified
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such that it presents a plate comprising of many elements. The movement of each
element is calculated from individual data. The signal processing and the generalized
coordinate calculation procedures can also be extended to be able to calculate more
data without significant time delay. More sensors can be employed and a modal

analysis technique can also be applied to detect the flexible mode of vibrations.

Low frequency accelerometers and the multidirection accelerometers may be used to
improve the visualization. Inclinometers can also be employed where the angular

movement is directly measured; thus, a number of sensors is reduced.

Suitable software should be selected as the final application program for
implementing the visualization with consideration of efficient time, memory
management and cost are considered. The software programs under the consideration

include OS/2® GPF based on C program and Visual Basic®.
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Appendix A
Experiment Specifications

A.1 Information of Sensors Used in the Experiment

Comment Location | Serial no. Sensitivity Channel | Amplifier

(Fig. 5.3) (5,) mV/g | mVs“/metres no. Gain (G)
Accelerometer’ a.c C100868 199 20.292 2 10
Accelerometer’ a,c C100859 205 20.903 3 10
Accelerometer’ a,c C100867 210 21.413 4 10
Accelerometer’ ay C100852 197 20.088 5 10
Accelerometer’ a; C101813 201 20.496 6 10
Accelerometer’ ay; C100858 198 20.190 7 10
Accelerometer’ a, C101804 203 20.699 8 10
Accelerometer’ as C101812 200 20.394 9 10
Accelerometer’ ay; C100862 196 19.986 10 10
Load cell’ Force 1519 2248 mV/N - 0 100

Table A.1 Descriptions of sensors used in the experiment.

A.2 Power Spectrum of Signal from Accelerometer
Magnitude (dB]

-220.00-'.............. P i e e
aon 2500 5/a00 7'7|m 10000 12500 15000 1?51’]11 200 (i

frequency (Hz)

Figure A.1 Power spectrum density of signal measured from an accelerometer that is
attached to the dynamometer when no vibration applied.

! Plezoelecmc accelerometer (shear type) Kistler® model 8702B25M1 (Kistler, 1996).
2 Load cell (piezoelectric-force transducer) PCB® model 208B03 (PCB, 1996).




A.3 Dimensions of the Dynamometer
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Figure A.2 Dimensions of the dynamometer used in the experiment in units of mm (the
sensing elements are not shown).

A.4 Digital High-pass Filter’s Coefficients

filter type IIR Filter Cluster
PPt !
[ Figboaes filter structure iR 2nd Onder
order .

ﬂh’ Reverse Coefficients Fomwand Coefficients
sampling freq: fs | OI o0t 3 DI | ooves
4foo00.00 0.8605 [ 18678
low cutoff freq: -1.9047 I 0.8790
E] EO.U:D 0.9547 | 00974
passband fipple @B) -1.9084 -1.9047
dpo 05084 [ ogers
stopband attenuation @8) [ ik : 0.99q
& W 0.9906 -1.0084

Figure A.3 Digital high-pass filter’s coefficients used in Eq. 4.4 and Eq. 4.6.
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Appendix B
Parameters of the Dynamometer’s Model

B.1 Spatial Matrices of the Dynamometer

These matrices are employed in the spatial model of the dynamometer (Eq. 3.10

and Eq. 3.11) (Chen, 1996).

m=[ffm 0 0 0 0 O0L0O m O O O O,0 Om O O O]
[0 0 0 Ixx -Ixy -IxzL,[0 O O -Ixy Iyy -Iyz,[0 O O -Ixz -lyz Izz]].

€= [[cx4 +cx1 +cx2+¢x3,0,0,0, (cx4 +cxl +cx2 +cx3) h, (cx3 - cx1 + cx4 - cx2) b],
[0,cyd +cyl +cy2+cy3,0, (-cy4-cy3-cy2-cyl)h,0, (cyd +cy2-cyl - cy3) al,
[0,0,cz4 +czl +cz2 +cz3,(-cz4 - cz3 + cz2 +czl) b, (-cz4 - cz2 + czl +cz3) a, 0],
[0,(cy4-cy3-cy2-cyl)h,(-czd4 -cz3 +cz2_cz]) b,

(czd +czl + cz2 + cz3) b® + (cy4 +cyl + cy2 +cy3)h?, (-cz2-cz3 +cz4 +czl) ba,
(cy3 +cyl - cy2 - cy4) h-a],

[(cx4 + cx1 +cx2+¢cx3)h, 0, (-cz4 - cz2 + czl +cz3) a, (-cz2 - cz3 + cz4 + czl) b-a,
(cz4 +czl +cz2 + cz3) a* + (cx4 + cx1 + cx2 + cx3) h%, (cx3 - cx1 + cx4 - ¢x2) h-b],
[(cx3 -cx1 +cx4-cx2)b, (cyd +cy2-cyl -cy3)a, 0, (cy3 +cyl -cy2-cy4) ha,
(cx3-cx1+cx4-cx2) hb, (cyd +cyl +cy2 +cy3) a*+ (cx4 +cxl +cx2 + cx3) b* 1.

k =[[kx1 +kx2+kx3 +kx4,0,0,0, (kx1 + kx2 + kx3 + kx4) h, (kx4 + kx3 - kx2 - kx1) b],
[0,kyl +ky2 +ky3 +ky4,0, (-kyl -ky2-ky3-ky4)h, 0, (-kyl +ky2 - ky3 + ky4) a],
[0,0,kzl +kz2 + kz3 + kz4 , (kzl + kz2 - kz3 - kz4) b, (kz1 - kz2 + kz3 - kzd) a, 0],
[0, (-kyl-ky2-ky3-ky4)h, (kzl +kz2 -kz3 -kz4) b,

(kzl + kz2 + kz3 + kz4) b* + (kyl +ky2 + ky3 + ky4) h?, (kz4 - kz2 + kz1 - kz3) b-a,
(-ky4 + ky3 + kyl - ky2) h-a),

[(kx1 + kx2 +kx3 +kx4) h, 0, (kzl - kz2 + kz3 - kz4) a, (kz4 - kz2 + kzl - kz3) b-a,
(kz1 + kz2 + kz3 + kz4) a* + (kx1 + kx2 + kx3 + kx4) h?, (kx4 + kx3 - kx2 - kx1) h-b],
[(kx4 + kx3 - kx2 - kx1) b, (-kyl + ky2 - ky3 +ky4) a, 0, (-ky4 + ky3 + kyl - ky2) h-a,
(kx4 + kx3 - kx2 - kx1) hb, (kyl + ky2 +ky3 + ky4) a® + (kx1 + kx2 + kx3 + kx4) b ]].

Cu= [[1,0,0,0,0,0],[0,1,0,0,0,01,(0,0,1,0,0,0]1,
[0,-a,a,1,0,0],[a,0,-a,0,1,0], [-ay,a,,0,0,0,1]].



B.2 Constant Parameters in the Spatial Matrices

Mass of the platform (Chen, 1996).
m=2.714 kg.

Mass moment of inertia of the platform around the center of mass, G (Chen, 1996).
Ixx = 006187217392 kg-m?, Iyy = .002398407627 kg-m?, Izz = .008366544210 kg-m’,
Ixy = 0 kg-m?, Iyz = .00007500541682 kg-m?, Ixz = 0 kg-m’.

Stiffness of the sensing elements (Chen, 1996).
k01 = 262000 N/m, k02 = 1260000 N/m.
kO1 = kx1 = kx2 = kx3 = kx4 = ky1 = ky2 = ky3 = ky4.
k02 =kzl = kz2 = kz3 = kz4.

Damping coefficients of the sensing elements (Chen, 1996).
cox = 140 N-s/m, coy = 125 N-s/m, coz =275 N-s/m.
cox =cxl =cx2 =cx3 =cx4.
coy =cyl =cy2 =cy3 =cy4.

coz=czl =cz2 =cz3 =cz4.

Distances of the sensing elements from the center of mass (Chen, 1996).
a =0.02999 m (in X direction),
b = 0.04979 m (in Y; direction),
h = 0.01070 m (in Z; direction).
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Appendix C
MATLAB® Program Used in the Experiment

This program is applied to the experiment number 10 described in Section 5.3.1.

clear; format short e;

[4//
70

% Read Data from File

(974
/0

% Signal Information and DAQ Parameters-----------

InputColm=1; % Assign column number of force signal;
Xcolm=1; % Assign column number of Response signal;
Ycolm=2;

Zcolm=3;

THETAcolm=4;

PHIcolm=S5;

PSIcolm=6;

smplFreq = 20000; % sampling frequency, Hz

—— Loading Force Data

load NEARZA.VIZ % enter specific name of your force data file
force1=NEARZA,;
ul = forcel(;,InputColm) ; % select the first column as input ‘v’

dataSize = size(ul);

forcel=0;

%0 Input Filename (appearing on graph)---------
name="NEARZA.COD'

% Loading Response Data

load NEARZA.COD % enter specific name of your Response data file
response [=NEARZA;

y1X = responsel(:,Xcolm) ; % select the second column as 'y’

y1Y = responsel(:;,Ycolm) ;

y1Z = responsel(:,Zcolm) ;

y1TH = responsel(:, THETAcolm) ;

y1PH = responsel(:,PHIcolm) ;

y1PS = responsel(:,PSIcolm) ;

response 1=0;




PDSZ = 1000; % Plot Data Size

% text((dataSize(1)-150)*deltaT,0,name)

% CONSTANT PARAMETERS

Pppmmmmmmemmmme e Plate Dimension
Lall=3.939*.0254; Wall=6.69*.0254; Hall=0.87*.0254;

Yo--------------- Center of Gravity Location Vector ----
1CG=1.9695*.0254; wCG=3.1827*.0254; hCG=0.4488*.0254;

R Plate Moment of Inertia ~-------------
cont1=(.025475)*7.841*10"3; m=2.714,

Ixx=74.6372*contl; Iyy=28.9323*cont]1; 1zz=100.9267*cont];
%Ixy=0; Iyz=.9048*cont1; Ixz=0;

Ixy=-0.05*contl; Iyz=.9048*cont1; Ixz=-0.9*cont1;

To---------- Location of Impacting Point (From Center of Mass) ----
ax=-37.325;
ay=-68.141;
=-11.40;

Jo---=-======mmm Inputs are "kx1,kyl,... . kz4"------—--
k01=262*10/3; k02=(1260/1)*1073;

kx1=k01; kx2=k01; kx3=k01; kx4=k01;

ky1=kO1; ky2=k01; ky3=kO01; ky4=kO01;

kz1=k02; kz2=k02; kz3=k02; kz4=k02,

Yo--------------- Location of Sensing Elements---------
a=2.999*101(-2); b=4.979*107(-2); h=1.07*10/(-2);

Y%o----------—---- Damping Coefficients ------------------
cox=140; coy=125; coz=275;

cx1=cox; cx2=cox; cx3=cox; cX4=coX;

cy l=coy; cy2=coy; cy3=coy; cyd=coy;

czl=coz; cz2=coz; cz3=coz; czd=coz;

oo SPATIAL MATRICES

M=[m,0, 0, 0, 0, 0;0,m,0,0,0,0;0,0,m,0,0,0;
0,0,0,Ixx,-Ixy,-1x2;0,0,0,-Ixy,lyy,-1yz;0,0,0,-1xz,-1yz,Izz];

C=[cx4d+cx1+cx2+¢x3,0, 0, 0, (cx4+cx1+cx2+cx3)*h, (cx3-cx1+cx4-cx2)*b;
0,cyd+cyl+cy2+cy3,0,(-cy4-cy3-cy2-cy1)*h,0,(cyd+cy2-cyl-cy3)*a;
0,0,cz4+czl+cz2+cz3,(-cz4-cz3+cz2+cz1)*b,(-cz4-cz2+cz1+cz3)*a,0;
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0,(-cy4-cy3-cy2-cyl)*h,(-cz4-

cz3+cz2+cz1)*b,((czd+czl +¢z2+¢c23)*b 2)+((cyd+cy 1 +cy2+cy3)*h"2),(-cz2-
cz3+czd+czl)*b*a,(cy3+cyl-cy2-cy4)*h*a;
(cx4+cx1+cx2+4¢x3)*h,0,(-cz4-cz2+cz1+cz3)*a,(-cz2-
cz3+czd+czl)*b*a,((czd+czl+cz2+cz3)*ar2)+((cx4+cx 1+cx2+cx3)*hA2),(cx3-cx 1+cx4-
cx2)*h*b;
(cx3-cx1+cx4-cx2)*b,(cyd+cy2-cyl-cy3)*a,0,(cy3+cyl-cy2-cy4)*h*a,(cx3-cx1+cx4-
cx2)*h*b,((cyd+cy 1+cy2+cy3)*ar2)+((cxd+cx 14+cx24cx3)*b2)];

K=[kx1+kx2+kx3+kx4,0, 0, 0, (kx 1+kx2+kx3+kx4)*h,(kx4+kx3-kx2-kx1)*b;
0,ky1+ky2+ky3+ky4,0,(-ky 1-ky2-ky3-ky4)*h,0,(-ky 1 +ky2-ky3+ky4)*a;
0,0,kz1+kz2+kz3+kz4,(kz1+kz2-kz3-kz4)*b,(kz1-kz2+kz3-kz4)*a,0;
0,(-ky1-ky2-ky3-ky4)*h,(kz1+kz2-kz3-

kz4)*b,((kz1+kz2+kz3+kz4)*b 2)+((ky 1+ky2+ky3+ky4)*h"2),(kz4-kz2+kz1-kz3)*b*a,(-

ky4+ky3+ky1-ky2)*h*a;

(kx 1+kx2+kx3+kx4)*h,0,(kz1-kz2+kz3-kz4)*a,(kz4-kz2+kz1-
kz3)*b*a,((kz1+kz2+kz3+kz4)*ar2)+((kx 1 +kx2+kx3+kx4)*h"2),(kx4+kx3-kx2-kx1)*h*b;

(kx4+kx3-kx2-kx 1)*b,(-ky 1+ky2-ky3+ky4)*a,0,(-kyd+ky3+ky1-ky2)*h*a,(kx4+kx3-kx2-
kx1)*h*b,((ky 1+ky2+ky3+ky4)*a"2)+((kx 1+kx2+kx3+kx4)*b 2)];

R Identity and Zero Matrices -------------------
I6=eye(6,6); I3=eye(3,3); O6=zeros(6); O3=zeros(3);

S — Cu Matrix
Cu=(13,03;[0.-1*az,ay;az,0,-1*ax;-1*ay,ax,0],13];

A STATE SPACE MATRICES
ssA=[06,16;(-1)*inv(M)*K,(-1)*inv(M)*C];
ssB=[06;inv(M)]*Cu;

ssC=[16,06];

ssD=06;

% SIGNAL CONDITIONING
% Remove Constant Offset

u = dtrend(ul);
yX =dtrend(y1X); yY =dtrend(y1Y); yZ =dtrend(ylZ);
yTH = dtrend(y1TH); yPH = dtrend(y1PH); yPS = dtrend(y 1PS);

% Time Scale
deltaT = 1/smplFreq; % sampling interval, sec
sampleTime = dataSize*deltaT; % total time of sampling, sec

% the following vector "time" defines sampling instances
time = (:deltaT:sampleTime-deltaT;

% Plotting Input & Output Signals --------
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plot(time(1:PDSZ),(107(-1))*u(1:PDSZ),'y--",time(1:PDSZ),(10"6)*yX(1:PDSZ),'r-

' time(1:PDSZ),(1006)*yY (1:PDSZ),'c.' time(1:PDSZ),(10"6)*yZ(1:PDSZ),'g-.");
xlabel('Time, [sec]’);

title('Input(y), [10N] and Output: X(r), Y(c), Z(g), [micro-m] Signals');

disp('Sample input and output in X,Y,Z direction data plotted. Hit any key to plot angles.");
text((dataSize(1)-150)*deltaT,0,name)

pause; disp(");

plot(time(1:PDSZ),(107(-1))*u(1:PDSZ),'y--'time(1:PDSZ),(10°6)*yTH(1:PDSZ),'r-

' time(1:PDSZ),(1006)*yPH(1:PDSZ),'c.' time(1:PDSZ),(1076)*yPS(1:PDSZ),'g-.");
xlabel('Time, [sec]');

title('Input(y), [10N] and Output: Theta(r), Phi(c), Psi(g), [micro-rad] Signals');
text((dataSize(1)-150)*deltaT,0,name)

disp('Sample input and output in Theta, Phi, Psi rotation data plotted. Hit any key to plot model-
based responses');

pause; disp(");

t=0:dataSize;
for i=1:dataSize TO(®i)=0; T(50)=1; end;

z5=zeros(size(n));
RealUz=[z5,25,u,25,25,25];
[time2 Zresp]=Isim(ssA,ssB,ssC,ssD,RealUz,time);

% FIND GENERALIZED COORDINATE OF CORNER C

for i =1:dataSize
TO1=[cos(Zresp(1,6)),-sin(Zresp(i,6)),0,0;
sin(Zresp(i,6)),cos(Zresp(i,6)),0,0;
0,0,1,0;0,0,0,1];

T12=[cos(Zresp(i,5)),0,sin(Zresp(i,5)),0;0,1,0,0;
-sin(Zresp(i,5)),0,cos(Zresp(i,5)),0;0,0,0,1];

T23=[1,0,0,0;0,cos(Zresp(i,4)),-sin(Zresp(i,4)),0;
0,sin(Zresp(i,4)),cos(Zresp(i,4)),0;0,0,0,1];

T34=[0,0,0,Zresp(1,1);0,0,0,Zresp(i,2);
0,0,0,Zresp(1,3);0,0,0,1];

DGC=[-ICG;-wCG;-hCG;1];
DOC=T01*T12*T23*T34*DGC;

for j=1:3 ZofC(i,j)=DOCj); end;
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for j=4:6 ZofC(i,j)=Zresp(i,j); end;

end;
Jo~-mmmmmmmmmmmm Spread Output into Separate Array --------
Yo~ initial array -------------------

%genX=array(dataSize,1);

R Before Transform --------

for i=1:dataSize
genGX(i,1)=Zresp(i,1);
genGY(i,1)=Zresp(i,2);
genGZ(i,1)=Zresp(i,3);
genGTH(1,1)=Zresp(i,4);
genGPH(i,1)=Zresp(i,5);
genGPS(i,1)=Zresp(i,6);

end;

Jo---=mmmmmmemmnm After Transform --------

for i=1:dataSize
genX(i,1)=ZofC(i, 1);
genY(1,1)=Z0fC(i,2);
genZ(i,1)=Z0ofC(i,3);
genTH(i, 1)=Z0fC(1,4);
genPH(i, 1)=Z0ofC(i,5);
genPS(i,1)=Z0ofC(1,6);

%====== PLOT SIGNAL BASED AND MODEL BASED RESPONSES IN COMPARISON

TranGain=1
RotGain=1
ForceGain=0

plot(time(1:PDSZ),ForceGain*u(1:PDSZ),'y." ,time(1:PDSZ),genX(1:PDSZ),' m-
' time(1:PDSZ), TranGain*yX(1:PDSZ),'g--');
xlabel('Time, [sec]’);
title('Simulated (solid) and Actual (dash) in X direction’);
disp('Simulated (solid) and Actual (dash) Response in X direction plotted. Hit any key to
continue.');
text((dataSize(1)-150)*deltaT,0,name)
pause;
plot(time(1:PDSZ),ForceGain*u(1:PDSZ),'y.",time(1:PDSZ),genY(1:PDSZ),'m-
" time(1:PDSZ),TranGain*yY(1:PDSZ),'g--;
xlabel('Time, [sec]’);
title('Simulated (solid) and Actual (dash) in Y direction’); ‘
disp('Simulated (solid) and Actual (dash) Response in Y direction plotted. Hit any key to
continue.');
text((dataSize(1)-150)*deltaT,0,name)
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pause;
plot(time(1:PDSZ),ForceGain*u(1:PDSZ),'y.' time(1:PDSZ),genZ(1:PDSZ),' m-
"time(1:PDSZ),TranGain*yZ(1:PDSZ),'g--");
xlabel(‘Time, [sec]’);
title('Simulated (solid) and Actual (dash) in Z direction');
disp('Simulated (solid) and Actual (dash) Response in Z direction plotted. Hit any key to
continue.');
text((dataSize(1)-150)*deltaT,0,name)

pause;
plot(time(1:PDSZ),ForceGain*u(1:PDSZ),'y. time(1:PDSZ),genTH(1:PDSZ),'m-
",time(1:PDSZ),RotGain*yTH(1:PDSZ),'g--");
xlabel('Time, [sec]’);
title('Simulated (solid) and Actual (dash) in THETA rotation');
disp('Simulated (solid) and Actual (dash) Response in THETA rotation plotted. Hit any key to
continue.');
text((dataSize(1)-150)*deltaT,0,name)

pause;
plot(time(1:PDSZ),ForceGain*u(1:PDSZ),'y." time(1:PDSZ),genPH(1:PDSZ),'m-
"time(1:PDSZ),RotGain*yPH(1:PDSZ),'g--;
xlabel('Time, [sec]);
title("Simulated (solid) and Actual (dash) in PHI rotation');
disp('Simulated (solid) and Actual (dash) Response in PHI rotation plotted. Hit any key to
continue.');
text((dataSize(1)-150)*deltaT,0,name)

pause;
plot(time(1:PDSZ),ForceGain*u(1:PDSZ),'y.",time(1:PDSZ),genPS(1:PDSZ),'m-
" time(1:PDSZ),RotGain*yPS(1:PDSZ),'g--;
xlabel('Time, [sec]’);
title("Simulated (solid) and Actual (dash) in PSI rotation");
disp('Simulated (solid) and Actual (dash) Response in PSI rotation plotted. Hit any key to
continue.');
text((dataSize(1)-150)*deltaT,0,name)

pause;

Go=nmmmmeamemm Bode Plot
%Bode(ssA,ssB,ssC,ssD);

%title('Bode Plot of Dynamometer model (Xz/Fz)");
Jotext((dataSize(1)-150)*deltaT,0,'name")

% ARRANGE ARRAY AND SAVE TO DATA FILE ===========

tosave=[yX,yY,yZ,genX,genY,genZ,uj;
save MDNERZA .COD tosave -ascii;
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Appendix D
Descriptions of the LabVIEW® Visualization Programs

D.1 Data Acquisition Controller.VI

(13)

: F|Ie Edit Operate Control

EhEEEEN //

v o

Number of channel 4 m_
Number of data 1;5 o & Type of DAQ
Entry number of data 256 -

edge orslope  time limit

u ﬂ fising ﬂ‘l(l 00

I

(2)

~2.83-:
>\3

-2.847

x format

_JI +|
F_Jr“ )

|| e
x po-m no. ==
I [Eecaned |

iuthor: 1. Titpgaphai Oregon State University Z'm Stop program!
| | (11)

(5) (12)

(6)

(not shown)

Figure D.1 Front panel of Data Acquisition Controller program (DAC).
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Pre-acquisition Mode: A user can set all DAQ parameters, e.g., sampling frequency and
number of data, before applying these parameters to the program
DAC.

(1) | Press ‘Setting’ button (1) if wanting to activate a presetting mode. Program does not
acquire data but display acquisition time (13) and sampling frequency (14) calculated
from specified DAQ parameters.

Determine suitable DAQ parameters (number of data, sampling frequency, DAQ
type, and trigger conditions) and release ‘APPLY’ button to begin the acquisition.

Acquisition Mode: The program DAC reads data.

(2) | When the program is reading data, the acquired data are displayed on the graph (2)
with a light green color on a background. However, in a continuous DAQ mode,
these data are not recorded. The user can record data at any time by pressing
‘capture’ button (6). If the acquisition is complete, captured data are then displayed
on the graph (2) and the background color is changed into dark blue.

(3), | Scan through all channels using the channel selection control (3) and set suitable gain
(4) | for each channel using limit setting control (4). Precision of the displayed data can
be set using the precision selection (15).

(5) | If data size is bigger than 60,000 points, program will suppress the data plotting on
the graph to prevent a memory failure. However, the user can force the program to
plot these data on the graph by switching ‘mandatory plot’ (5) switch to ‘ON’.

Post- acquisition Mode: the user can look at the acquired data, save data to a disk, and
capture new data.

(7) | Press ‘Re-acquiring’ button (7) to capture a new set of data. Program will
immediately begin new data acquisition using previously set DAQ parameters unless
the ‘Presetting’ button (1) is pressed.

(8) | Press ‘Show graph’ button (8) to activate a data monitor program that plots acquired
data on a big graph.

)] Press ‘Save data’ button (9) to save data in a ‘spreadsheet compatible’ file that
contains m rows and n column; m = number of data; n = number of channels. A user
can set a precision of data by selecting number of digits after point (10). The user
can also attach time information by pressing button (11) to ON in which the program
DAC creates an additional column containing time data and attaches this column to
the last column of the data set.

(12) | Press ‘Stop program’ button to finish the program.
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D.2 Signal Processor.VI

File Edit Operate Controls Windows Text
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Figure D.2 Front panel of the signal processor program (SP).

Before running the program SP

(1) Select ‘from file’ switch to “yes” to read data and Systeminfo from spreadsheet files.

2) Select ‘create new Systeminfo’ switch to “yes” to build an empty Systeminfo file.
Program will ignore the Systeminfo file that is read from step (1).

3) Select “yes” to replace information of signal limits in the Systeminfo with DAQ limit

values that are ‘wired’ from the program DAC to the DAQ limit terminal.

Run the program SP: Program processes data in all channels using the specified Systeminfo

and displays data on the graph (4) and (5).

“

Use the graph mode selection (4a) to select data type to be plotted on graph (4).

)

Use the graph mode selection(5a) to select data type to be plotted on graph (5).
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(6) | Use the column selection (6) to select a data column to be displayed.

(7) | Display of filter parameters and subtracting-average parameters that are used in the
signal processing of data in the selected and displayed channel.

(8) | Display of sensor information and DAQ parameters that are associated with data in the
selected and displayed channel.

(9) | Display signal processing procedure that is applied to data in the selected and displayed
channel.

(10) | Display file names and paths of the data and the Systeminfo files

(11) | Press ‘Change filter control’ button to change any parameters in signal processing

parameters (in the Systeminfo). A Systeminfo changing window will ‘pop up’ for the
user to set suitable processing parameters. After the ‘APPLY’ button is pressed, the
program SP will process the data in the selected channel according to new parameters.

Before stopping the program

(12) | Select portion of data to be saved (or used in next programs) by moving the beginning
bar (12a) and the ending bar (12b) to specify the range of data.

(13) | Select ‘save data’ switch to “yes” to save data and Systeminfo. Program will do a save
procedure after the program is stopped.

(14) | Press ‘Stop program’ to finish the program.

The user can also ‘wire’ true signal to the finish program terminal for controlling

the program SP to run only one time. The program SP will process all data according to

the information in the Systeminfo and then stop.




D.3 Generalized Coordinate Calculator.

VI
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File Edit QEerate Controls Windows Text Help
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Figure D.3 Front panel of the generalized coordinate calculator program (GCC).

Before running the program GCC.

(D

Select ‘from file’ switch to ‘yes’ to read data from a spreadsheet file. A user can select
data sources weather to read data from a spreadsheet compatible file or to use data
wired from another program at the ‘data input’ terminal.

(2) | Select ‘write to file’ switch to ‘yes’ to save data. Program will do a save procedure
after the program is stopped.

(3) | Assign channel numbers for specified variables used in Padgaonkar’s equations (Eq.
4.13 or Eq. 4.14).

(4) | Input distances between the accelerometers used in calculation (Eq. 4.13 or Eq. 4.14).
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Figure D.4 Front panel of the 3-D animation generator program (AG).
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Before running the program AG.

(1) [ Select ‘from file’ switch to “yes” to read data from a spreadsheet file.

(2) | Specify drawing option . Two types of drawing are available.

1. Center reference option. Program animates plate’s vibrations using generalized
coordinate data of the center of mass G that refers vibrations of C.S. (XYZ). to the
global C.S. (XYZ). Origin of reference axes (XYZ) is at a center of a top surface of
the reference plate with axis of the(XYZ) are drawn (Fig. D.5).

2. Specify for dynamometer-corner reference. Program animates plate’s vibrations
using the generalized coordinate data of the corner point, C, that refers vibrations
C.S. (XYZ),. to the global reference C.S. (XYZ). Axes of the (XYZ),. are drawn with
its origin at the corner.

(3) | Specify beginning column index of platform’s generalized coordinate from data file.

(4) | Specify beginning column index of base plate’s generalized coordinate from data file.

(5) | Specify horizontal axis and vertical axis of the viewing screen whose the 3-D object
is projected on (when no rotation of a viewpoint is applied).

(6) | Specify period of data for calculating time display in (15).

(7) | Specify platform’s dimension and its center of mass (or corner) position referring to
reference coordinate system (XYZ).

(8) | Specify base plate’s dimension and its center of mass (or corner) position referring to
reference coordinate system (XYZ).

(9) | Specify reference plate’s dimension and its center of mass (or corner) position
referring to reference coordinate system (XYZ).

Run the program AG.
(10) | Set magnification factors of translations (H,) and rotations (H,) to be displayed on the
3-D graph.

(11) | Specify animation speed.

Delay control is used to set a delay time between two consequent plots in the
animation.

Step control is used to specify number of pictures to be skipped in the animation.

(12) | Set rotating angles of the viewpoint coordinate system (XYZ)y.

(13) { 3-D picture of plates is animated on the X-Y graph.

(14) | Displaying data’s filename and path.

(15) | Total data number and current data number are displayed. Percentage of the
displayed data is also shown graphically in the vertical bar (15).

(16) [ Data in the generalized coordinate are displayed on the graph (16). The displayed
column can be selected using the column selection (17). The moving bar (16a) shows
the currently displayed data.

(18) | A user can utilize a palette to zoom, scale and move picture.

(19) | Color of the plates and the axes on the 3-D graph can be selected.

(20) | Control length of three reference axes (X, Y and Z).

(21) | Press ‘Power’ button to “off” to finish the program.
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Figures D.5 and D.6 show definitions of dimensions used for generating
‘wireframe’ plates that are displayed on the program’s 3-D graph. The pictures shown in
Fig. D.5 are generated under drawing option of ‘center reference option” whereas the

‘corner reference’ drawing option is defined in Fig. D.6.

PL Platform

PHo

C.C. = Center of Configuration
C.T. = Center of Top Surface

Figure D.5 Dimensions used in the ‘center reference’ drawing option.
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PHo |
A PH |
“\\\\ g
BH, pwo\‘\\ oL Platform Plate
RHp i
Base Plate

PW
° Reference Plate
A4 C.C. = Center of Configuration
Z C.T. = Center of Top Surface

Figure D.6 Dimensions used in the ‘corner reference’ drawing option.
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Appendix E
Data Management in the LabVIEW?® Visualization Programs

E.1 Types of Data

Since many processes have been performed to transform the acceleration data
into the generalized coordinates, explanations of the data types and their meaning are
provided in this Section. Figure E.1 shows transformations of data in the signal
processing and the generalized coordinate calculation programs. Data types are
displayed in round boxes with shadow whereas the processing programs are shown in

rectangular boxes. Formats of these data are shown in Table E. 1.

Acquired Data from Experiment

Systeminfo File from the Program DAC.
(*.CTR) l

Acquired Data in
Voltages (*.DAT)

Information about Sampling
Frequency, Filter Parameters,
Sensors’ Sensitivities, Gains.

eConversion to Physical Units, Filtering and

- —| Double Integration Using the Program SP.

#Change and Save New Parameters of the Signal
Processing in the Systeminfo file.

Displacement Data in
Information about Meters (*.VIZ)
Assignment of Channel to *
Implement Eq. 4.14. Generalized Coordinate Calculation
using the Program GCC.
Generalized Coordinate
Information about Data (*.COD)
Plate’s Dimensions and *

Positions. Transferring into Array of X-Y Data and Plot on

*™the 3-D Graph using the Program AG.

Figure E.1 Data system.
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Data type Format

* DAT 2-D array of m rows and n columns; m = number of data; n = number of

channels used in the DAQ system.

*VIZ 2-D array of m rows and n columns; m = number of data; n = number of

channels used in the DAQ system.

*.COD 2-D array of m rows and 6 columns for one plate (or 12 columns for two
plates); m = number of data. Each row contains data in a format of
[de" dg" ], where

dp = the generalized coordinate of the platform and

dg = the generalized coordinate of the base plate (option).

* CTR 2-D array of 34 rows and n columns; n = number of channels (see Table

E.2).

Table E.1 Formats of data used in the visualization programs.

E.2 Systeminfo File

A Systeminfo file is a data file created for describing the information of signal
data obtained from an experiment. All signal processing procedures can also be
performed automatically using information recorded in the Systeminfo. A Systeminfo or
a control file contains all information of data in a spreadsheet compatible format in
which number of columns of the Systeminfo equals to number of channels used in the
DAQ’. One Systeminfo file should be created for each experiment since the parameters
used in an experiment setup are unique. These parameters include sampling frequency,
DAQ limits, transducer type, serial number and sensitivities, and sensor’s locations, etc.
A user can create or edit a Systeminfo using the program ‘Signal Processor.VI’. An
assignment of a Systeminfo that is used as a standard format in this research is shown in

Table E.2.

* One column is assigned for one channel.




Row Description Values in Systeminfo (XXX = values)
0 Sensor type 0: No information (default).
1: Loadcell.
2: Proximity sensor.
3: Voltage signal.
4: Accelerometer.
1 Locations of sensors XXX
2 Serial numbers of sensors XXX
3 Sensor’s sensitivity XXX
4 Integration selection 0: No integration (default).
1: Double integration is applied.
2: Single integration is applied.
5 Digital filter type selection 0: Low-pass filter (default).
1: High-pass filter.
2: Band-pass filter.
3: Band-stop filter.
6 Filter order XXX
7 Sampling frequency XXX
8 High cut-off frequency of the filters XXX
9 Low cut-off frequency of the filters XXX
10 Pass-band ripple of the filters XXX
11 Stop-band attenuation of the filters XXX
12 Filter ON/OFF selection
Set number based on binary number basis for 0.16
controling 3 filters, e.g., (0 is the default)
(1)1 = filter1 ON, filter2 OFF, filter3 = OFF (001),,
(4)10 = filter]l OFF, filter2 ON, filter3 = OFF (010),,
(16),0 = All filter is ON = (111),.
13 Converse data to microunit 0: NO (default)
If “YES’ is selected, program will multiply data in 1: YES
the associated column by 1 million.
14 Inverse direction of signal 0: NO (default)
If “YES’ is selected, program will multiply data in 1: YES
the associated column by (-1).
15 Beginning index number of data to calculate XXX
averaged value used in the subtracting average
procedure.
16 Length of data in the subtracting average procedure. XXX
17 Gain number used in the DAQ’s amplifier (G)). XXX
18 Filter type selection 0: Elliptic digital filter (default).
1: Butterworth digital filter.
19 High limit setting of DAQ for this signal (column). XXX
20 Low limit setting of DAQ for this signal (column). XXX
21 Column 0: selection to use information from 0: NO (default)
Systeminfo file in the program GCC. 1: YES use Systeminfo
Column 1: selection to use information from
Systeminfo file in the program AG.
22 Column 0: Platform’s length in X direction, PL. XXX (mm)

Column 1: Base’s length in X direction, BL.
Column 2: Reference’s length in X direction, RL.

Table E.2 Systeminfo assignment.
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23

Column 0: Platform’s width in Y direction, PW.
Column 1: Base’s width in Y direction, BW.
Column 2: Reference’s width in Y direction, RW.

XXX (mm)

24

Column 0: Platform’s height in Z direction, PH.
Column 1: Base’s height in Z direction, BH.
Column 2: Reference’s height in Z direction, RH.

XXX (mm)

25

Column 0: Platform’s length from origin, PLo.
Column 1: Base’s length from origin, BL.
Column 2: Reference’s length from origin, RLg.

XXX (mm)

26

Column 9: Platform’s width from origin, PWo,.
Column 1: Base’s width from origin, BWo,.
Column 2: Reference’s width from origin, RWo,.

XXX (mm)

27

Column 0: Platform’s height from origin, PHp.
Column 1: Base’s height from origin, BHg.
Column 2: Reference’s height from origin, RHo.

XXX (mm)

28

Option for plotting picture

0: Reference frame at plate’s origin, O.
1: Reference frame at plate corner, Cg..

29

Column 0: Platform generalized coordinate’s
column index.

Column 1: Base generalized coordinate’s column
index.

XXX

30

r. : Distance between accelerometers in the X,
direction (Eq. 4.12).

XXX (mm)

31

r, : Distance between accelerometers in the ¥,
direction (Eq. 4.12).

XXX (mm)

32

r, : Distance between accelerometers in the Z;
direction (Eq. 4.12).

XXX (mm)

33

Assignment of data column for calculation in Eq.
4.13 or Eq. 4.14.

Column O : x,¢, corner C in the X; direction.
Column 1 : x,¢, corner C in the Y, direction.
Column 2 : x,¢, corner C in the Z; direction.
Column 3 : x,,, corner 1 in the X; direction.
Column 4 : x,;, corner 1 in the Z,; direction.
Column 5 : x,, corner 2 in the Y; direction.
Column 6 : x,,, corner 2 in the Z; direction.
Column 7 : x,;, corner 3 in the X; direction.
Column 0 : x,;, corner 3 in the ¥; direction.

Table E.2 (continued) Systeminfo assignment.

Table E.3 shows an example of the Systeminfo file that is designed for the

experiment in Chapter 5.




131

Column
Row 0 1 2 3 4 5 6 7 8 9 10
0 |1 6 4 4 4 4 4 4 4 4 4
1 ]10 0 11 12 13 14 16 18 19 20 21
2 |1519 0 100868 1100859 {00867 [100852 101813 {100858 1100804 01812 100862
3 | 2248 | 1000 | 20.292{20.903 | 21.413| 20.088 | 20.496{ 20.19 | 20.699 | 20.394| 19.986
4 10 0 1 1 1 1 1 1 1 1 1
511 1 1 1 1 1 1 1 1 1 1
6 |8 8 8 8 8 8 8 8 8 8 8
7 | 20000 | 20000 | 20000 | 20000 | 20000 | 20000 | 20000 | 20000 | 20000 | 20000 [ 20000
8 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000
9 |20 20 20 20 20 20 20 20 20 20 20
10 | 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
11 { 60 60 60 60 60 60 60 60 60 60 60
12 | 0 0 3 3 3 3 3 3 3 3 3
13 | 0 0 0 0 0 0 0 0 0 0 0
14 | O 0 1 1 1 1 1 1 1 1 1
15| 0 0 0 0 0 0 0 0 0 0 0
16 | 400 400 400 100 100 400 100 100 100 100 100
17 | 10 1000 ] 10 10 10 10 10 10 10 10 10
18 | O 0 0 0 0 0 0 0 0 0 0
19 | 5 3 0.5 0.5 5 0.5 5 0.5 5 0.5 0.5
20 | -5 -2 -0.5 -0.5 -5 -0.5 -0.5 -0.5 -5 -0.5 -0.5
21 |1 1 - - - - - - - - -
22 1 98.46 | 139.37| 500 - - - - - - - -
23 { 169.93] 169.93| 500 - - - - - - - -
24 | 22.10 | 2540 | 2540 | - - - - - - - -
2510 0 74.82 | - - - - - - - -
26 | 74.82 | 74.82 | 74.82 | - - - - - - - -
27 10 23.00 | 38.10 | - - - - - - - -
28 | 1 - - - - - - - - - -
2910 6 - - - - - - - - -
30 { 98.46 | - - - - - - - - - -
31 | 169.93] - - - - - - - - - -
32 | 22.10 | - - - - - - - - - -
33 (2 3 4 5 6 7 8 9 10 - -

Table E.3 Example of the Systeminfo file used in the experiment.
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Appendix F
Block Diagrams of the LabVIEW® Visualization Programs
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coupling & Input config (no change:0)

([cluster]) coupling & input config: an array of clusters, of which each array element specifies the coupling and input configuration for the channel(s) in the
corresponding eiement of the channels array. If there are fewer elements in this array than the number of channeis, the VI uses the last elemen! for the
channels. The default nput is an empty array, which means the parameters do not change from their default settings. Each cluster contains the followin

parameters

(u16) coupling
0: Do not change the coupling setting
1. DC
2: AC
3. Ground
4: Intemal reference

(u16) input config
0: Do not change the input config setting
1. Ditferential
2 Referenced single-ended
3. Nonreferenced single-ended

coupling & input config is an array of clusters. Each array element assigns the configuration for the channels specrfied by the corresponding

channels. If there are fewer elements in this array than in channels, the VI uses the last element of coupling & input config for the rest of th
The detault input for coupling & input config is an empty array, which means the parameters keep their default sett Each ciuster contal
following parameters

(vUie] coupling (no change:0)
7 7 coupling. Refer to Chapter 2, Hardware Overview. tor information about coupling on your specific type o DAQ board
0. Do not change the coupling setling
1.0C
2 AC
3' Ground
4 Intemal reference

Tuis] Input config (no change:0)
777 input conhig
0: Do not change the mput config setting
1 Differential (defaul)
2 Reterenced single-ended
3 Nonreferenced singie-ended
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Data Acquisition Controiler.V!

device (1)
The device number is the 1D number of the plug-in data acquistion card to be used tor the acquisition.

You can check the device numbers using the configuration utilty. The configuration utility displays a board number or slot number next to each National
instruments board; you use that number as the device number for the board

zero array

DBL

Acquire again
Press this button to begin acquisition again

Users can select pre-setting mode to adjust DAQ parameters agan.

Display monitor
Show acquired data on larger graph (Data monitor ver 2.4s).

Power
Valid after program has acquired data sucesstully (graph color is dark biue and this button blinks).

Entry number of data

A scan is defined as a reading taken from each channel in the channel list, taken in the order specified

The number of scans to acquire is the number of times to scan through all channetls in the list; which also is the number of samples to acquire from each ¢
the hst.

Capture data
Valid only in Continuous mode.

Program just read data and plots on graph. Uniil *Capiure databutton is pressed, the acguisition then begins.

SCan rate (scans/sec)
The scan rate determines how many scans per second 10 acquire. Because all channels in the channel list are sampled dunng each scan, each channel

sampied at the chosen scan rate.

Pretrigger data number
This number is valid in "Trigger mode” DAQ.

Pretrigger data number specity number of data to be acquired betore a trigger-signal occurs (at time = 0).
Save to file
Program writes acquired data to a spreadsheet file (ASCIl format). To save data, press “save 1o file® button

Pricision of saved data is specitied by setting *hix_ point no.* (number of digits to the nght of the decimal point)
Users can select to save data with ime information (a data set shows graduat time number) 1o last column using “time @ first column®

Page 4

05°30/97 01:20 AM

pre setting
In pre-setting ("Apply” is shown). program will not read data but caiculates DAQ-parameters. User can justity feasible parameters before applying to real

measurement.

After "Aplly” button is pressed. dala acquisition then begins

Mandatory
graph plot
In case of large data numbers {more than 60,000 scans), program deny 10 piot data on graph to prevent mermory failure.

Users can force program to plot graph by press "Mandatory graph piot* button.

Number of data
Set number of Scans.
In *Manual®, user specity number by setting number in "Entry number of data® control (below).

Type of DAQ
(1) Trigger mode: acquisition begins after getling a trigger signal (at channel PFI0 or Trig 0).

(2) Continuous mode: program just read signals untit “Capture gata” button is pressed. Data is then acquired.

(3) Read only one time: program acquires data immediately atte: *Apply” bulton is pressed
Show '

X axis display option:

(1) Show time (sec) on X axis.

(2). Show point (data number) on X axis

Ground display option:
(3): Show signal and ground (O volt) in ime-axis.
(4): Show signal and ground (0 volt) in point-axis

Power spectrum option:
(5). Show auto power spectrum of signal in dB.

set freq.
2 options for setting DAQ parameters:

(1) Set “Scan rate {datapoint/sec)” is to specity a sampling frequency. With data number, this program calculale acquired time.

(2} Set "Time to acquire (sec)”. with data number, this program caiculate sampling frequency
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[d31) WNumber of channel
==""" et total number of channeis that are empioyed in DAQ system.

(037) DOisplay
Cotumn

Select data at specified channel to be displayed.

[Fis] edge or siope
edge of slope.
0: Do not change the default sefting (default input).
1: Leading edge for digital trigger, positive siope for analog trigger.
1: Trailing edge for digital trigger; negative slope for analog trigger.

[361] time limit (sec)
time limit restricts the amount of time LabVIEW waits for the trigger 10 occur. The default input is -1.0, which tells LabVIEW not to change the time limit set
default setting is 0 seconds, no waiting.

trigger level
analog chan and level is only used when trigger type is analog trigger.

Ghe] tiggerch.

trigger channel is valid only when trigger type is 1. trigger channel describes the analog channel that is the source of the trigger following the syn

described in the Channel Addressing section of Chapter 2, Getting Started with the Data Acquisition Vis, except for the following cases.

An smpty string telis LADVIEW not to change the trigger source setting. An emply string is the default input.

EXTx denoies an oxt: analog input irigger, where x is the channel number. Currently, x must be 0. You can substitute the string EXTERNAL

sasrensecssspiorg dotail***

When Trigges type is 1(analog trigger), 5, or 6, trigger source defaults to 0 for analog input channei 0. The tollowing are valid trigger source valu:
‘n" whete n is an analog input channel number)
*PFI0* (E series only)

| set trigger channal to PFIO (trig1) in this program.

(Ze) trigger level
lovel is the voltage value the analog source must cross for a trigger to occur. You must also specity whether level must be crossed on a leading ¢
with the edge of siope input. The delault input for level is 0.0 V.

GEed) Time to acquire (sec)
Enter time to be acquire.
Program ping freq y by

pling treq = Number of data (inciudes pre-trig) / time to acquire

o,

Page 6 [
Data Acquisition Controller.Vi DaC
05/30/87 01:20 AM

save option

Users can select to save data with time information attached to last column using “time @ first column®.

If this option is selected, program creates a column with equal size as acquired data in which this additional column contains time values gradually increa
according to real period in measurement. This column is attached after las! signal column.

H pre-trig number is set, time will begin with negative values (before time = 0 sec).

Fix point no.
Number of digits 1o the right of the decimal point of saved data.

remots (T: read only one time)

B

y precision -
Number of digits 10 the right of the decimal point of saved data.

y tormat

X precision
Number of digits to the right of the decimal point of saved data.

x format

o ElEl B8 ®

(o limit setting

=] current limit
fos1] acquired dats
Warning
{wn)

signal limits

input kmits Is an array of clusters. Each array element assigns the limits for the channels specified by the coresponding element of channels. If there are
elements in this array than in channels, the VI uses the last array element for the rest of the channels. The input limits array defaults an empty array, wh.
the input limits keep their default settings. Each cluster contains the following parameters.

=] (lcluster]) input limits: an array of clusters, of which each array element specifies the range limits for the channel(s) in the corresponding elemer
channeis array. |f thers are tewer elements in this aray than the number of channeis, the VI uses the last element for the rest of the channels
default inpit is an empty aray, which means the input limits do not change from their default settings. Each cluster contains the following parar

(sgl) high imit: specifies the maximum vollage the board
measures at a particuiar channel.

(3g1) low Nmit: specifies the minimum voltage the board
measures at 8 particular channel.

136
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Data Acquisdion Controfier. V| IDAC I
05/30/97 01:20 AM

[361] high limit (10V)
high kmit specifies the maximum voltage the board measures at a particular channel.

[Sei] low limit (-10V)
low limit specifies the minimum voltage the board measures at a particular channel.

TFee] trigger level
analog chan and level is only used when trigger type is analog trigger.

trigger channel

trigger channel is valid only when trigger type is 1. trigger channel describes the anaiog channel that is the source of the trigger following the syni

described in the Channel Addressing section of Chapter 2, Getling Started with the Dala Acquisition Vis, except for the following cases.

An empty siring tells LabVIEW not to change the trigger source setting. An empty string is the default input.

EXTx denotes an exiemal analog input trigger, where x is the channel number. Currently, x must be 0. You can substitute the string EXTERNAL

- =More detail**=****"

When Triggre type is 1(analog trigger), 5. or 6, trigger source defaults to 0 for analog input channel 0. The following are valid trigger source vaiu
*n" whefe n is an analog input channel number)
“PFI0° (E series only)

| set trigger channel to PFI0 (tng1) in this program.

3EL] trigger level (0 V)
level is the voliage value the analog source must cross for a trigger to occur. You must also specity whether level must be crossed on a leading «
siope with the edge or siope input. The default input for level is 0.0 V.

DAQ emror
error out contains error information. If the error in cluster indicaled an error, the emror out clusier contains the same information. Otherwise, emor out descn

status of this V1.

[TF] status

status is TRUE Hf an error occued. If status is TRUE, this Vi does not perform any operations.

code
777 code is the error code number identitying an error. A value of 0 means no error, a negative value means an error, and a positive value is a wami
Appendix A, Ermor Codes, for a code descnption.

Page 8 [
Data Acquisition Controller. Vi DAC
05/30/97 01:20 AM

GEg source
source shows where an error occurred. The source string is usually the name of the VI that produced the error.
(3] Shonal
Graph Color Code:

{1) Light green color: program is reading data.
‘ {2) Dark blue color: acquired data is plotted on graph.

Users can zoom and re-scaile graph using paletie beiow.

[361] Real time (sec)
Total time used in acquisition.
Geg

\
‘ Real freq (scana/sec)
Sampling trequency used in acquisition.
N .
=
<
N
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2
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=
<
§
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Data Acquistion Controller. Vi
05/30/97 01:20 AM

T

[Progran -ncnp-o}]

Data Acquisition Controller.V|
05/30/97 01:20 AM

Y,
f Wi
§ forman 90} Sowll e
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Data Acquisttion Controller.VI
05/30/97 01:20 AM
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A
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Data Acquisition Controller. VI
05/30/97 01:20 AM

16000 | (8000 |

4 True p-

Now displaying the acquwed data
*Save 1o fle” for Dala saving
*Show graph® for Dsplay data

Now displayng the acquwred data
"Re-acquinng” for New acquesbon
"Stop program® 1o Qust the program

o lotatetedetateracaiabeinsosaiotosaiainie

1- 4Faisep’

on——
Saving data ; —
B
Watning

jedeBajuistanstaselotodsteioiodatalataicsuioduiolaioisiotofatatolotngototatotedennl
Fd Troe b p— L FES—
4 True p 4Faisep

fage 11—
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VKUALIZATION &

VIERATION

Data Acquisttion Controller VI
05/30/97 01:20 AM

pioresafotalatasatataisreratete ocorozeiot ) Ruatesecere ataressresotate e aretata ace

4 True p- I

HOE !

| Data Monstor with PS (ver 2.2 5). v

a

jeteletese jofeiaveialasete.oiotesnteia ajaralaljeloiofocoragatondarajadugaiatiatotages

Data Acquisition Controller.Vi

05/30/97 01:20 AM
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VIpRATION

Data Acquisition Controlier.V|
05/30/97 01:20 AM

o True p-
] Tma__}— (e
( Chais 90040 total no
) J '
|
p— ——
0 2990 or siopc — |
T 0 ] |
hmit setur]
T,

Data Acquisition Controller. VI

05/30/97 01:20 AM
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% e o True - =
The data size = 100 large  Plotng
-1 Iw-vhmycmmmcryum o

dFaisep
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Data Acquisition Controller.VI
05/30/97 01:20 AM

(Troe
g]
=]
Warning

o
3]

M

|
=]

data sze s t00 large. Plofting graph may cause

A I::‘muylﬁ.u Press CAPTURE 1o get the data.

Warning

Press “Capture data® to get the data.

Data Acquisition Controller.VI
05/30/97 01:20 AM

rage 22 | —
=

Page 23 .
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VIBRATION

Data Acquisition Controller.V!
05/30/97 01:20 AM

Data Acquisition Controller. VI
05/30/97 01:20 AM
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% mﬁ—' Y Format & Precision|
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Page 1 22{1

Data Monitor with PS (ver 2.2 s).vi
05/30/97 02:26 AM

Data Monitor with PS (ver 2.2 s).vi
05/30/97 02:26 AM

|
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Page 3 [Z—E

Data Monitor with PS (ver 2.2 s).vi
05/30/97 02:26 AM
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VIBLATION

grp_ord.vi
05/30/97 01:24 AM
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Signal Processor.VI | SP |
05/30/97 01:38 AM

‘1\II:ILJ Proveswor Program
X Control & Mechatronics Lab
gnu S A Spienak - Omegon St §

R g e

3

{Data Mloname |3, Designed by Thanat Jtpraphai  Feb 97

Page 2
Signal Processor. VI SP
05/30/97 01:29 AM
jozeTevacases -

13 represent data n mecrount?
0 no conven
1 convent to mecrount

. 15 oftset noex

fegetalal jejadegs sdal 100000008000t 140005080 008000icdnlototatoisdodniose niosninaelod 17:DA09

19 DAQ regn wrvts (vorts|
20" DAQ iow wrwes (vorts)
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Signal Processor.VI SP
05/30/97 01:29 AM
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Signal Processor.V1
05/30/97 01:29 AM

I

{Aftach signal wmes

—85-9

Signal Processor.VI
05/30/97 01:29 AM
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Signal Processor.V!
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Signal Processor.VI
05/30/97 01:29 AM

VIBRATION  VEUALIZATION (7]
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Signal Processor.VI
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oo

rage 15 |

Signal Processor.V!
05/30/97 01:29 AM
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VIBRATION

Processing All Data 2.VI

Signal Processing (Filters
\Integration) ii.VI
e .

datanote
[oBe]

Signal Processing (Filters & Integration) ii.VI

05/30/97 01:44 AM

nout deta

[ Tre

[se]

processed data

1080 oUododogniosases

processed cata
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rage 1 |(alc
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VISUALIZA TION

JIERATION

Signal Processing (Filters & Integration) ii.V]
05/30/97 01:44 AM
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4 True '
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Signal Processing (Filters & Integration) ii.VI
05/30/97 01:44 AM
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vige A TioN

Signal Processing (Filters & Integration) ii.V!
05/30/97 01:44 AM
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VipeATION VISUALIZATION 22

Datanote Changing 3.vi
05/30/97 01:32 AM

i Filter Controls
|

selection

onginal selection
]
Filter type

oAQ T Paramaeters
tor oo ] ||
ekt onginal Fugh type

onginal sensor type
location O data

= =

no data =

10.0000 ECHV' pass - ]
original low her type
0.00 High pass | ]
passband  stopband pressed1i
order  NPpie(dB)  attenuation(dB) m
] changeetiet
ongmal  onginal ongwnal
f ] B B

(mViunit)

pressecd
aunqubu
-

st
fiter 1 integral  fitter 2

Signal Processing Controls

2nd
integral  fiter 3

OF .

;\oooo.oo |
ongnal sampling 0.00
DAQgein 100

3: transducer sensanty (mV/uni)
4: double ntegrate ?

sccording 10 base2 number)
13: represent data n micrount?
0: no convert
1: convert to mecrount
14: inverse signal dwection?
02 no nverse
1: inverse
15: offset ndex
16: offset length
17: DAQ gain
18: Filter sedection
0: Eliptic fiRer
1: Butterworth fller
19: DAQ hegh limets (vorts)
20: DAQ low limas (volts)

Datanote Changing 3.vi
05/30/97 01:32 AM

s e |
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Datanote Changing 3.vi
05/30/97 01:32 AM

Datanote Changing 3.vi
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Graph Plotting Preparation. VI
05/30/97 01:34 AM

Page 2 Qtr|
Graph Plotting Preparation. V! |
05/30/97 01:34 AM
Procsgsed data
[sei]
Onginal data }
[sc1)

l Graph 4 amd qrphz ane it L

<) _
ol o]
JAuto Power Spectrum.vi graph 1| . grapnﬁzﬁ
| . oeunoo— 5 @
\ “_‘ <3 ——]
graph 1 mode [S—r graph 2 mode
m— | €n
<r e et
N sampling freq |
08L -
z 0 —p>—— 1 ‘
S x axis #1 |
: oa— ‘ |
3 ‘
5 [
% 1.00 — .
= _ s
2 T RELS

auto Power Spectrum.vi

VIERA TION
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/IBEA TION

rage | |12
Read From Spreadsheet File (w. pattern).vi T
05/30/97 01:42 AM
Page 2
Read From Spreadsheet File (w. pattern).vi g'é'
05/30/97 01:42 AM
pattem
Ged new file path (Not A Path if cancelled)

Iorrnal (% 3N

all rows

file path (dialog if empty) [“ll

Spreadshoot String to Array

number of rows (all -1) [E

~Start of read offset @
(chars..0)

@_ [sct]

———|Read Lines From File (w. panom) vi =2 first row
[E'—'L Type [empty)|
. 0] -
[max characters/row] (no limit:0) transpose (no:F)
instructions 3F] EoF?

Spreadsheet String to Array requires that columns are separated with tab characters and rows are terminated with EO!
characters. If your spreadsheet string uses ditferent separators or terminators, use the Search Sting and Replace VI | m th
examples/general/strnings.|Ib library (or something equivalent) at the output of Read Lines From File to modify the stnng |

A
Also, Spreadsheet String to Array produces a square array whose number the columns equals the maximum number a

olur
of the rows that are read. Lines of text are converted to rows of zeros, although numbers within the text are coverted 1 umt
if property separated. . -
You can modify a copy of this VI to retum the file contents into arrays of strings by cnanglng all rows, first row. and tyg : (em

arrays to string arrays and by setting the format to °es.
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VIBRATION

Read Lines From File (w. pattern).vi
05/30/97 01:46 AM

Page 1 E,ocu

&5
> L

h\tO)

A adai 3,

AT

[
%

mm;;c; (Not A Path f cancelled)

<0p

read entire file

file size

41
read zero lines.

Read Lines From File (w. pattern).vi
05/30/97 01:46 AM

start of read offset (chars..0)

new file path (Not A Path if cancelled) [132

pos mode (rel. to begin)

0

pattern 42>
prompt Abc read one or more lines
SE—
ead line|
Ye pam [dislogemply) | o m ‘Read File+ (string) vi

convert eol? (no:F)

(ibc] line string!

type of dialog (continue or
stop message)

Read File+ (string).vi- 2 General Error Handler vi

Mark-allorioad

iy

R |

== error
prompt Open File+ vi

Choose file to read.

[max characters per line] (no limit:0)

037]

= "status |
status

find last end of line_

Close File+ vil

WI'SZ; mark after read (chars.)

Kmbe‘r o‘i hﬁEs (alim

The read subV! inside the While Loop searches for the last end-of-line, but does not retum any data. Once that location is 'out_i_ the
read subVI outside the loop reads the entire string. This method is faster for a large number of lines, because it does not requl §the
of a stnng concatentation function in the loop and its associated memory suffling, but this method is siower for a few lines !

Page 2 [[abc’
2
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vIBFATTION

Page | | —
Generalized Coordinate Calculator.VI |GCC|

Data filename D:ATHOMAS\THANAT. TMPADATA\CENTZA.VIZ

Systemanio filename °, D:ATHOMAS\THANAT. TMP\DATA\JFC20-8C.CTR
) n X direction (rad)

Channel assignment nc: Distance in X direction (mm) s
&' 08 48000 v 187€-9
anmmom,“ 2 v 984 €40
Comer0 i Y direction @ channel & 3 sesbvemsin’y demeecon 0 in ¥ arecvon (rad)
a i A
From e Writa 10 flle Comero in 2 diackicn@.chaivel vy 4 4 169 92600€ 40 v0 22189
\ A V¥V s Comer1 in X direction @ channel y 5 9
T & . & rz: Distance in Z dicection (mm) 0 Z awection (rad)
Systeminfo input b 4 22.09800€+0 $0 LissiE2
8 a500 Comer2 in Y dwection @ channel § 7 sze 1 N
%0 M ‘ Comer2 in Z direction @ channel 5 8 $0 2048 1 S
Y ° Comer3 in X direction @ channel : 9 suze 2
30 1.00 A
0 Comerd in Y direction @ channel 5 10 ¥O & 2048
Data input wm coordinate output
20 4000 4000 4000 4000 5000 4000 5000 000 $0  1327E-1: 8.57E-12 -147.85E 1.87€.9 -221E9 -1848IE
0
Y0 4000 4000 4000 4000 4000 Aoc0 4000 Ao PO S TIET B59E12 0TOE IMES 44263 466.32€
000 000  $000 5000 5000 000 5000 5000 445€-12 -504 64E- -533.19€- 5.91E-9 -6.08E-9 -837 84E
4000 4000 4000 4000 4000 4000 4000 4000 -14.31E-1 -10.35E-1 -730.25E- 7.97E-9 -7.48€-9 -1.31E-9
$000 5000 4000 5000 4000 §000 5000  $000 41.96E-1 -15.16E-1 -934 9SE- 10.25E-9 -8.49€-9 -1.88E-9
5000 5000 4000 5000 4000 4000 5000 5000 -78.78E-1 -19.18E-1 -1.15E-9 12.55E-9 -9.01E-9 -2.51E-9
A T A A oA A
v 0.00 v 0.00 v 0.00 5 0.00 3000 ;o_oo $0.00 $000 121 67E- -27.01E-1 -1.36E-9 14.66E-9 -9.05€-9 -3.20E-9
Page 2
Generalized Coordinate Calculator.V| GC
05/30/97 02:10 AM
FOEOT Aok el 1 (1)

AOOONOOoOOOoaoIoooaoc

Al -
0
| o=
| —1es
b‘ e
> i [>
0.001 T |
| | i
i o] =
X0 We((AZ)- AZOV(2" Ry 1) H(AY3-AYOV(2RZ)): W4 X7 & (ex1] 8
B Wy (A AxOV(2"R23)H(AZ2-AZOV(2 Rx2)); I
——aAy0 WIu((Av2-AyOV(2"Rx2){((Ax1-AxOV(2°RY1)): " 2
i Wy EED-¢ x1] g,
! L

Wa-FXT)-#——— [tx1] B0

159



VISUALIZATION 2.3

VIBEATION

Generalized Coordinate Calculator. VI
05/30/97 02:10 AM

From file

Systemanto flename |

Tre=e.®

|
O o stomisfo

Inc Distance n X direction (mm)

(380

ry: Distance n Y dwecton (mm)

1848 81810 :0.010-810:8: 038585844

Dislomers befmam sevsory.
(Patform's dimensims)

L)

Generalized Coordinate Calculator VI
05/30/97 02:10 AM

AFasepy

jodadeseintatotededsisetotodnast

4Faise -
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Generalized Coordinate Calculator. V1
05/30/97 02:10 AM

Generalized Coordinate Calculator.V!
05/30/97 02:10 AM
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VIBRATION

Page 1
3-D Animation Generator.Vi
05/30/97 01:14 AM

100 20E0 1000€«0 200060 00E-0 €O

Symmrerte arame 3, DATHOMASI THANAT TMOATAFCI04C CTR
v |
]

@t woxEs wooE) ‘0Es 1w |

e B
- w8

Page 2
3-D Animation Generator.VI
05/30/97 01:14 AM
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VIBRATION \ISUALIZATIGN 3|

3-D Animation Generator.VI
05/30/97 01.14 AM

P e p

3-D Animation Generator.V!
05/30/97 01:14 AM
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VISUALIZATION 32

VIBRATION

3-D Animation Generator.Vi

05/30/97 01:14 AM

B8 ()

3-D Animation Generator.V!
05/30/97 01:14 AM
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165

rage | )
Changing coordinate using transformation Kﬂ

05/30/97 01:33 AM

= ARE .
New Cordinate Array © specified

i e e Rt

Page 2
Changing coordinate using transformation

05/30/97 01:33 AM

n degrea (oMerad)

|[New Cordwnate Array @ soeched ocanon

o8otatate aBol: oSesutsicdasadad o | jodo000sssassotsinisteiedotagetototniototatotatoistnd

s teteteteolatatolelolatedeboleta o PERNTotodolotosadolosaisbotosctoletotolodoyobodotsl
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Changing coordinate using transformation

05/30/97 01:33 AM

Changing coordinate using transformation

05/30/97 01:33 AM

A x B Matnx OperiA x B Matnx OperatcA 1 B Matnx Operabon w

8 s TAaf : By

—
l* - e s | & 37 e { ]

L
STE e e mss mrest 8:osisvarassete srecs's e e Is sieie's s s s sssassssceecce...

R
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VIBEATION

Center reference for gen-dimension2 .vi
05/30/97 01:31 AM

Center relerence for gen-dimension2 .vi
05/30/97 01:31 AM

Plate dimension

NeEWN=O

: L pos ()
L neg (i)
- W pos (j)
: W neg ()
: H pos (k)
: H neg (k)

® [ TR

O

(os1])

OO

Dynamo Gen-dimem

O

jognio@st

Page 1 g!
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Center reference for gen-dimension2 .vi
05/30/97 01:31 AM

in;otndstelsieishnin.arein e ais

imrsin‘ecevaistedogeiovaisdeiniaiataten

T e O R TR OO T

Center reference for gen-dimension2 .vi
05/30/97 01:31 AM

Reference Gen-dimemsiox
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YeRsfeisisieteisguisdapeiocaynininfisie |
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VIBRATION NISUALIZATION 37

Top-comer reference for gen-dimension 2 .vi

05/30/97 01:48 AM

Top-comer reference for gen-dimension 2 .vi

05/30/97 01:48 AM

Plate dimension
0: L pos (i)
1: L neg (i)
2: W pos ()
3: W neg ())
4: H pos (k)
5: H neg (k)

=)

i 5 Sk . hd|
unit factor (1000)

Dynamo Gen-dim

|

[os1]

e

leisguioisjugoguisisicioisivioiclisisivisgeintsticiciulvislinfaislisfogoisicy

Page 1 %_—
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/IBEATIDN

Top-comer reference for gen-dimension 2 .vi
05/30/97 01:48 AM

Top-comer reference for gen-dimension 2 .vi
05/30/97 01:48 AM

[oBL]

{
i

Reference

julisfogsgsisialisisinisisisinisicsdsinininioinisgsiniefatngaisingalsiugais
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Page 1 T
Center reference for dynamometer.vi
05/30/97 01:22 AM

Page 2
Center reference for dynamometer.vi
05/30/97 01:22 AM

&mﬁslof Dlmensnon}
Plate dimension @.{ T i

L pos ()
L neg ()

=t b
pos .
H neg (k)

| Dynamo Gen-dim(

] >__. (o8]

et

DhWN=2O

Dynamometer Dimension
—_— _I

Base Dimension

Reference Dimension

WA)ALIZATION 39
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Center reference for dynamometer.vi

05/30/97 01:22 AM

Base Gen-dime
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