Let $G$ be a finite group, $G_2$ be a Sylow 2-subgroup of $G$, and $L/K$ be a $G$-Galois extension. We study the trace form $q_{L/K}$ of $L/K$ and the question of existence of a self-dual normal basis. Our main results are as follows:

1. If $G_2$ is not abelian and $K$ contains certain roots of unity then $q_{L/K}$ is hyperbolic over $K$.

2. If $G$ has a subgroup of index 2 then $L/K$ has no orthogonal normal basis for any $G$-Galois extension $L/K$.

3. If $G$ has even order and $G_2$ is abelian then $L/K$ does not have an orthogonal normal basis, for some $G$-Galois extension $L/K$.

We also give an explicit construction of a self-dual normal basis for an odd degree abelian extension $L/K$, provided $K$ contains certain roots of unity, and study the generalized trace form for an abelian group $G$. 
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1. INTRODUCTION

Let \( L \) be a finite Galois extension of \( K \) with Galois group \( G \). Unless otherwise specified, we will assume that \( K \) contains a primitive 4th root of unity; in particular, \( \text{char} (K) \neq 2 \). The trace form \( q_{L/K} : L \times L \rightarrow K \) is the nonsingular quadratic form given by \( x \mapsto \text{tr}_{L/K}(x^2) \).

In this thesis we will be concerned with the following two general questions:

**Question 1.1.** Given a finite group \( G \), which quadratic forms over \( K \) are trace forms of \( G \)-Galois extensions \( L/K \)?

**Question 1.2.** Which Galois extensions \( L/K \) have a self-dual normal basis, i.e., a normal basis \( e_1, \ldots, e_n \), such that \( \text{tr}(e_ie_j) = 1 \) if \( i = j \) and 0 if \( i \neq j \)?

Question 1.1 was studied in the mid-19th century; in particular, Sylvester [30], Jacobi [16], and Hermite [11], [12] independently proved that the number of real roots of a polynomial \( p(x) \in \mathbb{R}[x] \) equals the signature of the trace form of the Galois algebra \( \mathbb{R}[x]/(p(x)) \); cf. [6, Preface] or [3, Section 1]. There has been a resurgence of interest in this topic at the end of the twentieth century, due in part, to an influential paper of Serre [28], relating the trace form to the extension problem in inverse Galois theory. For a survey of this topic and an extensive bibliography, see Bayer-Fluckiger [3]. Much of the work in this area was done in the case where \( K \) is a number field; for a survey of these results see [6] or [3, Section 6.3].

In spite of all this activity, Question 1.1, in its full generality remains open: a complete answer is not even known in the case where \( G \) is the cyclic group
of order 16; see [7, p. 222]. Our main result shows that the situation simplifies considerably if we require $K$ to contain certain roots of unity.

**Theorem 1.3.** Let $L/K$ be a $G$-Galois extension and let $G_2$ be a Sylow 2-subgroup of $G$. Assume

(a) $G_2$ is not abelian, and

(b) $K$ contains a primitive $e$th root of unity, where $e$ is the minimal value of the exponent of $H$, as $H$ ranges over all non-abelian subgroups of $G_2$.

Then the trace form $q_{L/K}$ is hyperbolic over $K$.

Note that if $G_2$ is an abelian group of rank $r$ and exponent $e$, and $K$ contains a primitive $e$th root of unity then $q_{L/K}$ is an $r$-fold Pfister form over $K$. This form is not always hyperbolic; see Lemma 3.4 or [7, Corollary 2, p. 212].

A proof of Theorem 1.3 was published in [17]. We reproduce it in Section 4, with only one substantive change. The proof of Proposition 4.7 in [17] relies on an old group-theoretic result of Rédei [23], which is actually a bit stronger than what we need. In Section 4 we give a direct proof of the special case we use (Proposition 4.5). This lengthens the argument a bit but makes it more elementary and self-contained.

An example of Serre [17, Example 6.1] shows that condition (b) of Theorem 1.3 cannot be substantially weakened in the following sense: for every $n = 2^i \geq 4$ there exists a non-abelian group $G$ of order $2n$ and exponent $n$, and a $G$-Galois extension $L/K$ such that (i) $K$ contains a primitive root of unity of degree $n/2$ but not one of degree $n$ and (ii) $q_{L/K}$ is not hyperbolic. We reproduce Serre's example at the end of Section 4.

Question 1.2 originated in computational problems and was initially studied in the case where $L$ and $K$ are finite fields; see [20], [21], [27], [14], and [15].
My work in this area was motivated by the following result of Bayer-Fluckiger and Lenstra [4, Theorem 6.1].

**Theorem 1.4.** If $|G|$ is odd then any $G$-Galois extension has a self-dual normal basis.

It is natural to conjecture that the converse is also true, i.e., that for every finite group $G$ of even order, some $G$-Galois extension $L/K$ does not have a self-dual normal basis. A surprising result of Bayer-Fluckiger and Serre [5] asserts that this conjecture is false for $G = \text{SL}_2(\mathbb{Z}/3\mathbb{Z})$, and more generally, any group having property [5, 9.4.1]. (Here, as usual, we assume that $K$ contains a primitive 4th root of unity.) It is not known what other groups have this property. Our main result relating to Question 1.2 shows that the converse to the Bayer-Lenstra theorem does, indeed, hold for many groups of even order:

**Theorem 1.5.** Let $G$ be a finite group of even order.

(a) If $G$ has a subgroup of index 2 then $L/K$ has no orthogonal normal basis for any $G$-Galois extension $L/K$.

(b) If the Sylow 2-subgroup $G_2$ of $G$ is abelian then $L/K$ does not have an orthogonal normal basis for some $G$-Galois extension $L/K$.

Note that Theorem 1.5 rules out “orthogonal” and not just self-dual normal bases. (Elements of an orthogonal basis are mutually orthogonal, but do not necessarily have unit norm with respect to the trace form.) A proof of Theorem 1.5 is given in Section 5. We will also show that $\text{SL}_2(\mathbb{Z}/3\mathbb{Z})$ is the smallest group for which the converse to Theorem 1.4 fails; see Proposition 5.9.

The final section is devoted to the study of the generalized trace form

$$
T_a(x) = \sum_{g \in G} a_g \text{tr}_{L/K}(xg(x)).
$$
Here we assume that $K$ contains a copy of an algebraically closed field $k$, and that $a = (a_g)$ is a $|G|$-tuple of elements of $k$, chosen so that $T_a$ is nonsingular. If $L/K$ has a self-dual normal basis, it is easy to see that $T_a$ is hyperbolic for every $a$. I hope that $T_a$ may present an obstruction to the existence of a self-dual normal basis. In practice I do not know a single case where $T_a$ is not isomorphic to the usual trace form for any $a$. The results of Section 7 should thus be viewed as preliminary; in particular, I will only consider the case where $G$ is abelian.

The rest of this thesis is structured as follows. In Sections 2 and 3 we will review basic facts about quadratic forms and trace forms. Section 4 is devoted to proving Theorem 1.3. In Section 5 we prove Theorem 1.5. In Section 6 we give an explicit construction of a self-dual basis for an odd degree abelian extension $L/K$, provided $K$ has suitable roots of unity. In Section 7, we will study the generalized trace form (1.1) for an abelian group $G$. 
2. PRELIMINARIES

In this section we will establish the basics to be used throughout in this thesis. Our standard reference is [18, The Algebraic Theory of Quadratic Forms]. Throughout this thesis the characteristic of a field $K$ is not equal to 2.

2.1. Bilinear and Quadratic Forms.

Definition 2.1. Let $V$ be a vector space over a field $K$. A bilinear form on $V$ over $K$ is a map

$$B : V \times V \to K$$

such that

$$B(v + v', w) = B(v, w) + B(v', w), \quad B(v, w + w') = B(v, w) + B(v, w'),$$

$$B(cv, w) = cB(v, w) = B(v, cw),$$

for all $v, v', w, w' \in V$ and all $c \in K$. The form $B$ is called symmetric if

$$B(v, w) = B(w, v)$$

for all $v, w \in V$. The pair $(V, B)$ is called a symmetric bilinear space over $K$.

2.2. Gram Matrix.

Let $V$ be a vector space over a field $K$ and let $B = \{e_1, \ldots, e_n\}$ be a basis of $V$. For $v, w \in V$, we have

$$v = \sum_{i=1}^{n} v_i e_i \quad \text{and} \quad w = \sum_{i=1}^{n} w_i e_i.$$
where all $v_i$ and $w_i$ are in $K$. Then
\[
B(v, w) = B\left( \sum_{i=1}^{n} v_i e_i, \sum_{i=1}^{n} w_i e_i \right) = \sum_{i,j=1}^{n} v_i w_j B(e_i, e_j).
\]
Hence
\[
B(v, w) = (v_1, \cdots, v_n) G_r (w_1, \cdots, w_n)^t,
\]
where
\[
G_r = \begin{pmatrix}
B(e_1, e_1) & \cdots & B(e_1, e_n) \\
\vdots & \ddots & \vdots \\
B(e_n, e_1) & \cdots & B(e_n, e_n)
\end{pmatrix},
\]
and $(w_1, \cdots, w_n)^t$ is the transpose of $(w_1, \cdots, w_n)$. We call the matrix $G_r$ the Gram matrix of $B$ in the basis $\{e_1, \cdots, e_n\}$.

**Definition 2.2.** Let $V$ be a vector space over a field $K$. The map $q : V \to K$ is a quadratic form if $q(v) = B(v, v)$, for some symmetric bilinear form $B$.

Note that $B$ can be recovered from $q$ via
\[
B(v, w) = \frac{1}{4} \left( q(v + w) - q(v - w) \right).
\]
Hence we can identify quadratic forms with symmetric bilinear forms. Thus we will call the pair $(V, B)$ or $(V, q)$ a quadratic space over $K$.

### 2.3. Orthogonal Complement.

Let $(V, B)$ be a quadratic space, and let $W \subseteq V$ be a subspace. Then
\[
W^\perp = \{ v \in V | B(v, w) = 0 \text{ for all } w \in W \}
\]
is called the orthogonal complement of $W$. In particular, $V^\perp = \{ v \in V | B(v, v') = 0 \text{ for all } v' \in V \}$ is the orthogonal complement of $V$. 

Note that for each \( v \in V \), \( B \) defines a linear map from \( V \) to \( V^* \) by \( v \mapsto B(v, \cdot) \), where \( V^* \) is the dual space of \( V \). Hence \( \text{Ker} \ B = V^\perp \).

**Definition 2.3.** Let \((V, B)\) be a quadratic space. Then \( B \) is called nonsingular on \( V \) if \( \text{Ker} \ B = (0) \).

Note that throughout this thesis we will assume quadratic forms are nonsingular.

**Definition 2.4.** Let \((V, B), (V', B')\) be quadratic spaces. They are isometric, \( \simeq \), if there exists a linear isomorphism \( \tau : V \rightarrow V' \) such that

\[
B'(\tau(x), \tau(y)) = B(x, y), \quad \text{for all } x, y \in V. 
\]

Note that \( \simeq \) is an equivalence relation.

**Definition 2.5.** Let \((V, q)\) be a quadratic space over a field \( K \). Then the determinant of \( q \) is defined by \( \det q = \det G_r \), where \( G_r \) is the Gram matrix of \( q \).

Note that if two quadratic forms, \( q, q' \), are equivalent, then \( \det q = \det q' \) in \( K^*/(K^*)^2 \).

### 2.4. Change of Bases.

Let \( V \) be a vector space over a field \( K \) and let \( C \in GL(V) \) in a basis \( B \) of \( V \). Then \( B_C(v, w) = B(vC, wC) \) is another symmetric bilinear form equivalent to \( B(v, w) \).

\[
B_C(v, w) = B(vC, wC) = v_B C \cdot G_r \cdot (w_B C)^t = v_B(C \cdot G_r \cdot C^t)w_B^t, 
\]
where $G_r$ is the Gram matrix of $B$ and $G_r' = C \cdot G_r \cdot C^t$ is the Gram matrix of $B_C$.

Note that the rank is preserved because $C$ is invertible and

$$\det G_r' = (\det C) \det G_r (\det C^t) = (\det C)^2 \det G_r,$$

that is, $\det G_r' = \det G_r$ in $K^*/(K^*)^2$.

2.5. Orthogonal Sum.

Let $(V_1, B_1), (V_2, B_2)$ be quadratic spaces. We define $(V, B)$ by $V = V_1 \oplus V_2$ and $B = B_1 \oplus B_2$. Then $(V, B)$ is called the orthogonal sum of $(V_1, B_1)$ and $(V_2, B_2)$ if $B(v_1, v_2) = 0$ for all $v_1 \in V_1$ and $v_2 \in V_2$, and every element of $V$ is uniquely written as $v_1 + v_2$ with $v_1 \in V_1$ and $v_2 \in V_2$.

**Theorem 2.6.** Let $(V, B)$ be a quadratic space over a field $K$ of $\dim V = n$. Then there exists a basis $\{e_1, \ldots, e_n\}$ of $V$ such that $B(e_i, e_j) = 0$ for $i \neq j$.

*Proof.* See [18, Corollary I.2.4].

Note that the Gram matrix of $B$ in this basis is diagonal, i.e.,

$$
\begin{pmatrix}
  d_1 & 0 \\
  \vdots & \ddots \\
  0 & \cdots & d_n
\end{pmatrix},
$$

where the $B(e_j, e_j) = d_j \in K^*$. We abbreviate the quadratic form by $\langle d_1, \ldots, d_n \rangle$. 
2.6. Hyperbolic Spaces and Pfister Forms.

**Definition 2.7.** Let \((V, q)\) be a quadratic space over a field \(K\), and let \(d \in K^*\).
We will say that \(q\) represents \(d\) if there exists \(v \in V\) such that \(q(v) = d\). We denote \(D(q)\) the set of all values in \(K\) represented by \(q\).

**Definition 2.8.** Let \((V, q)\) be a quadratic space over a field \(K\). It is said to be

1. isotropic if \(q(v) = 0\) for some \(v \neq 0 \in V\), where \(v\) is called an isotropic vector.
2. anisotropic if \(q(v) \neq 0\) for all \(v \neq 0 \in V\).
3. totally isotropic if \(q(v) = 0\) for all \(v \in V\).
4. universal if \(D(q) = K\).

**Lemma 2.9.** Let \(a, b \in K^*\), \(\dim V = 2\). \(q \simeq \langle a, b \rangle\) if and only if \(a \in D(q)\) and \(ab = \det q\) in \(K^*/(K^*)^2\).

**Proof.** See [18, Proposition I.5.1].

Note that

\[
\langle a, b \rangle = \langle a, a^2b \rangle = \langle a, a \det q \rangle, \\
\langle a, -a \rangle = \langle 1, -1 \rangle \text{ for all } a \in K^*.
\]

**Theorem 2.10.** Let \((V, q)\) be a 2-dimensional nonsingular quadratic space over a field \(K\). The following four statements are equivalent.

1. \(q\) is isotropic
2. \(\det(q) = -1\) in \(K^*/K^{*2}\).
3. \(q \simeq \langle 1, -1 \rangle\).
4. \(q(x, y) = xy\) in some basis of \(V\).

**Proof.** See [18, Theorem I.3.2].
Definition 2.11. Let \((V, q)\) be a 2-dimensional nonsingular quadratic space over a field \(K\). The \(q\) is said to be hyperbolic if it satisfies one of the four statements of Theorem 2.10. Moreover, \((V, q)\) is called a hyperbolic plane. In general, an orthogonal sum of hyperbolic planes is called a hyperbolic space.

Example 2.12. Let \(K\) be a field and \(a \in K^*\).

\[
q = \langle a, a \rangle \quad \text{is hyperbolic}
\]

if and only if \(a^2 = \det q = -1 \text{ in } K^*/K^{*2}\)

if and only if \(K\) contains a primitive 4th root of unity.

2.7. Kronecker Products of Quadratic Spaces.

Let \((V_1, q_1), (V_2, q_2)\) be quadratic spaces over a field \(K\). We define \((V, q)\) by \(V = V_1 \otimes V_2\) and \(q = q_1 \otimes q_2\). Then \((V, q)\) is called the kronecker product of the quadratic spaces if \(q(v_1 \otimes v_2) = q_1(v_1)q_2(v_2)\), for all \(v_1 \in V_1\) and \(v_2 \in V_2\). In particular, if \(q_1 = \langle a_1, \ldots, a_n \rangle\) and \(q_2 = \langle b_1, \ldots, b_m \rangle\) then

\[
q = \langle a_1 b_1, a_1 b_2, \ldots, a_1 b_m, a_2 b_1, \ldots, a_n b_1, \ldots, a_n b_m \rangle.
\]

Definition 2.13. Let \(a_1, \ldots, a_n \in K^*\). Suppose \(K\) does not contains a primitive 4th root of unity. We write \(\langle (a_1, \ldots, a_n) \rangle\) to denote the \(2^n\)-dimensional form \(\otimes_{i=1}^{n} \langle 1, -a_i \rangle\) called the \(n\)-fold Pfister form.

Note that if \(K\) contains a primitive 4th root of unity, then the \(n\)-fold Pfister form is equivalent to \(\otimes_{i=1}^{n} \langle 1, a_i \rangle\).

Remark 2.14. A 0-fold Pfister form, by convention, taken to be \(\langle 1 \rangle\). A 1-fold Pfister form Pfister form \(\langle (a) \rangle = \langle 1, a \rangle\). Suppose \(K\) does not have a primitive
4th root of unity. If some \(a_i\) is 1, then \(\langle a_1, \ldots, a_n \rangle\) becomes hyperbolic. Also, 
\[\langle -1, a_2, \ldots, a_n \rangle = 2\langle a_2, \ldots, a_n \rangle.\]

Note that if \(K\) contains a primitive 4th root of unity then the form is hyperbolic whenever \(a_i = 1\) or \(-1\), for some \(i\).

2.8. Witt Rings.

Let \(M(K)\) be a set of all equivalent classes of finite dimensional nonsingular quadratic forms over a field \(K\). Then \((M(K), \oplus, \otimes)\) will be a semi-ring.

We define a relation \(\sim\) on \(M(K) \times M(K)/\sim\) by

\[(q_1, q_2) \sim (q_1', q_2') \iff q_1 \oplus q_2' = q_1' \oplus q_2 \in M(K).\]

Denote \((q_1, q_2)\) by \(q_1 - q_2\). Then we have

\[WG(K) = \{q_1 - q_2 | q_1, q_2 \in M(K)\},\]

which consists of all equivalent classes. Then \((WG(K), \oplus, \otimes)\) forms a ring.

**Definition 2.15.** We call \(WG(K)\) the Witt-Grothendieck ring.

We define the ring homomorphism

\[\dim : WG(K) \to \mathbb{Z}\]

by \(q_1 - q_2 \mapsto \dim q_1 - \dim q_2\).

**Lemma 2.16.** \(\mathbb{Z}(1, -1) = \{n(1, -1) | n \in \mathbb{Z}\}\) is an ideal of \(WG(K)\).

**Proof.** See [18, Corollary I.6.1].

**Definition 2.17.** The \(W(K) = WG(K)/\mathbb{Z}(1, -1)\) is called the Witt ring of \(K\).
3. PRELIMINARIES ON TRACE FORMS

Let $L/K$ be a field extension and let $a \in L^\ast$. We shall denote the scaled trace form $x \mapsto \text{tr}_{L/K}(ax^2)$ by $q_{L/K}^a$. In particular, $q_{L/K}^1 = q_{L/K}$ is the usual trace form of $L/K$ defined at the beginning of the Introduction.

3.1. Subextensions.

Recall that if $F \subset K \subset L$ is a tower of finite field extensions then

$$\text{tr}_{L/F}(c) = \text{tr}_{K/F}(\text{tr}_{L/K}(c))$$

for any $c \in L$.

**Lemma 3.1.** Let $L/K$ and $K/F$ be finite field extensions of degrees $n$ and $m$ respectively. Suppose $q_{L/K} = (a_1, \ldots, a_n)$. Then

(a) $q_{L/F} = q_{K/F}^a \oplus \cdots \oplus q_{K/F}^a$.

(b) If every $a_i$ lies in $F$ then $q_{L/F} = (a_1, \ldots, a_n) \otimes q_{K/F}$.

(c) If $q_{L/K}$ is hyperbolic over $K$ then $q_{L/F}$ is hyperbolic over $F$.

(d) Suppose $q_{L/K} = q_{L'/K}$ in $W(K)$ for a finite field extension $L'/K$. Then $q_{L/F} = q_{L'/F}$ in $W(F)$.

**Proof.** (a) Suppose $q_{L/K} = (a_1, \ldots, a_n)$ in the $K$-basis $v_1, \ldots, v_n$ of $L$. Then $L = Kv_1 \oplus \cdots \oplus Kv_n$ as an $F$-vector space. One easily checks that $Kv_i \perp Kv_j$ with respect to $q_{L/F}$ for any $i \neq j$. Indeed, let $\alpha = xv_i, \beta = yv_j$ for some $x, y \in K$. Then for any $i \neq j$.

$$\text{tr}_{L/F}(\alpha \beta) = \text{tr}_{K/F}(\text{tr}_{L/K}(\alpha \beta)) = \text{tr}_{K/F}(xy \text{tr}_{L/K}(v_i v_j)) = 0,$$
since \( \text{tr}_{L/K}(v_i v_j) = 0 \), for any \( i \neq j \). Moreover, \( q_{L/F} = q_{K/F}^{a_i} \) on \( K v_i \). Indeed, let \( \alpha = x v_i \) for some \( x \in K \). Then

\[
q_{L/F}(\alpha) = \text{tr}_{L/F}(\alpha^2) = \text{tr}_{K/F}(\text{tr}_{L/K}(\alpha^2)) = \text{tr}_{K/F}(a_i x^2) = q_{K/F}^{a_i}(x).
\]

Hence part (a) follows.

(b) If \( a_i \in F \) then for any \( x \in K \), \( q_{K/F}^{a_i}(x) = \text{tr}_{K/F}(a_i x^2) = (a_i) \otimes q_{K/F}(x) \).

The desired equality is now an immediate consequence of part (a).

(c) follows from (b), since \( 0 \otimes q_{K/F} = 0 \) in \( W(F) \).

(d) Since \( q_{L/K} \) and \( q_{L'/K} \) are Witt-equivalent, we may assume that \( q_{L/K} = \langle a_1, \ldots, a_n \rangle \) and \( q_{L'/K} = \langle a_1, \ldots, a_n \rangle \oplus m(1, -1) \). Then by part (b)

\[
q_{L'/F} = q_{K/F}^{a_1} \oplus \cdots \oplus q_{K/F}^{a_n} \oplus m(q_{K/F} \oplus q_{K/F}^{-1})
\]

\[
= q_{L/F} \oplus m(1, -1) \otimes q_{K/F}.
\]

Since \( \langle 1, -1 \rangle = 0 \) in \( W(F) \), part (d) follows.

\[\square\]

3.2. Cyclic extensions.

**Lemma 3.2.** Let \( K \) be a field containing a primitive \( n \)th root of unity and suppose \( L = K(\sqrt[n]{a}) \) is a cyclic extension of \( K \) of degree \( n \) for some \( a \in K \). Then

\[
q_{L/K} = \begin{cases} 
\langle n, na \rangle & \text{if } n \text{ even} \\
\langle n \rangle & \text{if } n \text{ odd}
\end{cases}
\]

in \( W(K) \).
\begin{proof}
Let $G = \langle \sigma \rangle$ for $L/K$, $\zeta_n$ be a primitive $n$th root of unity, and let $x = \sqrt[n]{a}$. Since $\sigma(x) = \zeta_n x$, we have
\[
\text{tr}_{L/K}(x^i) = \begin{cases} 
0 & \text{if } i = 1, 2, \ldots, n - 1 \\
n & \text{if } i = 0.
\end{cases}
\]

Suppose $n$ is even. An easy computation in the basis $1, x, \ldots, x^{n-1}$ shows that $q_{L/K} = \langle n, na \rangle$ on $\text{Span}_K\{1, x^{n/2}\}$ and is hyperbolic on $\text{Span}_K\{x^i, x^{n-i}\}$ for every $i = 1, \ldots, \frac{n}{2} - 1$. Thus $q_{L/K} = \langle n, na \rangle$ in $W(K)$. Now suppose $n$ is odd. Similarly, $q_{L/K} = \langle n \rangle$ on $\text{Span}_K\{1\}$ and is hyperbolic on $\text{Span}_K\{x^i, x^{n-i}\}$ for every $i = 1, \ldots, \frac{n-1}{2}$. Thus $q_{L/K} = \langle n \rangle$ in $W(K)$, as desired. \qed

\section{3.3. Abelian extensions.}

\begin{lemma}
Let $G = \mathbb{Z}/n_1\mathbb{Z} \times \cdots \times \mathbb{Z}/n_r\mathbb{Z}$ be an abelian 2-group (here every $n_i \geq 2$ is a power of 2), $n = \max(n_1, \ldots, n_r)$ be the exponent of $G$, $K$ be a field containing a primitive $n$th root of unity, and let $L = K(\sqrt[n_1]{a_1}, \ldots, \sqrt[n_r]{a_r})$ be a $G$-Galois extension for some $a_1, \ldots, a_r \in K$. Then $q_{L/K} = \langle |G| \rangle \otimes \langle \langle a_1, \ldots, a_r \rangle \rangle$ in $W(K)$.
\end{lemma}

\begin{proof}
It is sufficient to consider the case where $G$ is cyclic (i.e., $r = 1$ and $n_1 = n = |G|$); the general case will then follow from Lemma 3.1(c) and Lemma 3.2 by induction on $r$. Hence we have
\[
\langle n_1, n_1a_1 \rangle \otimes \cdots \otimes \langle n_r, n_ra_r \rangle = \langle n_1 \cdots n_r \rangle \otimes \langle 1, a_1 \rangle \otimes \cdots \otimes \langle 1, a_r \rangle = \langle |G| \rangle \otimes \langle \langle a_1, \cdots, a_r \rangle \rangle,
\]
as desired. \qed

Lemma 3.4. Let $G = \mathbb{Z}/n_1\mathbb{Z} \times \cdots \times \mathbb{Z}/n_r\mathbb{Z}$ be an abelian 2-group, $K = k(a_1, \ldots, a_r)$, and $L = k(\sqrt[2]{a_1}, \ldots, \sqrt[2]{a_r})$, where $k$ is a field containing suitable roots of unity and $a_1, \ldots, a_r$ are algebraically independent variables over $k$. Then $q_{L/K}$ is not hyperbolic over $K$.

Proof. Lemma 3.3 showed that $q_{L/K} = \langle |G| \rangle \otimes \langle (a_1, \ldots, a_r) \rangle$. The desired conclusion follows from [22, Example 8.1.2(6)]. \qed

3.4. Extensions of degree 2.

Lemma 3.5. Let $L = K(\sqrt{b})$ be a quadratic field extension for some $b \in K$ and let $a \in L^*$. Then

(a) If $\text{tr}(a) = 0$ then $q_{L/K}^a$ is hyperbolic over $K$.

(b) If $\text{tr}(a) \neq 0$ then $q_{L/K}^a = \langle \text{tr}(a) \rangle \otimes <1, n(a)b>$.  

Here $\text{tr}(a)$ and $n(a)$ denote the trace and the norm of $a$ in $L/K$.

Proof. (a) Note that $q_{L/K}^a(1) = \text{tr}(a) = 0$. Part (a) now follows from the fact that a 2-dimensional nonsingular form is hyperbolic iff it is isotropic by Theorem 2.10.

(b) Let $c = \sqrt{b}$, i.e., $c \in L$ such that $c^2 = b$. The non-trivial element of $\text{Gal}(L/K) \simeq \mathbb{Z}/2\mathbb{Z}$ is given by $x + yc = x - yc$ for any $x, y \in K$, and $c\bar{c} = -c^2 = -b$.

Recall that any nonsingular 2-dimensional quadratic form $q$ can be written as $q = \langle v \rangle \otimes <1, \det(q)>$, where $v \in K^*$ is a value assumed by $q$; see, e.g., Lemma 2.9 or [18, Proposition 1.5.1]. Since $q_{L/K}^a(1) = \text{tr}(a)$, we can take $v = \text{tr}(a)$.

The Gram matrix of $q_{L/K}^a$ in the basis $\{1, c\}$ is

$$
\begin{pmatrix}
a + \bar{a} & ac + \bar{a}c \\
ac + \bar{a}c & b(a + \bar{a})
\end{pmatrix}.
$$
Computing the determinant of this matrix, we find that \( \det(q) = 2ba\bar{a} - 2c\bar{c}a\bar{a} = 4ba\bar{a} = bn(a) \) in \((K^*)^2/(K^*)^2\), and the lemma follows.

\[\square\]

3.5. Linear representations.

**Lemma 3.6.** Let \( V \) and \( V' \) be faithful linear representations of a finite group \( G \) over a field \( k \) and let \( L = k(V) \), \( K = L^G \), \( L' = k(V') \) and \( K' = L'^G \). If \( q_{L/K} \) is hyperbolic then so is \( q_{L'/K'} \).

**Proof.** Let \( n = \dim_k(V) \), \( n' = \dim_k(V') \) and let \( s_1, \ldots, s_n, t_1, \ldots, t_{n'} \) be independent variables. By the no-name lemma (see, e.g., [29, Appendix 3]), \( L(t) \cong L'(s) \) as \( G \)-fields, where \( G \) acts trivially on the variables \( s = (s_1, \ldots, s_n) \) and \( t = (t_1, \ldots, t_{n'}) \). Thus \( q_{L(t)/K(t)} = q_{L'(s)/K'(s)} \) is hyperbolic over \( K(t) = K'(s) \). The desired result now follows from the fact that the natural map \( W(K') \to W(K'(s)) \) is injective; see [18, Lemma IX.1.1]. \(\square\)

**Proposition 3.7.** Let \( V \) be a finite-dimensional faithful linear representation of a finite group \( G \) over a field \( k \). If \( q_{k(V)/k(V)^G} \) is hyperbolic then so is \( q_{L/K} \), for any \( G \)-Galois algebra (and, in particular, any \( G \)-Galois field extension) \( L/K \), where \( K \) contains \( k \).

**Proof.** By Lemma 3.6, we may assume that \( V = V_{\text{reg}} \cong k[G] \) is the regular representation of \( G \). Let \( t = (t_1, \ldots, t_n) \) be an \( n \)-tuple of independent variables, where \( n = |G| \). By [24, Theorem 4.2] there exists an element \( a \in L(t) \) whose \( n \) conjugates \( g(a) \) are algebraically independent over \( k \). Then \( F = k(g(a) \mid g \in G) \) is isomorphic to \( k(V) \) as a \( G \)-field. Thus \( q_{F/F^G} = q_{k(V)/k(V)^G} \) is hyperbolic over \( F^G \) and hence, \( q_{L(t)/K(t)} \) is hyperbolic over \( K(t) \). This implies that \( q_{L/K} \) is hyperbolic over \( K \) (cf. [18, Lemma IX.1.1]), as claimed. \(\square\)
4. Proof of Theorem 1.3

**Definition 4.1.** Let $G$ be a 2-group of exponent $d$. We shall say that $G$ has property (*) if for every $G$-Galois extension $L/K$ such that $K$ contains a primitive $d$th root of unity, the trace form $q_{L/K}$ is hyperbolic.

**Reduction 4.2.** In order to prove Theorem 1.3 it is sufficient to show that every non-abelian 2-group $G$ has property (*).

*Proof.* Indeed, by Lemma 3.4, no abelian 2-group $G$ has property(*). Now, let $G$, $e$ and $L/K$ be as in Theorem 1.3, and let $H$ be a non-abelian subgroup of $G_2$ of exponent $e$. Consider the intermediate extension $K \subset L^H \subset L$. Since $K$ (and thus $L^H$) contains a primitive $e$th root of unity, and we are assuming $H$ has property (*), $q_{L/L^H}$ is hyperbolic. Now, by Lemma 3.1(c) $q_{L/K}$ is hyperbolic as well.

**Proposition 4.3.** Let $G$ be a 2-group and let $H$ be a subgroup of $G$.

(a) If $H$ has property (*) then so does $G$.

(b) Suppose $H = \langle r \rangle$ is cyclic. Assume a proper subgroup $H_0$ of $H$ is normal in $G$. If $G/H_0$ has property (*) then so does $G$.

*Proof.* Let $d$ be the exponent of $G$ and let $L/K$ be a $G$-Galois extension, and $\zeta_d \in K$. We want to show that $q_{L/K} = 0$ in $W(K)$.

(a) Consider the intermediate extension $K \subset L^H \subset L$. Since the exponent of $H$ is $\leq d$ and $\zeta_d \in K \subset L^H$, our assumption on $H$ implies that $q_{L/L^H}$ is hyperbolic over $L^H$. Now Lemma 3.1(c) tells us that $q_{L/K}$ is hyperbolic over $K$, as desired.
Suppose $H = \langle r \rangle$ is of order $n$ and $H_0 = \langle r^{n/m} \rangle$ is of order $m$, where $m$ and $n$ are powers of 2. Since $H_0 \neq H$, we may assume $n > m$. We may also assume without loss of generality that $H_0 \neq \{1\}$, i.e., $m \geq 2$.

Consider the tower of extensions $K \subset L^H \subset L^{H_0} \subset L$. By our assumption, $\zeta_n \in K$; hence, we can write $L = L^H(\sqrt[n]{a})$ for some $a \in L^H$. Then $L^{H_0} = L^H(\sqrt[m]{a})$, and thus by Lemma 3.2, $q_{L/L^H} = \langle n, na \rangle$ and $q_{L^{H_0}/L^H} = \langle \frac{n}{m}, \frac{n}{m}a \rangle$ in $W(L^H)$. In other words,

$$q_{L/L^H} = \langle n, na \rangle \oplus \frac{n-2}{2} \langle 1, -1 \rangle$$

and

$$q_{L^{H_0}/L^H} = \langle \frac{n}{m}, \frac{n}{m}a \rangle \oplus \frac{m-2}{2} \langle 1, -1 \rangle.$$

By Lemma 3.1(a),

$$q_{L/K} = q_{L^H/K}^n \oplus q_{L^H/K}^{na} \oplus \frac{n-2}{2} (q_{L^H/K} \oplus q_{L^H/K}^{-1}).$$

Since by Lemma 3.1(b), $q_{L^H/K} \oplus q_{L^H/K}^{-1} = \langle 1, -1 \rangle \otimes q_{L^H/K} = 0$ in $W(K)$, we conclude that

$$q_{L/K} = \langle n \rangle \otimes (q_{L^H/K} \oplus q_{L^H/K}^{a}) \text{ in } W(K).$$

Similarly,

$$q_{L^{H_0}/K} = \langle \frac{n}{m} \rangle \otimes (q_{L^H/K} \oplus q_{L^H/K}^{a}) \text{ in } W(K).$$

Since the exponent of $G/H_0$ is $\leq d$, and $G/H_0$ has property (*), we know that $q_{L^{H_0}/K} = 0$ in $W(K)$. Then $q_{L/K} = \langle m \rangle \otimes q_{L^{H_0}/K} = 0$ as well, thus proving (b).

In view of Reduction 4.2, the goal of the rest of this section will be to prove the following.

**Theorem 4.4.** Every non-abelian 2-group $G$ has property (*).
We will prove Theorem 4.4 by contradiction. Let $G_{\text{min}}$ be a counterexample of minimal order.

**Proposition 4.5.** (a) Every proper subgroup of $G_{\text{min}}$ is abelian.

(b) The center $Z(G_{\text{min}})$ has index 4 in $G_{\text{min}}$.

(c) If $S$ is a proper subgroup of $G_{\text{min}}$, then $[S : (S \cap Z(G_{\text{min}}))] \leq 2$.

(d) $x^2 \in Z(G_{\text{min}})$ for every $x \in G_{\text{min}}$.

Let $G'_{\text{min}}$ be the commutator subgroup of $G_{\text{min}}$.

(e) $G'_{\text{min}} \subseteq Z(G_{\text{min}})$.

(f) $|G'_{\text{min}}| = 2$. In the sequel we shall denote the non-identity element of $G'_{\text{min}}$ by $c$.

(g) If $r \in G_{\text{min}}$ is an element of order $n \geq 4$ then $r^{n/2} = c$.

(h) $G_{\text{min}}$ is generated by two elements $r$ and $s$ such that $rs = csr$.

(i) $|G_{\text{min}}| \geq 16$.

**Proof.**

(a) Let $H$ be a proper subgroup of $G_{\text{min}}$. Assume $H$ is non-abelian. By the minimality of $G_{\text{min}}$, $H$ should have the property (*). But this is a contradiction to Proposition 4.3. Thus every proper subgroup of $G_{\text{min}}$ is abelian.

(b) Let $H$ be a subgroup of index 2 in $G_{\text{min}}$; see, e.g., [25, 5.3.1(ii)]. Choose $g \in G_{\text{min}} \setminus H$; applying [25, 5.3.1(ii)] once again with the cyclic subgroup $\langle g \rangle$, we can find a subgroup $H' \subset G_{\text{min}}$ such that $g \in H'$ and $[G_{\text{min}} : H'] = 2$. By part (a) both $H$ and $H'$ are abelian. Hence every $x \in H \cap H'$ commutes with $g$ and with every element of $H$. Since $H$ and $g$ generate $G_{\text{min}}$, we conclude that $x \in Z(G_{\text{min}})$, i.e.,

(4.1) $H \cap H' \subset Z(G_{\text{min}})$. 
Since $G_{\text{min}}$ is non-abelian, $G_{\text{min}}/Z(G_{\text{min}})$ cannot be cyclic, i.e.,

\begin{equation}
[G_{\text{min}} : Z(G_{\text{min}})] \geq 4;
\end{equation}

see, e.g., [26, 6.3.4]. On the other hand, since $[G_{\text{min}} : H] = 2 = [G_{\text{min}} : H']$, we have $2 \leq [G_{\text{min}} : H \cap H'] \leq 4$. Assume $[G_{\text{min}} : H \cap H'] = 2$. Then

$$2 = [G_{\text{min}} : H \cap H'] = [G_{\text{min}} : H][H : H \cap H']$$

implies that $H = H \cap H'$. Similarly, $H' = H \cap H'$. Hence $H = H \cap H' = H'$. But this is impossible to our choice of $H$ and $H'$ with $g \in H' \setminus H$. Thus

\begin{equation}
[G_{\text{min}} : (H \cap H')] = 4.
\end{equation}

Part (b) now follows from (4.1-4.3) and

$$4 = [G_{\text{mi}} : H \cap H'] = [G_{\text{min}} : Z(G_{\text{min}})][Z(G_{\text{min}}) : H \cap H'].$$ 

Also, we have $[Z(G_{\text{min}}) : H \cap H'] = 1$, i.e.,

\begin{equation}
H \cap H' = Z(G_{\text{min}}).
\end{equation}

(c) Since $S$ is a proper subgroup of $G_{\text{min}}$ and apply $S$ to [25, 5.3.1(ii)], then $S$ is contained in a subgroup $H$ of index 2. By (4.4), $Z(G_{\text{min}}) = H \cap H'$, where $H'$ is another subgroup of $G_{\text{min}}$ of index 2. Then $S \cap Z(G_{\text{min}}) = S \cap (H \cap H') = S \cap H'$, since $S \subset H$. Since $[H : H \cap H'] = 2$, $[S : S \cap Z(G_{\text{min}})] = [S : S \cap H'] \leq 2$.

(d) Let $S = \langle x \rangle$ be a cyclic subgroup of $G_{\text{min}}$. Applying part (c) to the cyclic group $S = \langle x \rangle$, we have $[S : S \cap Z(G_{\text{min}})] \leq 2$. If $[S : S \cap Z(G_{\text{min}})] = 1$, then $S \subset Z(G_{\text{min}})$, and $x^2 \in Z(G_{\text{min}})$. If $[S : S \cap Z(G_{\text{min}})] = 2$, then $x \notin Z(G_{\text{min}})$ because $x$ generates $S$. Consider the factor group $S/(S \cap Z(G_{\text{min}})) \simeq \mathbb{Z}/2$ consisting of $(S \cap Z(G_{\text{min}}))$ and $x(S \cap Z(G_{\text{min}}))$. Hence $x(S \cap Z(G_{\text{min}}))x(S \cap Z(G_{\text{min}})) = (S \cap Z(G_{\text{min}}))$ if and only if $x^2 \in S \cap Z(G_{\text{min}})$. Thus $x^2 \in Z(G_{\text{min}})$. 
(e) By part (b), the factor group $G_{\text{min}}/Z(G_{\text{min}})$ has order 4 and, hence, is abelian. Thus $G'_{\text{min}} \subset Z(G_{\text{min}})$.

(f) Since $G_{\text{min}}$ is a non-abelian 2-group, it has an element $r$ of order $n \geq 4$. Let $H = \langle r \rangle$ and $H_0 = \langle r^{n/2} \rangle$ be cyclic subgroups of $G_{\text{min}}$ of orders $n$ and 2 respectively. By part (d), $H_0$ is central and, hence, normal in $G_{\text{min}}$. By Proposition 4.3(b) $G_{\text{min}}/H_0$ does not have property (*) (otherwise $G_{\text{min}}$ would have property (*) as well, contrary to our choice of $G_{\text{min}}$). By the minimality of $G_{\text{min}}$, we conclude that $G_{\text{min}}/H_0$ is abelian. In other words, 

$$G'_{\text{min}} \subset H_0.$$ 

Thus $|G'_{\text{min}}| \leq |H_0| = 2$. On the other hand, since $G_{\text{min}}$ is non-abelian, $|G'_{\text{min}}| \neq 1$. Thus $G'_{\text{min}}$ has exactly 2 elements, as claimed.

(g) By (4.5), $r^{n/2} \in G'_{\text{min}}$. Since $r$ has order $n$, $r^{n/2} \neq 1$; thus $r^{n/2} = c$.

(h) By the minimality of $G_{\text{min}}$ we can choose two non-commuting elements $r$ and $s$ in $G_{\text{min}}$. By part (a), these elements generate $G_{\text{min}}$. By part (f), $r s r^{-1} s^{-1} = c$.

(i) The only non-abelian 2-groups of order $\leq 8$ and the dihedral group $D_8$ are the quaternion group $Q_8$. Thus it is enough to show that these groups have property (*).

If $L/K$ is a $D_8$-Galois extension then $q_{L/K}$ has the form $\langle (-1, a, b) \rangle$ for some $a, b \in K^{*}$; see [5, Section 6, Exemple] or [7, Proposition 12]. Note that $\exp(D_8) = 4$, and if $\zeta_4 \in K$ then $-1$ is a square, and thus $\langle (-1, a, b) \rangle$ splits over $K$. This shows that $D_8$ has property (*).

Similarly, if $L/K$ is a $Q_8$-Galois extension then $q_{L/K} = \langle (-1, -1, a) \rangle$ for some $a \in K^*$; see [5, Section 6, Exemple] or [7, Proposition 12]. Note that $\exp(Q_8) = 4$, and if $\zeta_4 \in K$ then $\langle (-1, a, b) \rangle$ splits over $K$. This shows that $Q_8$ also has property (*) and thus $|G_{\text{min}}| \geq 16$. \qed
4.1. The Group $M(2n)$.

Let $n \geq 4$ be a power of 2. We define the group $M(2n)$ as the semidirect product of $\mathbb{Z}/n\mathbb{Z} \rtimes \mathbb{Z}/2\mathbb{Z}$, where the nontrivial element of $\mathbb{Z}/2\mathbb{Z}$ acts on $\mathbb{Z}/n\mathbb{Z}$ by sending 1 to $\frac{n}{2} + 1$. Equivalently,

\begin{equation}
M(2n) = \{r, s \mid r^n = s^2 = 1, sr = r^{n/2 + 1}s\}.
\end{equation}

Note that $M(8)$ is the dihedral group $D_8$.

**Lemma 4.6.** (a) Every proper subgroup of $M(2n)$ is abelian.

(b) For every proper normal subgroup $N$ of $M(2n)$, the quotient $M(2n)/N$ is abelian.

**Proof.** (a) Let $S$ be a proper subgroup of $M(2n)$. If $S$ contains the index 2 subgroup $\langle r \rangle$ then $S = \langle r \rangle$ and thus $S$ is abelian. If not, set $S_0 = S \cap \langle r \rangle$. Then, on the one hand, $S_0 \subseteq \langle r^2 \rangle$, is central in $M(2n)$ and, on the other hand, $S/S_0 \cong M(2n)/\langle r \rangle \cong \mathbb{Z}/2\mathbb{Z}$ is cyclic. This proves that $S$ is abelian (see, e.g., [26, 3.2.8]).

(b) Assume the contrary, i.e., there is a non-abelian quotient group. The commutator of $M(2n)$ is $M(2n)' = \{1, r^{n/2}\}$. If $N \triangleright M(2n)$ and $N$ contains $r^{n/2}$ then $M(2n)' \subseteq N$ so that $M(2n)/N \leq M(2n)/M(2n)'$ are abelian. Hence we may assume $N$ does not contain $r^{n/2}$. We know that $\langle r \rangle \triangleright M(2n)$. Then

\begin{equation}
N \cap \langle r \rangle = \{1\}.
\end{equation}

Otherwise, $N$ contains $r^{n/2}$. Since $\langle r \rangle$ has index 2 in $M(2n)$, this is only possible if $|N| \leq 2$ or, equivalently, $|N| = 2$. Let $N = \langle r^i s \rangle$ for some $i$. Since $N \triangleright M(2n)$, for all $g \in M(2n)$,

$g(r^i s)g^{-1} = 1$ or $r^i s$.
But these cases imply that \( s = r^{n/2+i} \), or \( r^n/2 = 1 \) (for another proof, since \( N \) and \( \langle r \rangle \) are complementary normal subgroups in \( M(2n) \), \( M(2n) \cong N \times \langle r \rangle \), i.e., abelian). Hence this is a contradiction. Thus \( M(2n) \) has no non-abelian quotient.

\[ \square \]

**Proposition 4.7.** \( G_{\min} = M(2n) \) for some \( n \geq 8 \).

**Proof.** Write \( G_{\min} = \langle r, s \rangle \), \( G'_{\min} = \{1, c\} \), and \( sr = crs \), as in Proposition 4.5. Denote the orders of \( r \) and \( s \) by \( n \) and \( m \) respectively. We may assume without loss of generality that \( n \geq m \). Since \( G_{\min} \) is non-abelian, \( m \geq 2 \).

We claim that \( n \geq 4 \). Indeed, assume the contrary: \( n = m = 2 \). Then \( G_{\min}/G'_{\min} \) is an abelian group of order \( < 4 \). Thus \( |G_{\min}| \leq 4|G'_{\min}| = 8 \), contradicting Proposition 4.5(i).

Thus \( n \geq 4 \). By Proposition 4.5(g), \( c = r^{n/2} \). We now claim that \( n \geq 8 \). To prove this claim we need to show that \( (n, m) \neq (4, 2) \), and \( (4, 4) \).

Indeed, if \( (n, m) = (4, 2) \) then \( r^4 = s^2 = 1 \) and \( sr = crs = r^{-1}s \), i.e., \( r \) and \( s \) satisfy the defining relations of the dihedral group \( D_8 \). In other words, there exists a surjective homomorphism \( D_8 \to G_{\min} \); thus \( |G_{\min}| \leq |D_8| = 8 \), contradicting Proposition 4.5(i). If \( (n, m) = (4, 4) \) then by Proposition 4.5(g), \( s^2 = c = r^2 \). In this case \( r \) and \( s \) satisfy the defining relations of the quaternion group \( Q_8 \), namely \( r^4 = 1 \), \( r^2 = s^2 \), and \( srs^{-1} = r^{-1} \); see, e.g., [26, Example 8.2.4]. Hence there exists a surjective homomorphism \( Q_8 \to G_{\min} \), and thus \( |G_{\min}| \leq |Q_8| = 8 \), once again contradicting Proposition 4.5(i).

From now on we shall assume that \( n \geq 8 \). Let \( \tilde{s} = r^{n/m}s \). We claim that

\[ (4.8) \quad \tilde{s}^{m/2} = 1 \]

Indeed, recall that \( r^{n/2} = s^{m/2} = c \); see Proposition 4.5(g). We now consider two cases.
Case I: \( m < n \). Then \( r^{n/m} \) is a square; hence, this element is central in \( G_{\text{min}} \) (see Proposition 4.5(d)) and thus

\[
\tilde{s}^\frac{m}{2} = r^\frac{n}{2} s^\frac{m}{2} = c^2 = 1,
\]
as claimed.

Case II: \( m = n \). Since \( r \) and \( s \) commute modulo \( C'_{\text{min}} = \{1, c\} \), we have \( \tilde{s}^2 = c^i r^{2n/m} s^2 \), where \( i = 0 \) or 1. Since \( c, r^{2n/m} \) and \( s^2 \) are central elements of \( C_{\text{min}} \) (see Proposition 4.5(d) and (e)), \( c^2 = 1 \) and \( m = n \geq 8 \), we have

\[
\tilde{s}^\frac{m}{2} = (c^i r^{\frac{2n}{m}} s^2)^\frac{m}{4} = c^\frac{m}{4} r^\frac{n}{2} s^\frac{m}{2} = 1 \cdot c \cdot c = 1.
\]
This proves the claim.

Now observe that \( G_{\text{min}} = \langle r, s \rangle = \langle r, \tilde{s} \rangle \) and \( r s r^{-1} s^{-1} = r \tilde{s} r^{-1} \tilde{s}^{-1} = c \). Thus we may replace \( s \) by \( \tilde{s} \). By (4.8), \( \tilde{s} \) has order \( \leq m/2 \). After repeating this process a finite number of times, we may assume \( m = 2 \).

Thus \( G_{\text{min}} \) is generated by elements \( r \) and \( s \) such that \( r^n = s^2 = 1 \) and \( s r = r^{n/2+1} s \). Since these are the defining relations for \( M(2n) \) (see (4.6)), there exists a surjective homomorphism \( M(2n) \rightarrow G_{\text{min}} \). By Lemma 4.6(b), this homomorphism is an isomorphism. This completes the proof of Proposition 4.7.

\[ \square \]

4.2. Trace forms of \( M(2n) \)-Galois extensions.

In this section we complete the proof of Theorem 4.4 (and thus of Theorem 1.3), by explicitly computing the trace form of an \( M(2n) \)-Galois extension.

**Proposition 4.8.** Let \( n \geq 8 \). Suppose \( L/K \) be an \( M(2n) \)-Galois extension, and \( \zeta_n \in K \). Then the trace form \( q_{L/K} \) is hyperbolic.
We remark that under the assumptions of the proposition, the primitive 8th root of unity \( \zeta_8 = \zeta_{2}^{n/8} \) lies in \( K \) and thus

\[
\sqrt{2} = \frac{2\zeta_8}{\zeta_8^2 + 1} \in K.
\]

**Proof.** Set \( \zeta = \zeta_n \) and let \( k \) be the field generated by the prime subfield of \( K \) and \( \zeta \). Let \( V \) be the 2-dimensional \( k \)-representation of \( M(2n) \) given by

\[
\begin{align*}
r : (x, y) &\rightarrow (\zeta x, \zeta^{\frac{n}{2}} y) \quad \text{and} \quad \\text{and}
s : (x, y) &\rightarrow (y, x).
\end{align*}
\]

By Proposition 3.7 we may assume without loss of generality that \( L = k(V) \) and \( K = k(V)^{M(2n)} \). Note that each of the elements listed below is preserved by both \( r \) and \( s \) and thus lies in \( L^{M(2n)} = K \):

\[
\begin{align*}
A &= x^n + y^n, \\
B &= (x^n - y^n)^2, \\
C &= x^{\frac{n}{2}} y^{\frac{n}{2}}, \\
D &= x^{\frac{n}{2}} y^{\frac{n}{2}} (\frac{x}{y} + \frac{y}{x}), \\
E_m &= (\frac{x}{y})^m + (\frac{y}{x})^m, \quad (m \geq 2 \text{ even}).
\end{align*}
\]

We begin by explicitly computing the trace form \( q_{L/K} \).

**Lemma 4.9.** \( q_{L/K} = \langle \langle A, B \rangle \rangle \).

**Proof.** Consider the intermediate extension \( K \subset L^H \subset L \) where \( H = \langle r \rangle \subset M(2n) \). Note that \( L = L^H(x) = L^H(\sqrt[n]{a}) \), where \( a = x^n \). By Lemma 3.2

\[
q_{L/L^H} = \langle n \rangle \otimes \langle 1, a \rangle = \langle 1, a \rangle,
\]

where the last equality follows from (4.9). Thus by Lemma 3.1(a)

\[
q_{L/K} = q_{L^H/K} \oplus q_{L^H/K}^a.
\]
Note that \([L^H : K] = [M(2n) : H] = 2\); moreover, \(L^H = K(x^n - y^n) = K(\sqrt{B})\).

Thus Lemma 3.5 tells us that

\[ q_{L^H/K} = \langle 2 \rangle \otimes \langle 1, B \rangle = \langle 1, B \rangle , \]

where once again, the factor of 2 can be dropped because of (4.9), and

\[ q_{L^H/K}^2 = \langle \text{tr}_{L^H/K}(a) \rangle \otimes \langle 1, n_{L^H/K}(a)B \rangle . \]

Note that \(\text{tr}_{L^H/K}(a) = x^n + y^n = A\) and \(n_{L^H/K}(a) = x^ny^n = C^2\) is a complete square in \(K\). Thus (4.11) can be rewritten as

\[ q_{L/K} = \langle 1, B \rangle \oplus \langle A, AB \rangle = \langle \langle A, B \rangle \rangle \]

as claimed.

Our goal is to prove that \(\langle \langle A, B \rangle \rangle\) is hyperbolic over \(K\). We shall need the following simple relations among the elements of \(K\) defined in (4.10).

**Lemma 4.10.** (a) \(E_{2m} = E_m^2 - 2\).

(b) \(E_2 = \frac{D^2}{C^2} - 2\).

(c) If \(m \geq 2\) a power of 2 then \(E_m^2 - 4 \equiv E_2^2 - 4 \pmod{(K^*)^2}\).

**Proof.** (a) and (b) are immediate from (4.10).

(c) We use induction on \(m\), starting from \(m = 2\). The induction step is given by \(E_m^2 - 4 = (E_{m/2}^2 - 2)^2 - 4 = E_{m/2}^2(E_{m/2}^2 - 4)\).

We are now ready to complete the proof of Proposition 4.8.

\[ q_{L/K} = \langle \langle x^n + y^n, (x^n - y^n)^2 \rangle \rangle = \langle \langle CE_{n/2}, C^2(E_{n/2}^2 - 4) \rangle \rangle . \]

By Lemma 4.10, \(E_{n/2}^2 - 4 \equiv E_{n/4}^2 - 4\) (recall that we are assuming \(n \geq 8\)). Thus \(q_{L/K} = \langle \langle C(E_{n/4}^2 - 2), E_{n/4}^2 - 4 \rangle \rangle\). Since \(E_{n/4}^2 - 2 = (E_{n/4}^2 - 4) \cdot 1^2 + (\sqrt{2})^2\), [18, Proposition X.1.3(1)] tells us that this form is equivalent (over \(K\)) to \(\langle \langle C, E_{n/4}^2 - \ldots \rangle \rangle\).
4)). (Recall that \( \sqrt{2} \in K \) by (4.9).) Applying Lemma 4.10(c) once again, we can replace \( E_{n/4}^2 - 4 \) by \( E_2^2 - 4 \) and thus obtain

\[ q_{L/K} = \langle \langle C, E_2^2 - 4 \rangle \rangle. \]

By Lemma 4.10(b),

\[ E_2^2 - 4 = \frac{D^2}{C^2} (D^2 - 4C) \equiv D^2 - 4C \pmod{(K^*)^2}. \]

Thus

\[ q_{L/K} = \langle \langle C, D^2 - 4C \rangle \rangle. \]

The latter Pfister form is clearly isotropic over \( K \) (indeed, \( D^2 - C \cdot 2^2 - (D^2 - 4C) \cdot 1^2 = 0 \); hence by [18, Corollary X.1.6], it is hyperbolic, as claimed. This completes the proof of Proposition 4.8, Theorem 4.4 and Theorem 1.3.

4.3. An example.

We conclude this section with an example, communicated to us by J.-P. Serre, showing that for \( G = M(2n) \) condition (b) of Theorem 1.3 cannot be relaxed.

Example 4.11. Let \( n \geq 4 \) be a power of 2. Suppose that a field \( k \) contains a primitive root of unity \( \zeta_{n/2} \) of degree \( n/2 \) but does not contain a primitive root of unity \( \zeta_n \) of degree \( n \). Set \( k' = k(\zeta_n) \), \( L = k'((t)) \) and \( K = k((a)) \), where \( a = t^n \). Then

(a) \( L/K \) is an \( M(2n) \)-Galois extension,

(b) \( q_{L/K} = \langle 2n \rangle \otimes \langle \langle \zeta_{n/2}, a \rangle \rangle \), and

(c) \( q_{L/K} \) is anisotropic (and hence, not hyperbolic) over \( K \).
Proof. (a) Let \( r, s \in \text{Gal}(L/K) \) be given by

\[
\begin{align*}
    r: & \quad t \mapsto \zeta_n t \\
    s: & \quad t \mapsto t
\end{align*}
\]

It is easy to see that \( r^n = s^2 = 1 \) and \( sr = r^{n/2+1}s \) in \( \text{Gal}(L/K) \). Thus we have a homomorphism \( f: M(2n) \to \text{Gal}(L/K) \); cf. (4.6). By Lemma 4.6(b), \( f \) is injective. Since \( |\text{Gal}(L/K)| \leq [L : K] = 2n = |M(2n)| \), \( f \) is an isomorphism. This proves (a).

(b) Note that \( L^{(r)} = k((a)) \). Since \( L = L^{(r)}(\sqrt[n]{a}) \) and \( L^{(r)} = K(\sqrt[n/2]{\zeta_n}) \), Lemma 3.2 tells us that

\[
q_{L/k((a))} = \langle n \rangle \otimes \langle 1, a \rangle,
\]

and

\[
q_{k((a))/K} = \langle 2, 2\zeta_n/2 \rangle.
\]

The desired formula now follows from Lemma 3.1(b).

(c) Since \( \zeta_{n/2} \) is not a square in \( k \), i.e., \( \langle 1, \zeta_{n/2} \rangle \) is anisotropic over \( k \), \( q_{L/K} \) is anisotropic by [18, Proposition VI.1.9].

\( \Box \)
5. NON-EXISTENCE OF SELF-DUAL NORMAL BASES

We begin by recalling the definitions.

**Definition 5.1.** Let $L$ be a finite Galois extension of a field $K$ with a Galois group $G$. Suppose $\alpha \in L$. An orthogonal normal basis of $L$ over $K$ is a basis of the form \( \{ \sigma(\alpha) \mid \sigma \in G \} \) such that

\[
tr_{L/K}(\sigma(\alpha)\tau(\alpha)) = 0,
\]

for any $\sigma, \tau \in G$ with $\sigma \neq \tau$. We call an orthogonal normal basis a self-dual normal basis if it also satisfies

\[
tr_{L/K}(\sigma(\alpha)\sigma(\alpha)) = 1,
\]

for any $\sigma \in G$.

**Lemma 5.2.** Let $G$ be a finite group, $L$ be a $G$-Galois field extension of a field $K$. Then the conditions to be a self-dual normal basis as in Definition 5.1 are equivalent to

\[
(5.1) \quad tr_{L/K}(\alpha\sigma(\alpha)) = \begin{cases} 
0 & \text{if } \sigma \neq id \\
1 & \text{if } \sigma = id
\end{cases}.
\]

**Proof.** For all $g \in G$, and $x \in L$, $tr_{L/K}(g x) = tr_{L/K}(x)$. Hence

\[
tr_{L/K}(g_1(\alpha)g_2(\alpha)) = tr_{L/K}(g_1^{-1}(g_1(\alpha)g_2(\alpha))) = tr_{L/K}(\alpha g(\alpha)),
\]

where $g_1, g_2 \in G$ and $g = g_1^{-1}g_2$. \qed

**Lemma 5.3.** Let $K$ contain a primitive 4th root of unity, and let $L/K$ be a $G$-Galois field extension of even degree. If $L/K$ has an orthogonal normal basis, then $q_{L/K}$ is hyperbolic.
Proof. Let \( \{\sigma(\alpha) | \sigma \in G\} \) be an orthogonal normal basis of \( L \) over \( K \), where \( \alpha \in L \). Since for any \( \sigma, \tau \in G \),

\[
\tau G = G, \text{ and } \text{tr}(\sigma(\alpha)\tau(\sigma)) = \begin{cases} 0 & \text{if } \sigma \neq \tau \\ 1 & \text{if } \sigma = \tau, \end{cases}
\]

then for all \( \sigma \in G \),

\[
\text{tr}(\sigma(\alpha)\sigma(\alpha)) = a,
\]

where \( a \in K^* \). By Example 2.12, \( \langle a, a \rangle \) is hyperbolic since \( K \) contains 4th root of unity. Hence \( q_{L/K} = \langle a, \cdots, a \rangle \) is the sum of hyperbolic planes. Thus \( q_{L/K} \) is hyperbolic.

\[\square\]

5.1. Proof of Theorem 1.5(a).

Proposition 5.4. Let \( L \) be a Galois extension of a field \( K \) with Galois group \( G \). Suppose that \( G \) has a normal subgroup \( N \).

(1) If \( L \) has an orthogonal normal basis over \( K \) then \( L^N \) has an orthogonal normal basis over \( K \).

(2) If \( L \) has a self-dual normal basis over \( K \), then \( L^N \) has a self-dual normal basis over \( K \).

Proof. Let \( \alpha \in L, G = \{g_1, \cdots, g_n\} \), and let \( B = \{g_1(\alpha), \cdots, g_n(\alpha)\} \). Since \( N \) is a normal subgroup of \( G \) with \( |N| = t \), consider the quotient group, \( G/N = \{a_1N, \cdots, a_tN\} \), where the \( a_i \in G \). Then we write

\[
y_1 = a_1n_1\alpha + \cdots + a_1n_t\alpha,
\]

\[
\cdots \cdots
\]

\[
y_t = a_tn_1\alpha + \cdots + a_tn_t\alpha,
\]
where \( \{a_jn_i\}_{1 \leq j \leq r, 1 \leq i \leq t} = G \). Note that for each \( j = 1, \ldots, r \), \( y_j \in L^N \).

(1) Suppose \( B \) is an orthogonal normal basis for \( L \) over \( K \). For each \( 1 \leq i \neq j \leq r \), the transitivity formula for the trace (see Section 3 [Subextensions]) tells us that

\[
\text{tr}_{L^N/K}(y_i y_j) = \frac{1}{|N|} \text{tr}_{L/K}(y_i y_j)
\]

\[
= \frac{1}{|N|} \text{tr}_{L/K}((h_1^i \alpha + \cdots + h_r^i \alpha)(h_1^j \alpha + \cdots + h_r^j \alpha))
\]

\[
= \frac{1}{|N|} \sum_{k,l=1}^{t} \text{tr}_{L/K}(h_k^i \alpha h_l^j \alpha)
\]

\[
= 0,
\]

where \( h_k^i = a_j n_i \). Thus \( y_1, \ldots, y_r \) form an orthogonal normal basis for \( L^N \) over \( K \).

(2) Suppose \( B \) is a self-dual normal basis for \( L \) over \( K \). From (1), it is enough to show that \( \text{tr}_{L^N/K}(y_j^2) = 1 \), for each \( j = 1, \ldots, r \). Indeed,

\[
\text{tr}_{L^N/K}(y_j^2) = \frac{1}{|N|} \sum_{k,l=1}^{t} \text{tr}_{L/K}(h_k^i \alpha h_l^j \alpha)
\]

\[
= \frac{1}{|N|} \sum_{k=1}^{t} \text{tr}_{L/K}(h_k^i \alpha)^2
\]

\[
= \frac{1}{|N|} t
\]

\[
= 1,
\]

where \( h_k^i = a_j n_i \). Thus \( y_1, \ldots, y_r \) form a self-dual normal basis for \( L^N \) over \( K \).

\[ □ \]

**Lemma 5.5.** Suppose \( L/K \) is a Galois extension of a field \( K \) of degree 2. Then \( L \) does not have orthogonal normal basis over \( K \).
Proof. Since \([L : K] = 2\), we can let \(L = K(\sqrt{b})\) for some \(b \in K^*\). Apply \(a = 1\) to Lemma 3.5, we have
\[
q_{L/K} = \langle 2 \rangle \otimes \langle 1, b \rangle.
\]
Let \(\zeta_4\) be a primitive 4th root of unity. Assume \(q_{L/K}\) is hyperbolic. By Example 2.12,
\[
q_{L/K} = \langle 2 \rangle \otimes \langle 1, b \rangle \quad \text{is hyperbolic}
\]
if and only if \(b = \det q_{L/K} = -1\) in \(K^*/K^{*2}\).

Hence \(\zeta_4 \notin K\); (otherwise, \(L = K\)).

If \(\zeta_4 \in L\), then the quadratic form \(q_{L/K}\) is hyperbolic. However, if \(L/K\) has an orthogonal normal basis then the quadratic form for \(L/K\) is of the form \(\langle a, a \rangle\) as in the proof of Lemma 5.3. By Example 2.12, \(\langle a, a \rangle\) is not hyperbolic since \(\zeta_4 \notin K\). This is a contradiction. Suppose \(\zeta_4 \notin L\). Then \(q_{L/K}\) is not hyperbolic, i.e., \(L/K\) has no orthogonal normal basis. \(\square\)

Proof. We are now ready to complete the proof of Theorem 1.5(a). Suppose \(N\) is a subgroup of \(G\) of index 2. Assume that \(L\) has an orthogonal normal basis for \(L/K\). By Proposition 5.4, the field extension \(L^N\) has an orthogonal normal basis over \(K\), with \([L^N : K] = 2\). But Lemma 5.5 tells us that \(L^N\) cannot have an orthogonal normal basis over \(K\). This contradiction completes the proof. \(\square\)

Example 5.6. The following groups have subgroups of an index 2.

1. Let \(G\) be a nontrivial 2-group; see, e.g., [26, 6.3.11].
2. Let \(G = S_n\), for \(n \geq 2\).
3. Let \(G = \text{GL}_n(K)\), where \(K\) is a finite field with \(\text{char}(K) \neq 2\), and \(n \geq 1\). The \(K^*\) has a subgroup \(H\) of index 2 because \(K^*\) is a cyclic group of even order. Then the preimage of \(H\) under the surjective homomorphism \(\det : \text{GL}_n(K) \rightarrow K^*\) is a subgroup of \(\text{GL}_n(K)\) of index 2.
In all of these cases Theorem 1.5(a) tells us that no $G$-Galois extension $L/K$ can have an orthogonal normal basis.

5.2. Proof of Theorem 1.5(b).

We will now prove Theorem 1.5(b) by explicitly constructing a $G$-Galois extension which does not have an orthogonal normal basis.

**Proposition 5.7.** Let $V$ be faithful linear representation of a finite group $G$ over a field $k$, $L = k(V)$, $K = L^G$, and let $G_2 \leq G$ be an abelian 2-group. Suppose $n$ is the exponent of $G_2$ and $K$ contains a primitive $n$th root of unity. Then the Galois extension $L$ of $L^G$ has no orthogonal normal basis.

**Proof.** The Proposition 3.7, [5, Theorem 6.1.2], and Lemma 3.4 tell us that the trace form $q_{L/K}$ is not hyperbolic. The desired result now follows from Lemma 5.3.

**Example 5.8.** Let $G = A_n (n = 4, 5)$. Then the group $G$ has an abelian Sylow 2-subgroup. Thus the $G$-Galois extension of Proposition 5.7 has no orthogonal normal basis.

5.3. Groups of small order.

We will now use Theorem 1.5 to show that the converse to the Bayer-Lenstra Theorem 1.4 holds for “almost all” groups of small order.

**Proposition 5.9.** Let $G$ be a group of even order $\leq 47$. Assume $G \neq SL_2(\mathbb{Z}/3\mathbb{Z})$. Then there exists a $G$-Galois field extension $L/K$, such that $L$
does not have an orthogonal normal basis over $K$. In fact, $K$ can be taken to be a finitely generated extension of an algebraically closed field.

Proof. By Theorem 1.5 it suffices to show that $\text{SL}_2(\mathbb{Z}/3\mathbb{Z})$ is the only group of order $\leq 47$ which has the following two properties:

1. $G$ does not have a subgroup of index 2, and
2. the Sylow 2-subgroup of $G$ is not abelian.

If $|G| \neq 24, 40$ then $G$ is either 2-group (and thus (1) fails) or $|G| = 2^i m$, where $i \leq 2$ and $m$ is odd (and thus (2) fails).

Suppose $G$ is a group of order 40, satisfying (1) and (2). Every group of order 40 is solvable; hence $G$ has a normal subgroup $H$ of index 2 or 5. The former is impossible by (1); thus we may assume $|H| = 8$. By (2), $H$ is isomorphic to $D_8$ or $Q_8$. Let $K$ be a Sylow 5-subgroup of $G$. Then $G = H \rtimes_K K$, where $\phi$ is a homomorphism $K \to \text{Aut}(H)$. By [8, Proposition 4.4.17], $\text{Aut}(D_8) = D_8$ and $\text{Aut}(Q_8) = S_4$. Since the orders of these groups are not divisible by 5, $\phi$ is trivial, i.e., $G = H \times K$. Consequently, $G$ has a subgroup of index 2, contradicting (1). This shows that no subgroup of order 40 satisfies (1) and (2).

Now, assume $G$ is a subgroup of order 24, satisfying (1) and (2). Then $G$ is solvable and, hence, has a subgroup $H$ of index 2 or 3. The former is impossible by (1); thus $|H| = 8$. By (2), $H$ is either $D_8$ or $Q_8$. Let $K$ be a subgroup of $G$ of order 3. Then $G = H \rtimes_K K$, where $\phi$ is a homomorphism $K \to \text{Aut}(H)$. As noted above, $\text{Aut}(D_8) = D_8$ and $\text{Aut}(Q_8) = S_4$. If $H = D_8$ then $|K| = 3$ and $|\text{Aut}(H)| = 8$; this implies that $\phi$ is trivial. Then $G = H \times K$, so that $G$ has a subgroup of index 2, a contradiction.

From now on we will assume $G = H \rtimes_K K$, where $H = Q_8$, $K = \mathbb{Z}/3\mathbb{Z}$, and $\phi: K \to \text{Aut}(H)$ is nontrivial (otherwise $G = H \times K$, and $G$ has a subgroup of index 2, as above.) Then $\phi$ is an isomorphism between $K$ and the subgroup of $\text{Aut}(Q_8) = S_4$ generated by a 3-cycle. Since $S_4$ has 8 3-cycles, there are
8 possibilities for \( \phi \). We claim that the resulting semidirect products are all isomorphic to each other (and thus isomorphic to \( SL_2(\mathbb{Z}/3\mathbb{Z}) \), which has order 24 and satisfies (1) and (2)). Since any two 3-cycles in \( S_4 \) are conjugates, the proposition is a consequence of the following:

**Lemma 5.10.** Let \( K \) and \( H \) be groups, \( f \) and \( f' \) be homomorphisms \( K \to Aut(H) \), and \( S \) and \( S' \) be the semidirect products of \( H \) and \( K \) formed via \( f \) and \( f' \), respectively. Assume that \( f \) and \( f' \) are conjugates, i.e., there exists a \( r \) in \( Aut(H) \) such that \( f'(x) = r f(x) r^{-1} \) for any \( x \in K \). Then \( (h, x) \mapsto (r(h), x) \) is an isomorphism between \( S \) and \( S' \).

To prove the lemma, define \( \Phi : S \to S' \) by \( (h, x) \mapsto (r(h), x) \) for any \( h \in H \) and \( x \in K \). Then for any \( h_1, h_2 \in H \) and \( x_1, x_2 \in K \)

\[
\Phi((h_1, x_1)(h_2, x_2)) = \Phi((h_1 f(x_1) h_2, x_1 x_2)) = (r(h_1 f(x_1) h_2), x_1 x_2) = (r(h_1)(f'(x_1)r)(h_2), x_1 x_2) = \Phi(h_1, x_1)\Phi(h_2, x_2).
\]

Hence \( \Phi \) is a homomorphism. Since \( |S| = |S'| \), we need to show that \( \Phi \) is one-to-one. Indeed, \( (h, x) \in Ker \Phi \), i.e., \( (r(h), x) = 0 \). Since \( r \in Aut(H) \), \( Ker \Phi = (0) \).

This completes the proof of Lemma 5.10 and thus of Proposition 5.9. \( \square \)

**Remark 5.11.** The argument of the case where \( |G| = 40 \) shows that no subgroup of order 56 can satisfy the properties (1) and (2).
6. EXPLICIT SELF-DUAL NORMAL BASES

By Theorem 1.4 every odd degree Galois extension $L/K$ has a self-dual normal basis. In this section we give an explicit formula constructing such a basis in the case where $G$ is cyclic and $K$ contains suitable roots of unity and the characteristic of $K$ can be 2.

We remark that Lempel and Weinberger [20] found a general construction for self-dual normal bases in the case where $K$ and $L$ are finite fields; see in [20, p. 196]. Our construction works for both finite and infinite fields; however, in the finite field case, $K$ rarely contains the required roots of unity.

**Lemma 6.1.** Let $G = G_1 \times G_2$. Suppose that $L \supseteq F \supseteq K$ are Galois extensions with a Galois group $G$, where $F = L^{G_1}$ and $K = L^G$. If $\{a_1, \ldots, a_m\}$ is a self-dual normal basis for $L/F$, and $\{b_1, \ldots, b_n\}$ is a self-dual normal basis for $F/K$, then $\{a_i b_j\} \ (1 \leq i \leq m; \ 1 \leq j \leq n)$ forms a self-dual normal basis for $L/K$.

**Proof.** Since

$$\text{tr}_{L/K}(a_i b_j a_k b_l) = \text{tr}_{F/K}(b_j b_l \text{tr}_{L/F}(a_i a_k)) = \delta_{jl} \delta_{ik},$$

for $1 \leq i, k \leq m$, and $1 \leq j, l \leq n$, the conditions to be self-dual normal basis are satisfied. Since $L$ is $G$–Galois extension of $K$, where $G = G_1 \times G_2$ is the direct product of two subgroups $G_1$ and $G_2$, then $L$ is the composite of two Galois extensions with their intersection equal to $K$. The lemma follows. □

**Theorem 6.2.** Let $G = \mathbb{Z}/m_1\mathbb{Z} \times \cdots \times \mathbb{Z}/m_s\mathbb{Z}$ be a finite abelian group of odd order, $n = \text{lcm}(m_1, \ldots, m_s)$ be the exponent of $G$, $K$ be a field containing a
primitive nth root of unity, and let \( L = K(\sqrt[n]{r_1}, \ldots, \sqrt[n]{r_s}) \) be a \( G \)-Galois extension for some \( r_1, \ldots, r_s \in K \). Then \( \{g(x_1 \cdots x_s) \mid g \in G\} \) forms a self-dual normal basis of \( L \) over \( K \), where for each \( j = 1, \ldots, s \), \( t_j = (m_j - 1)/2 \), \( c_j \in K^*(i = 1, \ldots, t_j) \), \( \alpha_j = \sqrt[n]{r_j} \in L \), and

\[
x_j = m_j^{-1}(1 + c_1 \alpha_j + \cdots + c_{t_j} \alpha_j^{t_j} + (r_j c_j)^{-1} \alpha_j^{t_j+1} + \cdots + (r_j c_j)^{-1} \alpha_j^{m_j-1}).
\]

**Proof.** Consider the intermediate extensions

\[
L = K(\sqrt[n]{r_1}, \ldots, \sqrt[n]{r_s}) \supset \cdots \supset K(\sqrt[n]{r_{s-1}}) \supset K,
\]

since each intermediate field extension has a primitive \( nth \) root of unity. If each cyclic intermediate Galois extension has a self-dual normal basis, the proof follows from the Lemma 6.1. Hence it is enough to show the following lemma.

**Lemma 6.3.** Let \( G \) be a finite cyclic group of odd order \( n \), \( K \) be a field containing a primitive \( nth \) root of unity, and let \( L = K(\sqrt[n]{r}) \) be a \( G \)-Galois extension for some \( r \in K \). Then \( \{g(x) \mid g \in G\} \) forms a self-dual normal basis of \( L \) over \( K \), where \( \alpha = \sqrt[n]{r} \in L \), \( t = (n - 1)/2 \), \( c_i \in K^*(i = 1, \ldots, t) \), and

\[
x = n^{-1}(1 + c_1 \alpha + \cdots + c_t \alpha^t + (r c_1)^{-1} \alpha^{t+1} + \cdots + (r c_t)^{-1} \alpha^{n-1}).
\]

To prove the lemma, let \( \zeta = \zeta_n \) be a primitive \( nth \) root of unity in \( K \), and \( G = \langle \sigma \rangle \). Then for \( i = 1, \ldots, n-1 \),

\[
\sigma(\alpha^i) = \zeta^i \alpha^i
\]

\[
\text{tr}_{L/K}(\sigma(\alpha^i)) = \text{tr}_{L/K}(\zeta^i \alpha^i) = \zeta^i \text{tr}_{L/K}(\alpha^i).
\]

Since \( \text{tr}_{L/K}(\alpha^{k(\beta)}) = \text{tr}_{L/K}(\beta) \) for any \( \beta \in L \) and \( k \in \mathbb{Z} \), then for each \( i = 1, \ldots, n-1 \),

\[
\text{tr}_{L/K}(\alpha^i) = \zeta^i \text{tr}_{L/K}(\alpha^i).
\]
Hence \( \text{tr}_{L/K}(\alpha^i) = 0 \) for all \( i = 1, \ldots, n - 1 \). Let \( y = a_0 + a_1 \alpha + \cdots + a_{n-1} \alpha^{n-1} \), where \( a_j \in K \). Then we have

\[
y^2 = a_0^2 + ra_1 a_{n-1} + ra_2 a_{n-2} + \cdots + ra_{n-1} a_1 + f_0(\alpha),
\]

and for each \( k = 1, \ldots, n - 1 \),

\[
y \cdot \sigma^k(y) = a_0^2 + ra_1 a_{n-1} \zeta^{k(n-1)} + \cdots + ra_{n-1} a_1 \zeta^{k-1} + f_k(\alpha),
\]

where \( f_0(\alpha) \) and \( f_k(\alpha) \) have no constant terms in \( K[\alpha] \). The system of equations (5.1) can be written as

\[
\begin{align*}
\text{tr}_{L/K}(y^2) &= n(a_0^2 + 2ra_1 a_{n-1} + \cdots + 2ra_{t+1}) = 1 \\
\text{tr}_{L/K}(y \cdot \sigma^k(y)) &= n(a_0^2 + r(\zeta^{k-1} + \zeta^{k(n-1)}) a_1 a_{n-1} + \cdots \\
&\quad + r(\zeta^{k-t} + \zeta^{k(t+1)}) a_t a_{t+1}) = 0
\end{align*}
\]

for \( k = 1, \cdots, n - 1 \). Let

\( x = n^{-1}(1 + c_1 \alpha + \cdots + c_t \alpha^t + (rc_1)^{-1} \alpha^{t+1} + \cdots + (rc_t)^{-1} \alpha^{n-1}) \),

where the \( c_i \) are arbitrary elements in \( K^* \). Then \( x \) is in \( L \) and

\[
\begin{align*}
\text{tr}_{L/K}(x^2) &= n\left[\frac{1}{n} (1 + 2 + \cdots + 2)\right] = 1 \\
\text{tr}_{L/K}(x \cdot \sigma^k(x)) &= n\left[\frac{1}{n} \sum_{j=0}^{n-1} \zeta^{kj}\right] = 0
\end{align*}
\]

for \( k = 1, \cdots, n - 1 \) (this geometric series sums to \( \frac{1 - (\zeta^n)^n}{1 - \zeta^n} = 0 \) because \( \zeta^{kn} = 1 \) and \( \zeta^k \neq 1 \)). Hence \( x \) is a solution of the system of equations (5.1). Moreover, the set \( \{g(x) | g \in G\} \) is linearly independent because nonzero mutually orthogonal vectors are linear independent. This completes the proof of Lemma 6.3 and thus of Theorem 6.2. \( \square \)
7. GENERALIZED TRACE FORMS OF GALOIS FIELD EXTENSIONS

Throughout this section, we assume that $K$ contains a copy of an algebraically closed field $k$, unless otherwise specified. Let $G$ be a finite group, $L/K$ be a $G$-Galois field extension. We recall the generalized trace form $T_a : L \times L \to K$ defined by

$$x \mapsto \sum_{\sigma \in G} a_\sigma \text{tr}_{L/K}(x\sigma(x)),$$

for every choice of constants $a_\sigma \in K$ for which the trace form $T_a$ is nonsingular.

We will determine whether or not the generalized trace form of Galois field extension is equivalent to the usual trace form $x \mapsto \text{tr}_{L/K}(x^2)$.

Let $G$ be a finite group, let and $V$ be an 1-dimensional vector space over $k$, where $\{b\}$ is a basis of $V$ over $k$. Suppose $\phi : G \to \text{GL}(V)$ is a representation defined by, for each $\sigma \in G$,

$$\phi(\sigma) = \phi_\sigma \in \text{GL}(V)$$

$$\phi_\sigma(b) = \chi(\sigma)b,$$

where $\chi : G \to k^*$ is a character of $G$. Note that $\chi(\sigma) \neq 0$ because $\sigma$ induces an automorphism of $V$. Since $G$ is finite, for each $\sigma \in G$, there exists a positive integer $n$ such that $\sigma^n = \text{id}$ and

$$\chi(\sigma)^n = \chi(\sigma^n) = \chi(\text{id}) = 1.$$

Hence the values of 1-dimensional characters are certain roots of unity. Here we will consider the case where $G$ is a finite abelian group.

Lemma 7.1. Let $G$ be a finite group and $L/K$ be a $G$-Galois extension. Then

1) $L$ is isomorphic to the regular representation $V_{\text{reg}}$ as a $K$-representation of $G$. 
(2) Suppose $G$ is an abelian group of exponent $e$ and $K$ contain a primitive $e$th root of unity. Then $V_{\text{reg}}$ is isomorphic to the direct sum of the characters of $G$; each character appears with multiplicity 1.

Proof. (1) is equivalent to the normal basis theorem. Indeed, $V_{\text{reg}}$ is, by definition, a $|G|$-dimensional vector space with a basis $\{e_h | h \in G\}$, where the $G$–action on $V_{\text{reg}}$ is given by linearly extending $g(e_h) = e_{gh}$ to all of $V_{\text{reg}}$. If $\{h(\alpha) | h \in G\}$ is a normal basis of $L/K$ for some $\alpha \in L$ then there is an isomorphism of representations given by $e_h \mapsto h(\alpha)$. Conversely, if $\phi : V_{\text{reg}} \rightarrow L$ is an isomorphism of $K$–representations then $\phi(e_h)$ is a normal basis of $L/K$.

(2) follows from [26, 12.2.15].

Let $G$ be a finite abelian group, $L/K$ be a $G$–Galois field extension, and let $G^*$ be a set of all characters of $G$. By Lemma 7.1

$$L \cong \bigoplus_{\chi \in G^*} L(\chi),$$

where $L(\chi) = \{\alpha | \sigma(\alpha) = \chi(\sigma) \alpha \text{ for all } \sigma \in G\}$, and $\dim_K L(\chi) = 1$.

For a convenience, we abbreviate the trace form $tr_{L/K}$ for $L/K$ by $tr$, unless otherwise specified and for each $\chi \in G^*$ we will denote $b_\chi$ a basis element of $L(\chi)$.

**Lemma 7.2.** For each $\chi_1, \chi_2 \in G^*$,

$$tr(b_{\chi_1} b_{\chi_2}) = \begin{cases} 0 & \text{if } \chi_2 \neq \chi_1^{-1} \\ |G|b_{\chi_1} b_{\chi_2}^{-1} & \text{if } \chi_2 = \chi_1^{-1}. \end{cases}$$

Proof. For any $\sigma \in G$,

$$tr(b_{\chi_1} b_{\chi_2}) = tr(\sigma(b_{\chi_1}) \sigma(b_{\chi_2})) = tr(\chi_1(\sigma) \chi_2(\sigma)b_{\chi_1} b_{\chi_2}) = \chi_1(\sigma)\chi_2(\sigma)tr(b_{\chi_1} b_{\chi_2}).$$
If $\chi_1(\sigma)\chi_2(\sigma) = 1$ for all $\sigma \in G$, i.e., $\chi_2 = \chi_1^{-1}$, then

$$\text{tr}(b_{x_1} b_{x_1}^{-1}) = \sum_{\sigma \in G} \sigma(b_{x_1} b_{x_1}^{-1}) = \sum_{\sigma \in G} \chi_1(\sigma)\chi_2^{-1}(\sigma)b_{x_1} b_{x_2} = \sum_{\sigma \in G} b_{x_1} b_{x_1}^{-1} = |G| b_{x_1} b_{x_1}^{-1};$$

otherwise $\text{tr}(b_{x_1} b_{x_2}) = 0$. \hfill \Box

Note that for all $g \in G$,

$$g(b_{x} b_{x}^{-1}) = \chi(g)\chi^{-1}(g)b_{x} b_{x}^{-1} = b_{x} b_{x}^{-1},$$
i.e., $b_{x} b_{x}^{-1} \in K$.

Let $\sigma \in G$, define $B_\sigma : L \times L \to K$ by

$$B_\sigma(x, y) = \frac{1}{2} \text{tr}(x \sigma(y) + y \sigma(x)).$$

Then $B_\sigma$ will be a symmetric $K$-bilinear form over $K$.

**Lemma 7.3.** For each $\sigma \in G$, and $\chi_1, \chi_2 \in G^*$,

$$B_\sigma(b_{x_1}, b_{x_2}) = \begin{cases} 0 & \text{if } \chi_2 \neq \chi_1^{-1} \\ \frac{|G|}{2} (\chi_1(\sigma) + \chi_1^{-1}(\sigma))b_{x_1} b_{x_1}^{-1} & \text{if } \chi_2 = \chi_1^{-1}. \end{cases}$$

**Proof.**

$$B_\sigma(b_{x_1}, b_{x_2}) = \frac{1}{2} \text{tr}(b_{x_1} \cdot \sigma(b_{x_2}) + b_{x_2} \cdot \sigma(b_{x_1}))$$

$$= \frac{1}{2} \text{tr}(\chi_2(\sigma)b_{x_1} b_{x_2} + \chi_1(\sigma)b_{x_1} b_{x_2}) = \frac{1}{2} (\chi_1(\sigma) + \chi_2(\sigma))\text{tr}(b_{x_1} b_{x_2}).$$

The desired results follow from Lemma 7.2. \hfill \Box

For each $\chi \in G^*$, define $c_\chi = \sqrt{\frac{1}{2}(\chi(\sigma) + \chi^{-1}(\sigma))} b_{x}$. Then $\{c_\chi | \chi \in G^*\}$ forms a new basis of $L$ over $K$. Then the Gram matrix of $B_\sigma$ in the basis $\{b_{x} | \chi \in G^*\}$ and the Gram matrix of the usual trace form in the basis $\{c_\chi | \chi \in G^*\}$ are equivalent up to change of bases. Hence we have the following result:
**Lemma 7.4.** Let $G_r$ be a Gram matrix of the usual trace form in the basis \{\(c_\chi | \chi \in G^*\)\}. Then for each $\sigma \in G$, the Gram matrix $M_\sigma$ of $B_\sigma$ is

\[
M_\sigma = D_\sigma G_r D_\sigma^t,
\]

where $D_\sigma = (d_{\chi_1, \chi_2}^\sigma)_{\chi_1, \chi_2 \in G^*}$ with all $d_{\chi_1, \chi_2}^\sigma \in K$, and

\[
d_{\chi_1, \chi_2}^\sigma = \begin{cases} 
0 & \text{if } \chi_2 \neq \chi_1^{-1} \\
\sqrt{\frac{1}{2}(\chi_1(\sigma) + \chi_1^{-1}(\sigma))} & \text{if } \chi_2 = \chi_1^{-1}.
\end{cases}
\]

**Theorem 7.5.** Let $L$ be a Galois extension of $K$ with a Galois group $G$ which is an abelian group. Then the generalized trace form and the usual trace form are equivalent.

**Proof.** Let \{\(b_\chi | \chi \in G^*\)\} be a basis of $L$ over $K$. Then for any $\chi_1, \chi_2 \in G^*$, we have

\[
T_\alpha(b_{\chi_1} b_{\chi_2}) = \sum_{\sigma \in G} a_\sigma B_\sigma(b_{\chi_1}, b_{\chi_2}) = \begin{cases} 
0 & \text{if } \chi_2 \neq \chi_1^{-1} \\
\frac{1}{2} \sum_{\sigma \in G} a_\sigma (\chi_1(\sigma) + \chi_2^{-1}(\sigma)) \text{tr}(b_{\chi_1} b_{\chi_2^{-1}}) & \text{if } \chi_2 = \chi_1^{-1},
\end{cases}
\]

where all $a_\sigma (\chi_1(\sigma) + \chi_2^{-1}(\sigma))$ are in $K$. Let for each $\chi \in G^*$,

\[
\gamma_\chi = \frac{1}{2} \sum_{\sigma \in G} a_\sigma (\chi(\sigma) + \chi^{-1}(\sigma)).
\]

Then we have a new basis \{\(c_\chi = \sqrt{\gamma_\chi} b_\chi | \chi \in G^*\)\}. Let $P = (p_{\chi_1, \chi_2})$ be a matrix over $K$ such that

\[
p_{\chi_1, \chi_2} = \begin{cases} 
0 & \text{if } \chi_2 \neq \chi_1^{-1} \\
\sqrt{\gamma_\chi} & \text{if } \chi_2 = \chi_1^{-1}.
\end{cases}
\]

Hence we have $M_\alpha = PG_r P^t$, where $M_\alpha$ is the generalized Gram matrix in the basis \{\(b_\chi | \chi \in G^*\)\} and $G_r$ is the usual Gram matrix in the basis \{\(c_\chi | \chi \in G^*\)\}. Thus two trace forms are equivalent up to change of bases. \(\square\)
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