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Data converters are ubiquitous building blocks of a signal chain. The rapid increase in
communication and connectivity devices presents new avenues for pushing the state of
the art analog to digital converters. Techniques for improving resolution, bandwidth,
linearity and bit-error rate, while reducing the power, energy and area is the motiva-
tion for this research. This research focuses on achieving this goal by enabling circuit
techniques, architecture techniques and calibration methods. The following techniques
are proposed for enabling power, area and energy efficient analog to digital converter
techniques.

1. A capacitor switching scheme for successive approximation ADC is introduced to
enable 93.4% energy reduction and 75 % reduction in capacitor area as compared to a
conventional SAR ADCs.

2. Asynchronous correlated level shifting technique for improving current source linear-
ity and power supply rejection ratio of zero crossing based circuits is proposed. This
technique enables asynchronous ADC architectures for energy efficient system.

3. Unified gain enhancement model is proposed to catalogue gain enhancement tech-
niques. Class-A+ and Replicated Parallel Gain Enhancement (RPGe) amplifiers are
introduced as parallel gain enhancement techniques for switched capacitor circuits. A
prototype pipelined ADC using RPGE amplifier achieves 74.9 dB SNDR, 90.8 dB SFDR,
87 dB THD at 20 MS/s. Built in 1P4M 0.18 pm technology and operating at 1.3 V sup-
ply, the ADC consumes 5.9 mW. The ADC occupies 3.06 sq. mm and has a figure of

merit of 65 fJ /conversion step. Extracted simulation results of the prototype pipeline



ADC using dynamic RPGE amplifier achieve 74 dB SNDR, 90 dB SFDR, and 85 dB
THD at 30 MS /s in a 0.18 pm process. The ADC consumes 6.6 mW from a 1.3 V
supply and achieves a figure of merit of 40 £J/C-S.

4. A low-gain amplifier based V-T converter is utilized along with a TDC to replace
the function of flash ADC and the DAC references in a pipeline ADC. The simu-
lated /extracted performance of the chip is 12bit, 100 MHz in 65nm process while con-
suming approximately 8-9 mA from 1 V supply.

5. A measurement technique for detecting and correcting bit-error rate in ADCs is pro-
posed. This multi-path ADC technique squares the bit-error rate of the ADC without
consuming additional analog power. The area increase is negligible compared to the
conventional modular redundancy techniques. This technique can be applied to digitally
detect and correct single event transients for ADCs. A three-path ADC can restore the
ADC performance independent of the input frequency and number of errors in a single
path.

6. LMS algorithm is used to estimate the VCO non-linearity by using the VCO as a
Nyquist ADC and utilizing a slow but accurate ADC. The simulated ADC performance
improves from 5 bits to 7.8 bits by using a second order fit to the VCO non-linearity.
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Chapter 1. Introduction

1.1 Background

Analog to Digital Converter (ADC) are ubiquitous building blocks of a signal chain.
Fig. 1.1 shows typical application of analog-to-digital converters. The design of ADC
has its roots in the telecommunication industry. With the advances in the communica-
tion, connectivity, automotive, entertainment, space and military applications, the need
for high performance, low power, small footprint solutions are all but necessary design
constraints. Fig. 1.1 shows the general trend in the use of different data converters for a
variety of applications. Classical architectures such as flash, pipeline, integrating, delta-
sigma converters, folding and time-interleaved architectures have re-defined their reach
with the availability of deep sub-micron process. A detailed tabular column shown in
Table. 1.1 provides an insight into the need for resolution, bandwidth, dynamic range
and the possible architecture for a given application. It is imperative that the above
mentioned parameters of interest must be realized with minimum power, energy and

area.

1.2 Organization

The research focus for the thesis is energy and area efficient analog to digital converter
techniques and architectures.

In the second chapter, various trade-off in an ADC design are analyzed with an
emphasis on calibration and architectural techniques to achieve energy and area efficient
design. In particular, deterministic calibration of VCO non-linearity and multi-path
ADC technique to build a robust architecture tolerant towards single event effects and
bit-error rate.

In the third chapter, circuit techniques are explored in detail achieve energy and area
efficiency. To this end, merged capacitor switching energy scheme for SAR ADC, a unified

gain enhancement model for amplifiers, class A+ amplifier technique, asynchronous CLS
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Table 1.1: Architecture and Application

Network Bandwidth Resolution/DR Architecture
Radio, Audio, AM/FM 40 kHz > 16 b, 100 dB Delta-Sigma
GSM, Bluetooth 135 kHz-500 kHz > 85 dB Delta-Sigma
UMTS-WCDMA 5 MHz > 65 dB Delta-Sigma, Pipeline
CDMA 1.25 MHz > 65 dB Delta-Sigma
DVB-T, T2 8 MHz > 55 dB Pipeline
Sensor Array < 5 MHz 6-10 b SAR, Pipeline, Integrating
Medical < 1 MHz >16b SAR, Delta-Sigma
3G/LTE 20-40 MHz > 60 dB Pipeline, Delta-Sigma
Direct TV 1.5 GHz > 54 dB Pipeline
802.11 ac/d (WiGiG) 5 GHz > 30 dB Flash/TI-SAR/Pipeline




technique, replicated parallel gain enhancement technique, dynamic replicated parallel
gain enhancement technique are proposed and discussed in detail with prototype and
simulation results.

In the fourth chapter, a hybrid time based pipeline ADC amenable towards technol-
ogy scaling is proposed which utilize both circuit and calibration techniques to realize a

power efficient design. Chapter five concludes the thesis with scope for future work.

1.3 Contribution
e Deterministic Calibration of VCO Non-Linearity

e Multi-path ADC Technique for detection and correction of bit-error rate/ single

event error
e Unified Gain Enhancement Model

— Replicated Parallel Gain Enhancement technique amplifier

— Dynamic RPGE Amplifier

Asynchronous CLS technique
— Class A+ amplifier technique

e Time-to-Digital Converter replacement for flash ADC and capacitor DAC in a
traditional pipeline ADC



Chapter 2. Architecture and Calibration Techniques for Analog to

Digital Converters

2.1 Introduction

A brief literature survey provides us with the traditional ADC architectures, components
and non-idealities [1-7]. The ADC design involves multiple conflicting trade-off shown in
Fig. 2.1. In general, area and power are the optimization parameters for a given linearity,

bandwidth and noise.

Power/

Energy

N
Linearity / 7 N
Matching I/ Area

I Architecture and I
I Circuit Techniques I
4C

Speed/

Bandwidth alibration

/
N
Noise

Figure 2.1: ADC Design Tradeoff

Table. 2.1 is a rudimentary list that provides us with the topics to explore new
and improved circuit techniques that circumvent, eliminate or tolerate the non-idealities
listed for each architecture.

In this chapter, we discuss architecture and calibration techniques to improve the
energy and area efficiency of a data converter without sacrificing performance. Deep
sub micron CMOS process is prone to variation due to several manufacturing steps. It

is not surprising that the components such as resistors, capacitors and transistors also



Table 2.1: Analog to Digital Converter Architectures and Component Limitations

Architecture Non-Ideality
Flash matching, reference, offest, timing and jitter.
SAR matching, settling, reference and (a)synchronous timing.
Folding offset, matching, nonlinearity and averaging.
Sub-ranging reference, matching, noise and offset.
Cyclic offset, matching, finite gain, nonlinearity and jitter.
Pipeline offset, matching, finite gain, nonlinearity and jitter.
Integrating offset, matching, timing, noise and nonlinearity.
A-X stability, delay, matching, jitter and nonlinearity.

experience variation in their parameters. These components are used to realize feedback
factor, time constant, current source, transconductance, integrators, reference voltages
and amplifiers which are in turn used as building blocks for realizing data converters and
filters. In order to meet certain matching, the components must be sized accordingly.
Therefore, this design methodology results in an sub-optimal design and it might be
impossible to optimize area, power and performance simultaneously. To this end, it
is necessary to resort to measurement and correction techniques. In this chapter, a
deterministic LMS calibration method for measuring and correcting VCO non-linearity
and a Multi-path ADC for detection and correction of single event error (SEE)/ bit-

error-rate (BER) are discussed in detail.

2.2 Survey of Calibration Methods

Data Converters are a system built with individual blocks discussed in the previous sec-
tion. It is worthwhile to consider the different architectures, component mismatches and
existing calibration techniques. The following tabular column lists the architecture, non-
idealities and calibration methods. The calibration methods can be broadly classified
into deterministic, statistical, linear and non-linear methods. Convergence, accuracy,
model order, complexity of hardware implementation are the important factors for eval-
uating or comparing various methods. In particular, deterministic calibration using LMS

and split-ADC techniques are utilized to improve the performance.



Table 2.2: Architecture and Non-Ideality

Architecture Non-Ideality Technique
Pipeline Capacitor Mismatch, Non-Linearity Split-ADC
SAR Gain Compression PN Sequence
A—-3 DAC Mismatch, Timing (Non)Linear Error Correction
Folding Resistor Mismatch, Averaging Error Deterministic Correction
Time-Interleaved Gain, Offset, Phase Skew Look-Up Table
TDC Delay, Meta-Stability, Dynamic Errors Phase Skew Estimation
VCO Nonlinearity DEM, DWA, Blind Correction

2.2.1 Deterministic LMS fit

Least Mean Square estimation is a deterministic estimation. Given the following model,
H, the non-linearity can be estimated from the input and the observed output. Eq. 2.1
shows the generic model equation. Where, Y is the observed data, © is the model input
and H is the parameters of interest. Eq. 2.2 shows the least mean square estimation of
the parameters 9/123- The line fitting example explains the above model in detail.

Y=H.© (2.1)

OLys= (ETE)_lHTX (2.2)

Given a set of points, (x1,y1), (x2,¥2)--...(Xn,¥n), the best fit line using LMS algorithm
can be derived as shown in Eq. 2.3. In this setup, "m” is the LMS fit parameter. The
parameter m can be evaluated from Eq. 2.2 as given by Eq. 2.4. The above example can
be extended to ADCs as explained in [3].

Y1 x1
Y2 €2

Yn T,
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2.2.2 Split-ADC Calibration Technique
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Figure 2.2: Split ADC
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Every capacitor and transconductance or opamp is split into two smaller pieces as



shown in Fig. 2.2. The thermal noise power contribution increases by a factor of two due
to this scaling. Fig. 2.3 shows the noise model for the split-ADC. V; 1 and V; 2 represents
the thermal noise contribution from the analog section of the split-ADC. V1 and V, o
represents the quantization noise of the split-ADC. It can be readily observed that the
averaged output, Dy, has the same signal to noise ratio of the combined ADC.

D,,; contains the averaged output of the split-ADC and D,,...,,, contains information
about the mismatch between the two channels. The signal content is removed in Deypor
and any anomaly between the channels can be detected from this digital error signal.
In this application, along with the mismatch between the two-paths, single event effects
and bit-error rates can be detected and corrected. Further details regarding the split-
ADC technique can be found in [9] and [10]. The digital section is the overhead for the
split-ADC technique. The analog section made up of transconductors, capacitors, and

resistors does not increase in area or power.

2.3 Deterministic Calibration of VCO Non-Linearity

2.3.1 Background

The time based ADC architectures are promising in deep-sub micron due to smaller
delay generation and large tuning range available from the voltage controlled oscillators
(VCO). However, the delay cells and VCO suffer from non-linearity. The linearity of
VCO is limited to 5%, which results in a 6 bit resolution, [l1]. In order to achieve
higher resolution, the linearity of VCO must be improved. In [12], a Nyquist rate VCO
based ADC was realized by building a linear VCO. However, the effective number of
bits was limited to 8 because of VCO non-linearity. In [11], the VCO was enclosed in
a feedback loop to improve linearity. However, this oversampled system requires high
frequency sampling clock which limits the maximum oscillation frequency of the VCO.
To this end, an attempt is made to measure nonlinear VCO curve using a deterministic

calibration technique.



Figure 2.4: VCO Couting ADC
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Figure 2.5: VCO Non-Linearity

2.3.2 Limitation of VCO based ADC

The 8-bit time based ADC is shown in 2.4. It consists of a coarse 8-bit converter.
The 8-bit coarse converter is implemented with a binary counter clocked by the VCO
and reset by the sampling clock The multi-phase VCO was implemented as an 8-stage
differential ring oscillator. The conversion of tuning voltage to phase by a VCO is given
by Eq. 2.5 for a sinusoidal input. Where, K, is the VCO gain in Hz/V, is the sampling
frequency of the ADC, Vj, is the amplitude of the input, wj, is the input frequency. The
above expression indicates a sinc filtering of the input voltage. This provides an inherent

anti-aliasing filter for the input signal, [13].

Dyeo(n) = 2 [P (KyeoVinsin(wint) +rer) dt
= 27K oo Tyvinsin (win (T4 T /2) . (2 T5/2)) (2.5)
= 27K co Tsvinsin (win (nTs+Ty/2)) .sinc(wi, Ts/2)

The VCO non-linearity can be modeled as shown in Fig. 2.5. Assuming a sinusoidal
input, the attenuation provided by VCO for the fundamental and harmonics can be
derived as shown in Eq. 2.6. Where, Kyco, Vin, Ts, win have the same meaning as in
Eq. 2.5. «, B are the second and third order non-linearity coefficients of the VCO. Phase

offset is a collection of terms independent of the input frequency. For an input signal
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Figure 2.6: Sinc Filter of VCO Input

of 6 MHz, the non-linear VCO will generate harmonics at 12 MHz, 18 MHz and so on.
However, the attenuation provided by VCO for 6 MHz, 12 MHz, 18 MHz are -1.5 dB,

-6 dB and -18 dB respectively. Thus, the harmonics are attenuated by the sinc filter as
shown in Fig. 2.6.

Do (n) = 27K o vin Tssin(win (nTs+Ts/2) )sine (£, Ts)

T V-2 s i
2T o5 (2uin (nTs+Ts /2) Jsine (26, Ts) (2.6)

27’I’6Vés Ts . 1
+=2—sin(3win (nTs+Ts/2))sinc(3fin Ts)

+phaseoffset

2.3.3 LMS setup for VCO ADC

The radixes of the ADC are the parameters of interest. A slow but accurate ADC
quantizes the input as shown in Fig. 2.7. The output from the slow ADC is compared
with the output from the ADC under calibration. This calibration method does not need
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Figure 2.7: Calibration Method

separate calibration signals and can be performed in the background. Since, LMS is a
deterministic calibration method; the convergence time for the algorithm is smaller than
the correlation based algorithms.

From Eq. 2.6, the output phase of the VCO can be re-written as given in Eq. 2.7.
Where, a, 3,7, model the non-linearity of the VCO and ¢.(n) model the quantization
error from the VCO based ADC. Rearranging Eq. 2.7, we get Eq. 2.8. vip, V?n is approx-
imated by Dy, and D2, from the slow ADC output decimal code. ®,co(n) + ¢e(n) is
obtained from the VCO ADC output code. The VCO characterization is performed as
given in Eq. 2.9.

Doeo(n) = Wiy + BU2, + Y03, + do(n) (2.7)

Vin = O/(q)vrm(n) + ¢e(n)) + B/Uizn + 7U§n (2.8)

Where, Doyt (1),Dout (2),...-,Dout (n) are the output codes from the slow ADC in decimal
format. b;1,bio,...,bis are the 8-bit binary output codes from the VCO based ADC.
raj,ras, ..., rag, are the radixes to be estimated for the VCO based ADC. o, accounts
for the second order non-linearity from the VCO. e , represents the error in this model.

The error term consists of quantization error, circuit noise and the error in the parameters
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to be estimated. The sinc filtering provided by the VCO attenuates the higher order
harmonics. Therefore, the higher order harmonics were not modeled in Eq. 2.8. The
radixes can be estimated using Eq. 2.2 as shown in Eq. 2.10. The estimated radixes

account for the non-linearity in VCO and mismatch in the phase separation of the multi-
phase VCO.

r T B - rajy
Dyt (1) big . . big Dout(1)2
2 TCLQ
Dout(2) b271 . bg,g Dout(2)
. L. . (2.9)
rag
| Dowt(n) | L bag - - bag Dowr(n)® | y
Doyt = ém +e
[ rai,LmMs ]
raz LMs
= (B"B)"'B"Dou (2.10)
Tag LMS
L a/ -

2.3.4 Simulation Results

An 8-bit VCO based ADC was simulated with a 5-bit linear VCO. The sampling fre-
quency was chosen to be 10 MHz. The VCO tuning range was close to 2.2 GHz. The
tuning curve of the VCO is shown in Fig. 2.8. The simulation setup shown in Fig. 2.7
was used for LMS calibration. The LMS setup in Eq. 2.8 was used to calibrate the VCO
codes. The estimated VCO transfer curve is shown in Fig. 2.9. The Power Spectral
Density (PSD) of the 8-bit VCO ADC before calibration is shown in Fig. 2.10. The
SNDR is limited to 5 bits due to the non-linearities present in the VCO. The model in
Eq. 2.9 was used to calibrate this VCO based ADC. The calibrated output PSD of the
VCO based ADC is shown in Fig. 2.11. The SNDR of the calibrated ADC is 46.7 dB.
The improvement in SNDR is close to 2.3 bits.
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2.4  Multi-Path ADC Technique

2.4.1 Background

Data-converters required for space electronics cover frequency ranges from few Hz to
several hundreds of MHz and resolution ranges from 6 to 24 bits. No single data-converter
architecture can satisfy this requirement in resolution and bandwidth at this juncture.
Radiation hardening and BER reduction for such a block provides additional challenges
to their design. In particular, single event effect (SEE) such as single event transients
and single event upsets significantly degrade performance of the data converters.
Conventional radiation hardening methods for data-converters are architecture spe-
cific and often involve extensive simulation of circuit blocks with modified SPICE mod-
els, [14-16] and device level simulations. Therefore, it is fair to say that architecture
independent radiation hardening and BER reduction techniques for data converters are
desirable. Also, high level modeling and simulation methods will enable fast verification
of extensive device and circuit simulations. Such techniques will enable reusable and ro-
bust design practices for building and testing data-converters. Ideally, these techniques
should achieve this without any additional area or power penalty to the data-converter
design. To this end, the following sections address the issue of metastability induced
bit-error rate, single event error using multi-path ADC and calibration using fractional

interpolation, skip and fill, and majority voting calibration techniques.

2.4.2  Mixed Signal Redundancy

In digital system design, triple modular redundancy (TMR) is extensively used for control
and data paths to provide radiation hardening against single event upsets. However,
this method suffers from area, power and performance penalties. A mixed signal design
equivalent to the digital TMR technique is the multi-path ADC technique. This multi-
path ADC technique enables a high level modeling, robust detection and correction
method for SEE errors in an analog to digital converter. This multi-path ADC technique
retains the benefit of digital TMR for radiation hardening and BER reduction without
the penalties of analog area, power and performance.

Fig. 2.12 shows the two-path and three-path ADC implementation. The analog
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Figure 2.12: Two and Three path ADC

portion of the ADC such as opamps, capacitors and comparators sized for thermal noise
are split into equal parts. The two-path ADC is implemented in the same manner as a
split-ADC while the three-path ADC is implemented by dividing the analog portion of
the ADC into three smaller pieces and replicating the digital section. The shaded region
represents the reduced size of each path obtained by splitting the analog blocks of the
ADC built for thermal or quantization noise. The combined output of the multi-path
ADC is obtained by taking the average of each ADC output (Dip 1, Din2, ).

The multi-path ADC technique not only allows calibration for gain and offset error
but also provides digital detection and correction of single event effects and an improved
bit-error rate in ADCs. The detection and correction of single event is achieved by
monitoring the digital outputs (Djp 1, Din2, ) of the multi-path ADC. The multi-path
ADC digital output carries information about a single event effect or bit-error rate from
all possible internal nodes of the ADC from each path. Therefore, a simple comparison
of digital output among the different paths against a digital threshold allows us to detect
and correct SEE/BER.

Multi-path ADC technique can be thought of as a mixed signal version of the digital
TMR. Thanks to the multi-path ADC technique, the analog section of the ADC does
not see any area increase as compared to their digital TMR counterpart. The advan-

tages of the multi-path ADC technique are summarized as follows: 1) Digital detection
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mechanism for SEE and bit error rate. 2) Real time correction methods based on digital
outputs. 3) The detection and correction methods are independent of data converter

architecture making it a robust and re-usable solution.

2.5 Modeling of Single Event Effect in ADC

Literature survey of SEE in analog to digital converter reveals a Gaussian model for SEE
from the observed data [17], [18], [19], [20] and [21]. Thanks to the multi-path ADC
technique, digital detection of SEE/BER enables fast and accurate high level modeling
using this Gaussian model. By studying the digital output, we can monitor the single
event error from internal nodes of the data converter that affect the digital output. A
conventional technique for studying the single event effects would involve device level
simulation or simulation with modified SPICE models[ [19], [20]]. In this conventional
approach, critical nodes have to be identified and studied extensively through circuit
and device simulators. Such methods are time consuming for a bigger system like a data
converter and are computationally intensive to study the effects from all the blocks of
a data converter. Unlike the conventional method, the multi-path ADC technique is
independent of the data converter architecture and is amenable towards existing macro-
modeling techniques for analog to digital converter. The digital detection is more efficient
than analyzing the single event effects by studying transient voltage or current waveforms
at a critical node in a given data converter. In the following sections, system level model
for SEE, an application of SEE macro-model in a pipelined ADC, simulation results of
SEE in a pipelined ADC and the need for detection and correction methods are explained

in detail.

2.5.1 System Level Model for SEE

Fig. 2.13 shows a noise model for the ADC including an SEE noise source. Vsgpp is a
Gaussian random noise source for modeling SEE. V; and V, are Gaussian and uniform
random noise sources for modeling thermal and quantization noise respectively. The
derivation of the random voltage source for single event effect is described in appendix. A.
Signal to noise ratio for a given standard deviation (oge.), repetition rate (N,ep) and

observation window (Nyindow) 18 shown in Eq. 2.11. The combined signal to noise ratio
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Figure 2.13: Noise Model for SEE in ADC

along with the thermal and quantization noise is shown in Eq. 2.12. Where, E(Vt?)
and E(V¢?) represent thermal and quantization noise power contribution. As shown in
Fig. 2.13, SEE can be modeled as an error voltage source. The error voltage(Vsee) for
a given ADC resolution (n), charge transferred (Qse.) and reference voltage (Vref = 1.2
V) is given by Eq. 2.13 and Eq. 2.14.

2
Vrms . Nwindow

SNRsgr= o0 Nrep (2.11)
Vrm52

SNRtotal: 5 D) 2 (212)

g soc-Nrcp/Nwindow+E(vt) + E(Vq)

12kT.220
— (2.13)
V?ef
2

V _Qsee_Qsee-Vrof (214)

S0y 12kT.22n

Where Cy is the minimum sampling capacitance in Farad, k is the Boltzmanns con-
stant and T is the temperature in Kelvin. The error voltage plot in Fig. 2.14 shows
that the single event effect can saturate an ADC up to 10 bits and significantly reduce
the dynamic range above 10-bit resolution. It can be observed from Fig. 2.14, that the
commonly used radiation hardening technique of increasing the capacitor value (Cs) to
decrease the transient effect will not only increase area and power consumption of the

system but also reduce the maximum achievable sample rate of the system.
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Figure 2.14: Capacitance and Error Voltage vs. ADC Resolution

2.5.2 SEE Model for Pipeline ADC

The single event effect is modeled as a Gaussian random voltage source (Sp — S5), [20].
The above modeling method is applied to a 12-bit pipelined ADC macro-model to study
the single event effects from switches and amplifiers. The 12-bit pipelined ADC consists
of five 2.5-bit stages followed by a 3-bit flash ADC as shown in Fig. 2.15. Each stage is
made up of a sub-ADC, DAC and an amplifier as shown in Fig. 2.16.

Based on 12-bit noise and matching requirements, the typical input sampling capac-
itor is 2 pF and feedback capacitor of 500 fF, [22]. A Capacitor scaling factor of 2 is
applied for matching considerations for the four stages resulting in feedback capacitors
of 250 fF, 125 fF and 62.5 fF for stages 2, 3 and 4 respectively. The fifth stage is a replica
of stage-4 with feedback capacitor of 62.5 fF.

Fig. 2.17 shows a generic switched capacitor amplifier used in a pipeline ADC with
non-overlapping clock phases (¢; and ¢3). The SEE for the switches can modeled by an
equivalent random voltage source (V; s,) and the SEE for the amplifier is modeled by
an input referred random voltage source (V1 gmp). The derivation for the input referred

random noise source [23], using the double exponential current source model, is similar
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to conventional noise analysis. Appendix. B discuss the derivation and limitations of
the macro model used. Appendix. B discusses about SEE noise model for an amplifier.
Charge conservation at the inverting input terminal of the amplifier is used to derive
the output voltage (Vut). Eq. 2.15 shows the output voltage of the amplifier with single
event error source. Eq. 2.15 is then re-written in terms of charge transferred in Eq. 2.16.
From Eq. 2.16, we can observe that the single event effect on the output voltage depends
on the feedback capacitance and the net charge transferred by the particles energy.
Fig. 2.18 shows the RMS output voltage of an amplifier for a single event effect in one

of the sampling switches.

_Cl Cl C1

Vout [Il] —C—2Vin[n]+\/’1,amp. <1+C—2> +V1’SW.C_2 (2.15)
Cl Qseo amp Cl Qseo SW
ou == Vin : 1+ : 2.1
Vonlo] =G Vil (1) + e (2.16)

The above model for the amplifier is used in the MDAC for every stage in the pipeline
ADC shown in Fig. 2.18. The voltage magnitude of the single event error source for each
stage depends on the random charge transferred and the capacitance of the corresponding

pipeline stage Eq. 2.10-Eq. 2.15. Eq. 2.17 shows the error voltage source derived from a
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single event particles energy source for the different stages of the pipeline ADC (Sp—S5).

Oq,see
Osee,input = C qé (217)
f,stage- Jeff,input

Where, Cy,stage is the feedback capacitance for each stage (Cfi—5) and Gesy, input is
the input referred gain. It is instructive to note that the capacitor scaling factor of 2
along with the inter-stage gain of 4 reduces the SEE error voltage introduced in the later
stages. Fig. 2.19 shows the magnitude of the SEE error voltage source, (Sy—S5), derived
from a Gaussian SEE error voltage source given by Eq. 2.17. Eq. 2.11 can be re-written
using Kq. 2.18 to obtain the signal to noise ratio due to the SEE error voltage source.
With this error voltage source, Eq. 2.19 can be used to study the degradation in signal

to noise ratio due to the SEE error voltage source.

N
E(V2)=02 . — P 2.1
(Vsco) Useo,lnput Nwindow ( 8)
2 2 Vrms 2 . Nwindow
SNR = V2, /E(V2 ) =—tms « window (2.19)

Uzsee,input -Nrep
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The position of the SEE error voltage source in the pipeline ADC, Sy — S5, and its
repetition rate (N,p) was varied to study the effects on the signal to noise ratio. Each
sample point in Fig. 2.20 shows average signal to noise ratio of 100 runs. The simulation
results were obtained by using the macro-model of Fig. 2.15 in MATLAB and the results
obtained closely match the values derived using Eq. 2.19. The simulation results also
confirms that the SEE in the later stages of the pipeline ADC has less impact on the SNR
as compared to the SEE in the earlier stages. This can be readily observed from Eq. 2.17,
Fig. 2.19 and Fig. 2.20. The input referred SEE error voltage, ogce input » is reduced by
the inter-stage gain, Gy, input, of the pipeline ADC. The SEE repetition rate was also
varied to study the effect on SNR with a fixed observation window. Fig. 2.20 shows that
even for small repetition rates of the SEE error SNR can significantly lower from the
ideal value. This significant reduction in SNR, due to SEE in the signal path, is the

motivation for the detection and correction schemes presented in the following sections.
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2.6 Two-Path ADC with Skip and Fill Correction

By introducing two identical paths using the split-ADC technique, the SEE can be
detected by monitoring the digital output, Do, against a digital threshold. Fig. 2.21
shows the implementation of a two-path ADC with skip and fill algorithm, [9] and [10].
Derror 18 used to detect the SEE error and the skip and fill algorithm is used for replacing
the corrupt sample. The skip and fill algorithm is a non-linear interpolation algorithm
which is superior to the linear interpolation methods in terms of the number of taps

required for a given accuracy requirement.

2.6.1 Detection and correction using skip and fill algorithm

The skip and fill algorithm uses a non-linear interpolation method to fill the missing or
corrupted sample. The details of the algorithm can be found in [24]. The SEE detection
scheme consists of a simple bit by bit logical comparison of D....-, against a digital
threshold. The skip and fill block receives two digital outputs, Depror and Dy, from the
split-ADC and generates the corrected output, Doyt corr- If the magnitude of Deppop is
larger than the set digital threshold, the output (D,,:) is replaced with the interpolated
value using (10b). Otherwise, Dy, is passed on to the output with latency as given by
(10a). The interpolation and the SEE error correction is performed only if the SEE error

is detected, leading to power efficient use of correction hardware.
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Dout7corr(m) :Dout (m) if Derror< 2L.SB (220)
—Dinter () if Derror> 2LSB (2.21)

2.6.2 Simulation Results

A 12-bit pipelined ADC macro-model shown in Fig. 2.15 was used in the two-path ADC
technique. For the skip and fill correction method, a 40-tap interpolation filter was
used with a 4096 sample length observation window. The standard deviation of the
SEE error source was 0.4 V. The two-path ADC was calibrated for gain and offset error
before simulating SEE errors. The output, D¢y, used for the SEE error detection, the
uncorrected (Dyyt) and corrected output (Doys corr) are shown in Fig. 2.22, Fig. 2.23 and
Fig. 2.24 respectively. Eq. 2.21 was used to identify and correct SEE errors using the skip
and fill interpolation. In order to study the limitations of the interpolation based skip
and fill correction scheme, the repetition rate of the SEE error source and the input signal
frequency were varied. The resulting signal to noise ratio of the corrected output for the
different SEE error repetition rates and the input signal frequency is shown in Fig. 2.25.
The accuracy of the interpolated sample decreases with the increase in the input signal
frequency. Even for a small SEE error repetition rate, the skip and fill interpolation
based SEE error correction bandwidth is limited to 30% of the Nyquist frequency range.
Another theoretical limitation occurs when the repetition rate of SEE error is more than
10% percent of the window of observation. In this case, SNR degradation occurs due to
uncorrected SEE errors being used for interpolation. These drawbacks can be eliminated

by implementing the three-path ADC correction method.

2.7 Three Path ADC Correction Algorithm

SEE is a localized event and the probability of the SEE error equally affecting more than
one path in a three-path ADC in the same sample is negligible. The three path ADC
technique splits the ADC into three equal smaller parts to perform SEE error detection
and correction as shown in Fig. 2.26 and Fig. 2.27. The gain and offset error correction

is performed as given by [9]. The SEE error correction is discussed below.
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2.7.1 Correction by Majority Voting

Fig. 2.27 shows implementation of the three-path SEE error detection and correction
scheme. SEE error is a localized event and it affects only one of the three paths in
the three-path ADC. Therefore, the SEE error detection involves a simple comparison of
each of the error terms against a digital threshold which can be programmed for different
environments. The minority term among the three error terms provides the two un-
corrupted channels. SEE Correction involves dropping the corrupt channel output and
averaging the output from the remaining two un-corrupted channels. This correction

method can be implemented using simple digital logic and is explained below.

Dout,corr:% (Din,3+Din1) ; E1,E2> 3LSB,Es< 3LSB (2.22)
Dout,corr:% (Din1+Dinz2) : Eo,E3> 3LSB,E; < 3LSB (2.23)
Dout,wrr:% (Din2+Din3) ; E3,E1> 3LSB,Ey< 3LSB (2.24)
Dout,corr:% (Din,1+Din2+Din 3) ; E1,Eg,E3< 3LSB (2.25)

2.7.2 Simulation Results

For this example, the standard deviation of the SEE error source was 0.4 V and the
observation window length was 4096. The SEE error detection threshold for single event
effect was arbitrarily set to 2 LSBs. Fig. 2.28 shows the outputs of individual channels.
During the first 1500 samples, first channel, D, is corrupted. Ds is corrupted for the
next 1500 samples and Dj3 is corrupted for the remaining samples in the simulation.
Fig. 2.29 shows the error terms generated using Eq. 2.21. The error terms in Fig. 2.29
contains information about the corrupt channel. In particular, the minority term of E2
for the first 1500 samples identifies that the two uncorrupted channels are Dy and Ds.
This can be observed from Fig. 2.29. The corrected output, Doyt corr, Will be the average
of Dy and D3 as given by Eq. 2.21. The corrected output is obtained from Eq. 2.21 by
dropping the corrupted channel is Dy, shown in Fig. 2.30. Similarly, minority terms of

F5 and E; show that the corrupted channels are Dy and D3 respectively.
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2.7.3 Advantages of Majority Voting based Correction

The advantages of this correction scheme are as follows: effective correction for the entire
Nyquist bandwidth, simple digital correction, programmable SEE detection threshold
and real-time correction without any latency. Fig. 2.31 shows the corrected output
accuracy for different repetition rates. For each repetition rate, N, SNR was obtained
by averaging 100 simulation runs.

The artificially high repetition rate was used to point out differences between two-
path and three-path ADC correction schemes. Needless to say, input frequency or the
repetition rate has no effect on the thee-path ADC correction scheme. The efficacy
of this correction scheme can be seen from Fig. 2.31. By dropping one of the corrupt
channels, the signal to noise ratio drops by 0.28 bit from its ideal value. This is due to the
fact that the noise power from the two channels is 6 Pygingie, Whereas the signal power
is 4Pq;q. Where, Pnginge and Ps;g is the noise and signal power of the single channel
ADC respectively. This causes the signal to noise ratio of the corrected output to drop

by a factor of 1.7 dB or 0.28 bit from its ideal value. The performance degradation is
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independent of number of single event errors as compared to two-path ADC correction
scheme. The limitation to this correction scheme is that the single event effect cannot

happen in more than one channel simultaneously.

2.7.4 Comparison of Single, Two-path and Three-path ADC

Table. 2.3 compares the different aspects of the single, two-path and three-path ADC.
Thanks to the multi-path ADC technique, the signal to noise ratio is the same for sin-
gle, two and three path ADC. The core analog area consisting of resistors, capacitors,
transconductors remain the same due to the multi-path ADC technique. The signal and
power routing area will marginally increase as compared to the single-path ADC. This
routing area increase is marginal as compared to triplicating the initial single path ADC.
SEE correction blocks and any digital logic in the single path ADC is the overhead in the
multi-path ADC implementation. The fractional interpolation filter used for the two-
path ADC and the majority (minority) voting correction block of the three-path ADC is
the additional digital hardware required for SEE correction in the multi-path ADC. The
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Parameter Single-Path Two-Path Three-Path
SNR w/o SEE 12 b 12 b 12 b
Analog Area same same same
Digital - Skip/Fill Logic | Majority Voting Logic
SEE Correction - Skip/Fill Majority Voting
Corr. BW - fs/4 fs/2
SNR w/ SEE Corr <6 b 12b 11.72 b

Table 2.3: Summary of Single, Two-Path and Three-Path ADC

two-path ADC along with the SEE correction block restores the performance of the ADC
from less than 6 bit without SEE correction to 12 bit for half of the Nyquist bandwidth
(fs/4). The three-path ADC with majority voting correction scheme restores the per-
formance for the entire Nyquist bandwidth (fs/2). It is instructive to understand that
the correction accuracy and bandwidth offered by three-path ADC cannot be matched
by interpolation based correction schemes. The correction accuracy deteriorates rapidly

for input frequency above fs/4 and is not favorable for Nyquist rate ADCs.

2.8 Three-Path ADC and Bit-Error Rate Improvement

The comparators in the ADC introduce meta-stable events which manifests as bit-error-
rate (BER) [25]. The conventional method to reduce meta-stability induced BER in an
ADC is to increase the regeneration time of the comparator or introduce gain-stages
before the regenerating latch to increase the input signal range to the regenerative latch
[19]. A few architectural changes allow increased regeneration time for the comparator
[25], [26], [27]. Redundancy improves meta-stability induced bit-error rate in various
pipeline ADC architectures [28] as compared to successive approximation ADC [25]
or cyclic/algorithmic ADC. The two-path and three-path ADC technique provides the
same improvement as triple modular redundancy without area penalty. The bit-error
rate, proportional to e~ Tres/7  is squared and is equal to e 2Tres/T_ In a three-path ADC,
the majority voting based correction detects the channel with the bit-error and discards

the output from the corrupted channel.
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Architecture, n-bit ADC

Bit Error Power

SAR, synchronous [21]

VadViepe ™ 1res/T (272-27172)

Algorithmic, 1-b/stg, G = 2

2VqqViere™ Tres/T (1-272) /3

GVaa Veere” Tree/7 (1—G 207G 1)

Pipeline! [20] el

: : GV aqVyere 2Treg/7 (1—G—2/(m—1)]

Two-path and three-path pipeline ADC dd Vref® 2(G2£1) )

i i 2 GVgqVyere ¥s/27 (1—G—2M/(m=1]]

Pipeline, look-ahead, [28] dd Vref 2(G2(_1) )
1 3 GV4qVie —Ts/T 1_G72[n/(mfl)]

Two-path and three-path pipeline ADC, look ahead dd ¥ref® > (Gg—l) )
i ; y GVaqViere Ts/7 1—G—2[n/m—=T)]

Pipeline, look-ahead and time-interleaved, [29] dd Vref® 2(Gg_1) )

Table 2.4: Bit-Error Rate in ADCs
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Chapter 3. Circuit Techniques for Analog to Digital Converters

3.1 Introduction

In the previous chapter, we discussed about calibration methods for non-idealities due
to mismatch and process variation. However, these techniques does not necessarily pro-
vide the optimal performance. A traditional circuit design solution can be small, simple
and more effective in optimizing power, area and performance. In this chapter, circuit
techniques for minimizing capacitor switching energy in a successive approximation reg-
ister (SAR) ADC and a generic amplifier technique to improve loop gain and bandwidth

without sacrificing performance are discussed in detail.

3.2 Successive Approximation Register ADC

The SAR ADC implements a binary search algorithm to quantize the voltage/charge
quantity into digital bits as shown in Fig. 3.1. The charge sharing technique in MOS
technology was introduced by [30] and [31]. As indicated above, this architecture im-
plements a binary search algorithm using a comparator, reference DAC and the stored
input signal. By using one comparator sequentially to perform this dichotomous opera-
tion, SAR ADC optimizes power and area at the expense of conversion speed [1], [5]. The
quick look at Fig. 3.1 with a realistic analog mind can easily identify that the binary or
non-binary weighted DAC, charging and discharging of the DAC with reference voltage,
input referred noise of the comparator, non-linearity of the input signal path, dynamic
offset of the comparator and the high speed timing required as some of the limitations
of SAR ADC which inhibit this architecture from achieving high resolution, speed and

low power.

3.3 Nonlinear Evolution of SAR ADC Research

In the past, the matching accuracy provided by the MOS technology was poor [30] and

limited to 0.1%. This mismatch induced non-linearity of the binary weighted current
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Loop Delay

Figure 3.1: SAR ADC

DAC was solved by Plassache [32] using Dynamic Element Matching (DEM). The same
problem of element matching was solved by H. S. Lee [33] using a calibration tech-
nique to measure and correct the capacitor ratio using a ROM based lookup method.
Rossi [34] introduced the idea of using non-redundant capacitor array to relax the match-
ing requirement of the capacitor array. Hammerschmied used a MOS based R-2R current
splitter [35] to build a SAR ADC with highly nonlinear MOSFETs and Mortezapour uti-
lized an active S/H and a R-2R reference ladder [36] with similar results. Even though
it is attractive to use a resistor ladder to charge the parasitic capacitor to improve the
DAC settling time constant and the speed of operation, the poor matching provided by
the resistor (<10 bit) in combination with the static current consumption of the resis-
tor ladder limits the SAR architectures from achieving high resolution and low power.
The research topics in SAR ADC during this period were focused mainly on solving the
non-linearity of resistor and capacitor matching requirement by DEM, calibration and
circuit techniques.

With the evolution of sub-micron technology, the capacitor matching improved along
with the popularity of capacitor DAC based SAR ADC. It is instructive to note that
the reference capacitor DAC must be accurate to provide static linearity. Therefore, the
capacitor area must be large enough to satisfy this requirement. Kuttner [37] used a
non-binary capacitor array to relax/decouple this absolute matching accuracy and the
static linearity requirement. Kuttner’s use of a non-binary capacitor array, corresponding
look-up table enabled SAR ADC with 10 bit accuracy and 10 MHz bandwidth. With the
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focus shifting towards manipulation of the capacitor array DAC, Ginsburg [38] showed
that the capacitor array consumes different energy from the reference supply based on
the input. In particular, Ginsburg showed that the ”UP” charging cycle is 5 times more
efficient than "DOWN?” charging cycle and introduced split-capacitor DAC to reduce
the switching energy by splitting the MSB capacitor into a binary weighted array at the
expense of switching and logic complexity. The deep sub-micron technology confirmed
that the capacitor DAC based SAR ADCs with a dynamic comparator provided a ultra

low power solution for medium resolution and speed.

. Conversion
Sampling Phase
Phaseg  MSB MSB-N

[’

JUULRR UL

\......

| // |

|
1 R
MSB M S¥B-2 MSB-N

Figure 3.2: Asynchronous Timing

The SAR ADCs mentioned above utilize synchronous timing. Therefore, a high
speed clock is necessary. Michael Chen [39] showed that the comparator decision can
be used to asynchronously trigger the SAR ADC without the high speed internal clock.
This asynchronous switching provides, on an average, twice the operating speed when
compared to a synchronous SAR ADC as shown in Fig. 3.2. This leads to a suitable
low power architecture. The asynchronous timing for SAR ADC, reduction of switch-
ing energy by manipulating reference DAC and the utilization of dynamic comparator
lead to a series of low power and medium resolution SAR ADC between 2006-2009
[40], [41], [42], [43], [44], [45] and [46]. However, the above mentioned SAR ADCs
achieved low switching energy at the expense of increased complexity to the switching

logic, common mode variation of comparator and the number of comparators.
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3.4 Merged Capacitor Switching based SAR ADC

A modified Merged Capacitor Switching (MCS) scheme is proposed for the Successive
Approximation Register (SAR) Analog to Digital converter (ADC) which minimizes
the switching energy of the capacitor array without compromising digital logic/switch
complexity or the common mode variation of the comparator. The MCS scheme achieves
93.4% less switching energy as compared to the conventional architecture with 75% less

capacitor when compared to a conventional SAR ADC.

3.4.1 MCS Energy Consumption

The energy consumption of a 3-bit MCS capacitor array is shown in Fig. 3.3 and Fig. 3.4.
The input is sampled onto the virtual node. The first comparison does not consume any
switching energy as compared to the conventional scheme. Further, UP and DOWN
transitions are symmetrical and consume equal energy. In particular, UP and DOWN
transitions consume energy of O.5CVT26 7 J. This efficiency in switching energy translates
to decreased power consumption, improved dynamic settling for references and in turn

improves the speed of the converter.

3.4.2 DAC Switching Energy Comparison

A single-ended implementation of the proposed 10-bit ADC implementation of MCS
SAR is shown in Fig. 3.5. The switching network, number of cycles and the logic com-
plexity is the same as that of a conventional switching scheme. The average energy
required for charging and discharging the SAR capacitor array determines the efficiency
of the switching scheme. The average switching energy for different switching schemes
was compared through a behavioral simulation of a 10-bit SAR ADC. The behavioral
simulation of average switching energy for different schemes is shown in Fig. 3.6.

With respect to the conventional switching technique, split-capacitor scheme [38]
achieves 37.4% energy savings, energy-saving scheme [11] achieves 58.7% switching en-
ergy reduction, set and down scheme [16] achieves 81% energy savings. However, these
switching schemes achieve energy savings at the cost of increased switching complexity,

common mode variation and matching requirements. The MCS scheme is 93.4% more
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efficient than the conventional switching scheme without the above mentioned limita-
tions. In summary, the following equations also verify the above mentioned switching

energy for a uniform PDF input.

Conventional FE,,, = i2N+1_2i(2i - 1)C’Vrzef (3.1)
i=1 §
Energy Saving F,, = 32" °+ 2:2"“_2"(2i_1 - 1)C'V,?Ef (3.2)
=3
Set and Down FE,,, = Zn:2”_2_iCVT,2ef (3.3)
i
MCS  Eny = Y 27572 x (2 - 1)CV2; (3.4)
1=1

3.4.3 DAC Matching Requirements

The unit capacitor in the SAR ADC capacitor array is typically limited by the matching
requirement. The variation in the unit capacitors were assumed to be Gaussian dis-
tributed. Assuming V,..; and GND as the reference levels for the capacitor array DAC,
Integral Non-Linearity (INL) and Differential Non-Linearity (DNL) requirement for a N

bit conventional converter can be derived as follows

n—1
> (Ci + ACH)Y;
Vout(n) = = Vref = Dout'v;“ef
Ctotal
DNL(n) = Vyu(n) — Vour(n — 1), INL(n) = Voue(n) — Videar(n),
E(DNLz)max = 2n0_27 ODNL,max — 2n/20,

E(INL?) 0 = 2" 20% 0INL.max = 0.5 x 2720

The above result for INL and DNL requirement is applied to the switching schemes
to understand the improved matching accuracy offered by MCS and is tabulated in
Table. 3.1.
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Table 3.1: INL and DNL Comparison

Switching Scheme | 0/NL maz | ODNLmaz
Conventional 160 320
- - >
Split-Capacitor 160 32\/—5
Energy-Saving 160 320
Set and Down 160 320
MCS 16\/&5 32\%5

3.5 Ternary SAR

In order to implement a 1.5 bit per comparison, two comparators are required in a
pipelined ADC. A 1.5 bit implementation for SAR ADC was proposed by Guerber |
utilizing a 1-bit TDC and the voltage comparator. This 1.5 bit per comparison using a

1-bit TDC and a voltage comparator improves switching energy by utilizing redundancy

44

I

to skip comparison within the redundant region. A simplified version of Ternary SAR is

shown in Fig. 3.7.

Figure 3.7: Ternary SAR ADC

]
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3.6 Amplifiers

3.6.1 Introduction

The amplifier is the fundamental building block of analog circuit design. H. S. Black
is considered to be the pioneer of negative feedback amplifier. Invented in 1927, for
building repeaters for telephone communication, the negative feedback amplifiers laid
the foundation for feedback and control theory [18] and [19]. Needless to say, the effect
of feedback on noise, distortion, sensitivity, impedances, gain and bandwidth are all but
second nature to an electrical engineer. Fig. 3.8 represented the state of art in amplifier
circuit design in 1927. The lesser known feedforward amplifier and feedback amplifier

are the building blocks used by electrical engineers today.

Main Amp
Vin Vin + Vin
— U
|
Aux Amp N
(a) Feedforward Amplifier (b) Feedback Amplifier

Figure 3.8: Feedforward and Feedback Amplifier

The advent of MOS technology and the salient efforts of Dr. Orchard, Dr. Temes,
Dr. Nagaraj, Dr. Maloberti, Dr. Martin and Gregorian [22] in discrete-time processing
of analog signals through switched capacitor circuits (forward Euler, backward Euler,
trapezoidal transforms) paved the way for a rich set of signal processing circuits and
amplifier techniques. However, for those who seek to pursue research in amplifiers,
the overwhelming number of amplifier implementations and techniques can rather be
confusing than providing clarity. The purpose of this section is to identify the underlying
principles, ideas and techniques that can be used to understand a wide variety of amplifier

techniques available without sacrificing clarity or cerebral acumen.
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3.6.2 Summary of Non-Idealities and Circuit Techniques

Elementary feedback theory and circuit design textbooks introduce the concept of gain
desensitivity, reduction of distortion, noise, gain-bandwidth product along with ampli-
fier techniques to build the four basic amplifier designs which emulate voltage(current)
controlled voltage(current) sources [50], [51], [52], [53], [22], [54], [55]. However, Inte-
grated amplifiers in CMOS are tailor made to a particular application of interest. To
this end, each design is unique and requires a thorough understanding of circuit and
control theory. The following parameters listed in Table. 3.2 are generally considered
for amplifiers in instrumentation, generic filters, data converters, MEMS, automotive,
audio, video, ethernet and many other applications. Further, the parameters listed lead
to several conventional trade-off such as gain bandwidth product, maximum achievable
feedback, swing vs. distortion, noise, offset vs area. The high performance amplifiers
which break or push the limits of the above mentioned trade off are broadly classified
into continuous time amplifiers and switched capacitor amplifiers. The following tabu-
lar column summarizes the amplifier non idealities, continuous time and discrete time

techniques used in filters and data converters.

Table 3.2: Amplifier Non-Idealities, Continuous time and Discrete time Techniques

Non-Idealities Continuous time Discrete time
Finite-Gain Cascode Narrow(wide)band CDS
Bandwidth Gain Boosting Parallel CDS
Distortion Adaptive Biasing Time-aligned(shifted) CDS

Noise Multi-Stage Amplifier Predictive CDS
Offset Cross Coupling CLS, Split-CLS
Slew-Rate Class A+, AB, B, C Cross-Coupled CLS

Parallel/Replica Amplifiers RPGE

3.7 Continuous Time Gain Enhancement

Table. 3.2 summarized the non-idealities and techniques utilized to improve the state of
the art in high performance amplifiers. As tabulated, the high performance amplifier
techniques can be broadly classified into continuous time and discrete time amplifier

techniques. Fig 3.9 shows the continuous time amplifier technique. In this technique,
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Figure 3.9: Continuous Time Gain Enhancement Model

the main amplifier is A; and the parallel /replica amplifier is A,. With this setup, the

resultant input to output equation is given below.

Vin LG>
ou = T T 3.
Voutz 8 1+ LG (3:9)
Vi 1 LGy
ou = Nl
Voun: B 1+LGy1+ LG, (3.10)
V;)ut - Voutl + Vout2 (311)
_ Vin 1+ LG1 + LG1 LG (3.12)

B (14 LG1)(1+ LGs)

The salient features of this arrangement is that the main amplifier swing is reduced
to the gain error of the parallel amplifier. Also, the final loop gain is approximately the
product of individual loop gains. Replica-amplifier, assisted opamp technique and replica
class AB/B amplifiers fall into this category, and are described briefly in the following
subsection.

3.7.1 Replica Amplifier and Assisted Opamp Techniques

Fig. 3.10 shows the replica amplifier with a main amplifier and a replica amplifier [56].
The replica amplifier is a scaled version of the main amplifier, occupies smaller area

and consumes a smaller portion of the main amplifier power consumption. Without any
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Figure 3.10: Replica Amplifier
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VOUt
ROUt

Figure 3.11: Assisted Opamp

mismatch, the coupling transconductor provides majority of the load current except for
any distortion. The main amplifier suppresses the distortion current from the replica
amplifier. The effective loop gain is the product of the loop gain and the gain error
is approximately squared. Fig. 3.11 shows the assisted opamp technique where the
transconductor at the output provides the majority of the current(V;,/R). The opamp

suppresses any mismatch or distortion introduced by the assist transconductor [57].

3.8 Discrete Time Gain Enhancement

The discrete-time gain enhancement technique can be broadly classified into sequential
and parallel gain enhancement techniques. Further, the discrete time technique can be
classified into input based or output based technique. Fig. 3.12 provides a unified block
diagram of discrete time gain enhancement technique. The desired output is obtained
at the end of the second phase. The first phase is used to estimate the output. This
estimated output is combined either at the input or at the output of the second amplifier
in the second phase. It is imperative to note that the charge conservation at the virtual
ground is still valid and is the primary reason for the feasibility of this technique. The
output at the second phase has similar accuracy as that of the continuous time gain
enhancement technique. The effective loop gain is the product of the individual loop

gain at the end of second phase.
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Figure 3.12: Discrete Time Gain Enhancement Model

3.8.1 CDS and CLS Technique

Correlated Double Sampling (CDS) is a input based sequential gain enhancement tech-
nique. Fig 3.13 shows the basic narrowband CDS technique. The CDS technique is
one of the widely used techniques to improve gain error, offset cancellation and low fre-
quency noise cancellation. Narrowband CDS from the 80’s can be found in [58], [59] and
[60]. There were several improvements to this technique through 1990’s and 2000’s such
as wideband CDS [61], [62], [63], Predictive CDS [64], Time-shifted CDS, Time-aligned
CDS [65] and Parallel CDS [66]. Some of the disadvantages of this technique are the
requirement of a three phase clock scheme, frequency dependent gain error, additional
capacitors and switches.

Correlated Level Shifting (CLS) is an output based sequential gain enhancement
technique. Fig. 3.14 shows the CLS technique. The estimated output is available in
the CLS capacitor at the end of the first phase. The level shifting phase provides gain
enhancement by driving the output of the opamp to the virtual ground through the level
shifting capacitor. In this technique, the level shifting is performed at the output of

the opamp with similar improvement to the loop gain. The swing at the output of the
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amplifier is reduced by using CLS and decouples the DC gain vs. swing requirement.
Some of the drawbacks of this technique are the requirement of a three phase clock
scheme, frequency dependent gain error, additional capacitor load, input referred offset,

low frequency noise and switches.

3.9 Asynchronous CLS, Sequential, Output based Gain Enhance-

ment

Asynchronous Correlated Level Shifting technique (ACLS) is proposed as an asyn-

chronous sequential output based gain enhancement technique which utilizes zero-crossing
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based circuit. The Correlated level shifting (CLS) technique provides rail-to-rail oper-
ation in an opamp based circuit and approximately squares the loop-gain as shown in
[67]. However, the three phase clocking scheme, high DC gain requirement in level shift
phase, large load capacitor with Class-A type amplifier in estimate phase are detrimen-
tal to CLS. These side effects limits CLS from achieving high speed and accuracy while
optimizing power and area. The class of zero-crossing based circuits(ZCBC) [68] use
a comparator and a current source to provide slew-rate limited charging mechansim to
replace the power hungry opamp. However, the ZCBC suffer from signal dependent
variation of the current source and overshoot due to the comparator delays as shown
in [68].

The purpose of ACLS is to combine the best features of CLS and ZCBC schemes to
provide a superior solution when compared against CLS and ZCBC circuits individually.
To achieve this performance, ACLS reduces the signal dependent variation of the current
source by shifting the current source to a region with more headroom. The increased
headroom for the current source can be optimized to provide highly linear current sources
with large output impedances. This translates to a large loop-gain in ZCBC and a linear
ramp source. This technique is useful in the deep sub-micron technologies, where the
voltage headroom for current source is too small to build high gain and high swing

opamps.

3.9.1 ACLS Operation

Fig. 3.15 and Fig. 3.16 shows the ZCBC based asynchronous CLS circuit and timing
respectively. Fig. 3.17a shows the estimation phase and the level shifting phase of ACLS
operation. At the end of estimation phase, the output voltage can be approximated
by Eq. 3.13. Where Cefﬂ:CCLS—i-CL—FC(ifé27 V, is the output voltage, r. is the output
resistance of the coarse current source, . C,ry1 is the effective load capacitance seen

by the current source, tg; is the time delay of the comparator at the end of estimation
phase. In deep sub-micron technologies, the channel-length modulation causes variation
in the current source value and its resistance. This causes non-linearity in 3.13.

Fig. 3.17b shows the level shift phase, where the fine current source is level shifted to-

wards common-mode voltage. At the end of Level Shifting phase, the output voltage can

Ccrs+Cerrs _ C1Co _ Cen3CcLs
Cefts=Cr+ C1+C2 Ceft2= Cers+Cess’

CeLs

be approximated by Eq. 3.14. Where, o =
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Figure 3.15: Asychronous Correlated Level Shifting Schematic
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Table 3.3: Comparison of Opamp and ZCBC CLS

Phase Opamp LG ZCBC LG
Estimation Ay Tc(zd%
: 3 [ 770 1 reCe
Level Shift (Ag.) %Tm

tqo,rt ,If are the corresponding terms for the level shifting phase.

e 1 LLe(Vo)tar (3.13)
o C t Ce .
2 <1+ rc(vod)lceffl > Hl
~ \/inC t t
Vou~ Yl (1- e ) (3.14)

—o Irtao Letgitaz
Coiz ' 1tCefr1 Ceti2

3.9.2 Loop Gain Enhancement

According to [067], the opamp based CLS approximately squares the loop gain at the
end of level shifting phase. A similar expression for ZCBC is also obtained as shown
in Eq. 3.14. The fine current source begins the level-shifting phase with fixed voltage
headroom. Thus, the current source can be cascoded to provide large loop gain and the
linearity is improved by an order of magnitude. The overshoot caused due comparator
delay is given by the second term in Eq. 3.13 and Eq. 3.14. Table. 3.3 provides a side-by-
side comparison of opamp based CLS and ZCBC ACLS. Thanks to ACLS, the variation
of the fine current source is reduced by an order of magnitude. Thus, the overshoot is
largely signal independent. The choice of CLS capacitor is the trade-off between loop-

gain enhancement, linearity obtained and speed.

3.9.3 Power Supply Rejection Ratio

The power supply rejection ratio (PSRR) is an important issue due to the mismatch
between two current sources in a differential circuit implementation of ZCBC. Fig. 3.18
represents the small signal models for the conventional ZCBC and ACLS based ZCBC.
The ACLS based ZCBC provides more attenuation as compared to the conventional

ZCBC circuits. However, reducing the CLS capacitor will increase the swing seen by the
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Figure 3.19: PSRR Simulation

fine current source. Fig. 3.19, shows a comparison of PSRR between conventional ZCBC
and ACLS based circuits. The PSRR for the conventional ZCBC and ACLS ZCBC is
given by equations (5) and (6) respectively. The ACLS ZCBC provides better PSRR
and allows an independent control of the PSRR shape through CLS capacitor.

Vo - (1 + SCLron)(l + SCddTO)
Vdda - (1 + stdron)(l + SCLTO)

(3.15)

Voo Ccrs (1sr4Cqq)
Vdda Ccrs+CrL (1 +s/p1)(1 +5/p2)

(3.16)
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3.9.4 Simulation Results

Conventional ZCBC and ACLS circuit were simulated in a S/H configuration. The clock
frequency was chosen to be 20 MHz. The comparator bandwidth was chosen to be
2-5 times larger than the clock frequency. The current source was implemented as a
single MOSFET transistor. The CLS capacitor was chosen to be the same as the load
capacitor. The gain error is shown in Fig. 3.20. The gain error of an S/H block shows 40
dB improvement as compared to a conventional ZCBC. THD simulation result is shown
in Fig. 3.21.

3.10 Class A+ Parallel, Output, Positive Feedback based Gain En-

hancement

ACLS technique described in the previous section can be described as an asynchronous
sequential output based gain enhancement technique using two negative feedback circuits
in the estimate and the level shift phase. Class A+ amplifier is a parallel output based
gain enhancement technique which is composed of a main negative feedback loop and
an auxiliary controlled positive feedback loop. This amplifier technique varies from
the conventional amplifier techniques, class A, class AB, class B, shown in Fig. 3.22.
The various amplifier architectures shown in Fig. 3.22 are optimized for speed, power,
accuracy, signal swing, distortion and area for a given application. The inter-dependant
relationship of the above parameters leads to an inefficient design of the amplifier. In this
section, we demonstrate a controlled positive feedback approach for the output stage of
the two-stage amplifier to relax this dependency on speed, area and power requirements

suitable for switched-capacitor amplifier design.

3.10.1 Class A+ Amplifier

The two-stage Class A+ amplifier has the same first-stage as a conventional Class-A
amplifier is shown in Fig. 3.23. By utilizing positive feedback, dynamic compensation
is achieved for the output stage transconductance. This dynamic compensation for the
amplifier relaxes area and power consumption with better settling accuracy and settling

time. The reduction in the impedance of output stage and increase in the short-circuit
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transconductance of the output stage with the positive feedback latch is a design trade-off

for a given settling accuracy [69] and [70]. It also decouples the gain bandwidth (GBW)

relationship which results in an increased power consumption for the output stage.

| J

- +—] | Vo,
Vin — Von

Ib1 <V> (9%

Class-A +

Figure 3.23: Class A+

3.10.2 Class A+ Operation

The Class-A+ amplifier operates in two-phase and is explained as follows. In reset
phase, the internal nodes of the latch are reset to known bias voltages of the Class-A
amplifier as shown in Fig. 3.24. In amplification phase, positive feedback is applied
to the output stage as shown in Fig. 3.24. The positive feedback ratio is set by the
capacitor ratio (Cy, Cy, C3) of the cross-coupled latch. The small signal model shown
in Fig. 3.25 for the conventional miller/current buffer compensation is used to show the
effect of positive feedback. The positive feedback increases the output stage short-circuit
transconductance and decreases output stage impedance for miller compensated (MC)
and current buffer (CB) based compensated amplifiers. The open loop transfer function
of Miller and Ahuja compensated two stage amplifiers are given by Eq. 3.17 and Eq. 3.18
respectively. The graphical pole-zero location for a compensated two-stage amplifier and
the dynamic class A4+ amplifier is shown in Fig. 3.26. The non-dominant output pole of

the Class-A+ amplifier is moved to higher frequency with the help of positive feedback
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3.10.3 Simulation Results

In a macro-model simulation, Class-A amplifier was modeled as a two-pole system with
the non-dominant pole placed at the closed-loop bandwidth frequency with DC-gain of
1000 and feedback factor of 0.5. Class A+ amplifier was modeled as a two-pole amplifier
with initial non-dominant pole at half the closed-loop bandwidth frequency whereas, DC-
Gain and non-dominant pole vary with output swing. The simulation shows the step
response of Class-A+ amplifier change from under-damped closed loop response at the
beginning of the step response to improved dynamic and steady state settling accuracy

at the end of amplification phase in Fig. 3.27.

Step Response
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Figure 3.27: Step Response Comparison

The Class-A+ amplifier was compared against an over damped and an under-damped
Class-A amplifier. The amplifiers were designed using 0.13 pm CMOS process with 1.2
V power supply. Cascode-compensation based Class-A amplifiers were used for the fol-
lowing comparison. Error amplifier based common-mode feedback was used for common-
mode feedback. The above mentioned amplifiers were simulated in a sample and hold
(S/H) configuration shown in Fig. 3.28. The S/H circuit was simulated with clock fre-

quency of 20 MHz.
The class-A amplifier has the best stability performance among the amplifiers in
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comparison. The class-A under damped amplifier has 50% reduced output stage devices
compared to class-A amplifier and hence degraded stability performance. The class A+
amplifier was designed with 50% reduced output stage as compared to class-A amplifier
with cross-coupled latch. Step response of the amplifiers is shown in Fig. 3.29, steady-
state setting error is shown in Fig. 3.30 and 0.1% settling time is shown in Fig. 10. The
step-response clearly shows the dynamic nature of class A+ amplifier. In the beginning
of amplification phase, the class A+ amplifier behaves closer to under-damped class-A
amplifier. The positive feedback improves stability and DC-gain of the amplifier.
Settling accuracy is better than a class-A amplifier at the end of amplification phase.
Better settling accuracy is achieved with 30% less quiescent current and 50% reduction
in the output stage as compared to over damped class-A amplifier design. Since the
positive feedback is output signal dependant, settling accuracy for a given settling time
was verified across the input signal range. Fig. 3.30 shows % settling error across the
entire input range. The class A+ amplifier has better than 10-dB improvement in steady
state settling accuracy. Steady state settling accuracy is improved due to the increase in
loop gain by positive feedback latch. Similar worst case 0.1% settling time as compared
to class-A amplifier is shown in Fig. 3.31. Total Harmonic Distortion (THD) of over-
damped class-A amplifier and class-A+ amplifier is shown in Fig. 3.32. The class-A+
amplifier has better than 3 dB THD as compared to a class-A amplifier across the input
frequency range. The SFDR performance of class-A+ amplifier is better than 6 dB as

compared to class-A amplifier.
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3.11 Unified Gain Enhancement Model

The amplifiers discussed in the previous sections can be categorized into a unified gain
enhancement classification chart is shown in Fig. 3.33. CDS, CLS, Replica amplifier,
Asynchronous CLS and Class A+ amplifiers can be classified as shown in Fig. 3.33. This
classification method not only allows us to categorize available techniques but also allows

us to search for new gain enhancement technique methodically.

Parallel

o
Enhancement

Parallel

Continuous
time

Input
based - RPGe

Clocked

Output
based - CLS

Sequential Asynchronous

Input
based - CDS

Figure 3.33: Gain Enhancement Model

3.12 Conclusion

In this chapter, we discussed circuit techniques to improve the energy and area efficiency
of SAR ADC and pipeline ADC without sacrificing performance. In Chapter 4, a design
and verification of pipeline ADC using RPGE amplifier will be discussed in detail as
a proof of concept to the parallel gain enhancement technique in switched capacitor

circuits.
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Chapter 4. Replicated Parallel Gain Enhancement Technique

4.1 Introduction

Gain enhancement, distortion reduction and cancellation techniques are widely used in
building high performance amplifiers. A unified gain enhancement classification chart
was presented in the previous chapter. The gain enhancement techniques can be classified
into continuous time and discrete time gain enhancement techniques. The continuous
time gain enhancement technique can be broadly classified into parallel [56] and replica
amplifier [57] based techniques. The discrete time gain enhancement techniques can be
classified as sequential and parallel gain enhancement techniques based on their operation
and implementation. Using this classification method, we identify the advantages and
disadvantages of the existing gain enhancement techniques and propose a parallel gain
enhancement technique, for switched capacitor circuits, combining the best features of
the existing gain enhancement techniques.

In discrete time switched capacitor circuits, the gain enhancement techniques can
be broadly classified into sequential and parallel gain enhancement techniques as shown
in Fig. 4.1. The gain enhancement technique is classified as a sequential technique
when the measurement of gain error and its correction are performed in two different
clock phases. This sequential discrete time gain enhancement technique can be further
classified into input and output based technique based on the location of the gain error
measurement (input or output) and the correction of the measured gain error (input
or output). Under this classification, correlated double sampling (CDS) technique [60]
will fall under sequential input based gain enhancement technique. The correlated level
shifting (CLS) and Split-CLS techniques can be classified as sequential output based gain
enhancement technique [67]. The asynchronous sequential output based CLS technique
was proposed in [71] and the parallel output based Class A+ amplifier technique was
proposed in [72]. In this section, the proposed Replicated Parallel Gain Enhancement
(RPGE) technique is a discrete time parallel input based gain enhancement technique

for switched capacitor circuits.
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4.2 Replicated Parallel Gain Enhancement Amplifier

4.2.1 CDS, CLS and Replica Amplifier

Advantages and Disadvantages of Correlated-Double Sampling, Correlated-Level Shift-
ing and Replica Amplifier are summarized to provide insight into the gain enhancement
techniques. Replicated Parallel Gain Enhancement Technique combines the best features
of the above methods which results in an optimized high gain, bandwidth, low power
and noise amplifier.

The sequential input based gain enhancement technique, CDS, is shown in Fig. 4.2.
The disadvantages of this technique are : 1) Three phase clock generation 2) Frequency
dependent gain enhancement and 3)Switches at the virtual node. The sequential output
based gain enhancement technique, CLS, is shown in Fig. 4.2. The disadvantages of
this technique are : 1) Three phase clock generation 2) Increased(twice) load capacitor
during estimation phase and 3) Low frequency noise cancellation is absent. The replica
amplifier is shown in Fig. 4.2. The disadvantages of this technique are : 1) mismatch
between the main amplifier and replica amplifier load. 2) input referred offset and noise

and 3) Replica amplifier power consumption.

4.2.2 RPGE

The proposed RPGE amplifier is shown in Fig. 4.3. The parallel nature of operation,
present in the replica amplifier, transferred to a switched capacitor amplifier would en-
able the use of an existing two-phase non-overlapping clock, with reduced bandwidth
and relaxed settling time requirement for the opamp. Also, the replica load at the in-
put can be smaller (1/4x) than the required C capacitor at the output. The output
of the amplifier during the level shifting phase in the CLS technique is thus closer to
the virtual ground. This important feature allows us to decouple DC-gain and output
swing requirements to build an amplifier optimized for gain without the burden of swing
requirement. The replicated parallel gain enhanced (RPGe) amplifier shown in Fig. 4.2
combines the above mentioned benefits of reduced bandwidth, settling time require-
ment, conventional two phase operation, smaller replica capacitor, decoupled DC gain

and swing requirements to produce an optimized input based parallel gain enhancement
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amplifier. Fig. 4.2 shows the main loop amplifier in black and the parallel loop amplifier
section in the shaded region. The gain of the main loop is set by C1/Cy and that of the
parallel loop is set by Ci / Cé. When the gain of the parallel path, Ci / Cé, is made higher
than C1/Cy, the first stage output (V})) is forced to move closer to zero as the parallel

loop virtual node (V,2) swing increases.
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Figure 4.3: RPGE Amplifier

This trend is shown for the internal node voltages, V, and V2, in Fig. 4.3. The
improved loop gain is obtained from the gain correction/enhancement of second stage
by reducing swing at node Vj,. The equivalent open loop gain of RPGE amplifier can be
made very high in theory by selecting the appropriate parallel path gain and is limited
only by the capacitor ratio precision (Ci / C’é) in a given process. In reality, with non-
linear transconductance and limited precision for capacitor ratio, the gain enhancement
is at least the product of main loop and the parallel loop (A4;A42A3). The equivalent
loop gain enhancement is shown in Fig. 4b. With +20% mismatch in the parallel path
gain, set by the capacitor ratio Ci / Cé, the loop gain enhancement is at least 20 dB. The
effective loop gain is greater than 100 dB with £10% mismatch in Ci / Cé. This is well

within the matching accuracy of the on-chip capacitor.
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4.3 Pipeline ADC using RPGE amplifier

4.3.1 RPGE amplifier for Pipeline ADC

The RPGe amplifier is an ideal candidate for the high gain, wide bandwidth and high
swing amplifier required in a high resolution pipeline ADC. Fig. 4.6 and Fig. 4.7 shows
a fully differential switched capacitor RPGE amplifier and a transistor level implemen-
tation using a miller compensated two-stage amplifier with RPGE amplifier embedded
in the second stage respectively. This implementation, among others, is attractive as it
requires only switches and capacitors to implement the RPGE loop shown in the shaded
region.

It is instructive to note that the use of this parallel path decouples the swing at
the output of the first stage of the amplifier (V},) and it is less than 5 mV for the entire
output voltage range of the amplifier. This allows us to design the first stage for DC-gain
and bandwidth without considering swing requirement. Fig. 4.8 shows the effective loop
gain enhancement obtained with the transistor level design in Fig. 4.7. The amplifier in
Fig. 4.7 was designed for a 2.5 bit MDAC stage in a pipeline ADC with the main path
closed loop gain set to GM = 4 and the parallel path closed loop gain set to Gp = 5.
Apart from the gain enhancement obtained from the parallel path, the RPGe amplifier
can provide a higher output voltage swing as compared to a conventional two-stage
amplifier. This is due to the push-pull nature of the PMOS and NMOS output stage as
shown in Fig. 4.8. This push-pull nature of RPGE also enables a class-AB like operation
of second stage, which allows 50 % reduction in the output stage power consumption

and area as compared to a conventional two-stage amplifier.

4.3.2 Comparison of Two-Stage, Feedforward Two-Stage and RPGE

Table. 4.1 summarizes the comparison of performance parameters of a two-stage ampli-
fier, a feed-forward push-pull two-stage amplifier, a two stage amplifier with gain boosted
(GB) first stage and the RPGe amplifier. For clarity, the macro-model implementation
of the amplifiers is shown in Fig. 4.9
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Table 4.1: Comparison of Two-Stage, Feedforward, Gain-boosted and RPGE

Amplifier DC Gain Swing Power Distortion

Two-Stage A1 Ay Moderate | Moderate | Moderate

Feedforward Two-Stage | A;(A2 + A3) High Moderate | Moderate
GB Two-Stage A1A2Ag Moderate High Low
RPGE > A1 Ay A3 High Moderate Low
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4.3.3 13 bit Pipeline ADC System Level Design

In this section, we discuss a few design strategies used in the high resolution thermal noise
limited pipeline ADC. As discussed in the previous chapters, noise, linearity, matching,
power, area and performance are the optimization parameters in an ADC design. A
generic pipeline ADC is shown in Fig. 4.10. However, while building a high resolution
ADC(> 70dB), more often than not, matching requirement and noise budget are the
most important factor of the design. In a mature process, it is possible to obtain 12-
13 bit matching with careful layout. From Monte-Carlo simulations and previous chip
results, 250 fF unit capacitor was sufficient to provide 13 bit matching.

Given that the matching requirement is satisfied, the noise budget must be analyzed
to arrive at an optimum design parameter. The input referred noise in a pipeline ADC
consists of three major noise sources. Input referred sampling noise, opamp noise and
quantization noise are the major contributors. The total input referred noise can be
calculated as shown in Eq. 4.1. Where, G is the interstage gain, Xs, is the capacitance
scaling factor used in the pipeline ADC between stages and Ny, is the number of MDAC

stages in a pipehne ADC. Vn,tomla Vn,opamm Vn,quant7 Vn,sampling represent the total noise
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power of pipeline ADC, opamp, quantization and sampling noise respectively.

V2 B G2 e & Nstg (V2 4 V2 + V2 ) (4 1)
n,total — G2 N scaling G2 n,sampling n,opamp n,quant .

For a 13-bit design, the noise budget was allocated as shown in Fig. 4.11. The sam-
pling noise contribution was 40%, opamp noise contribution was 47.5% and the quantiza-
tion noise contribution was 12.5%. With this setup, the total first stage capacitance was
calculated as shown in Fig. 4.12. Approximately, 2 pF capacitance is required for 12.5-13
bit performance. With 250 fF as unit capacitor for matching requirement and a total of
2 pF for thermal noise requirement suggest that a 2.5 bit MDAC stage as a convenient
design choice for this pipeline ADC. The DC-gain and loop bandwidth requirement for

the amplifiers in each stage is shown in Fig.4.13 and Fig. 4.14 for completeness.

Stage-1 Stage-2 Stage-3 Stage-4 Stage-5 Stage-6 3b-Flash
Vin Vrl Vr2 Vr3 Vr4 Vr5 Vr6
—> — — — — —
P, MDAC
Vin (! N
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V f Vrl
N (o |y © =

—<A/D l D/A>

= Y,
Dy %

Figure 4.10: Generic Pipeline ADC



107%;

:| —— Opamp Noise - 47.5%
--| ——KT/C Switch Noise - 40%
N — Quantization Noise - 12.5%
3
> 107}
© [
; L
o
S L NN
8 107
o [
=2 £
° S AU
(0]
‘@ T T M. G G|
& 107}
=
10° i ; ; i
8 10 12 14 16
Resolution, bits
Figure 4.11: Noise Budget for Pipeline ADC
4
10
2
10
LL
o
g
0
g 10
k)
@©
o
S
-2
10
4 | | ‘
lo I I I i

8 10 12 14 16
Resolution, bits

Figure 4.12: First Stage Total Capacitance for 40% Sampling Noise



110

100

©
o

80

70

Open Loop Gain ,dB

60

50

8 10 12 14 16
Resolution, bits

Figure 4.13: DC-Gain Requirement vs. Resolution

N
[
o

Loop Bandwidth, MHz
= N
[6)] o
o o

100 | | | | |
8 10 12 14 16
Resolution, bits

Figure 4.14: Loop Bandwidth vs. Resolution

83



84

4.3.4 FLASH ADC

A 9 level Flash ADC is used as a sub-ADC. The switched-capacitor based dynamic
comparator and schematic is shown in Fig. 4.15 and Fig. 4.16 respectively. Timing used
in Flash ADC is shown in Fig. 4.17. The input referred offset is less than 20 mV and is
well within the redundancy range of the MDAC. The input is sampled during ¢ and
the differential reference voltages V¢, and V,..p, are supplied from a resistor ladder in
G1rep. After the non-overlap period and reference subtraction, the latch signal ¢qscn
samples the comparator output which is stored in the SR latch. Also, the output of the
comparator is reset high and the SR latch output is held until the comparator output is

re-evaluated in the next cycle.

T(I)_I_Iatch
C, F[sR
V

Figure 4.15: Flash Comparator

4.3.5 2.5 bit RPGE MDAC

The six stages of the pipeline ADC consists of 2.5 bit MDAC as shown in Fig. 4.18.
RPGE amplifier is used in the MDAC stages and is shown in Fig. 4.19. Capacitor
scaling factor of 2 was applied to four stages of the pipeline ADC. The gain of main path
is G=4 and the gain of the parallel path is G,=5. The RPGE amplifier provides DC
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gain of 94 dB and is more than sufficient for the accuracy requirement of 13-bit ADC.
However, the non-linearity suppression is better with higher DC gain and the higher DC

gain is expected to provide superior THD and SFDR performance.
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Figure 4.18: MDAC 1-6 Stages

4.3.6 Measurement Results

Built in 1P4M 0.18m process, the prototype pipeline ADC occupies 3.6 mm x 0.85 mm
active area and operates at 1.3 V supply voltage at 20 MHz clock frequency. Fig. 4.20 and
Fig. 4.22 shows the single-tone and two-tone test setup. Fig. 4.21 and Fig. 4.23 shows the
measured spectrum for a 1 MHz input with 20 MHz clock and two tone test respectively.
As shown in Fig. 4.24, the measured 13-bit DNL and INL were +0.75/-0.36 and +0.88/-
0.92 LSB respectively. The measured signal to noise and distortion (SNDR), spurious
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free dynamic range (SFDR) and THD were 74.92 dB, 90.8 dB and -87dB respectively.
The reported measurements results are without any form of calibration. The zero-input
noise floor is at -76.5 dB and is the expected SNR of the pipeline ADC.

Single tone
20 MHz

HP8665A >

Clock

«

Ref

1
HP8643 A [

Signal

Matching Network
AD1T-6T 100 nH

2009? é%—- Ve $+%%F

| 100 nH

Figure 4.20: Single Tone Test Setup

The measured SNDR, SFDR and THD at 10 MHz Input were 71.3 dB, 88 dB and -86
dB. The SFDR and THD are above 88 dB and -86 dB for the entire 10 MHz bandwidth.
The dynamic performance is shown in Fig. 4.25 and Fig. 4.26. The analog portion of
power consumption was 4.07 mW. The digital portion consumes 1.83 mW and the total
power consumption is 5.9 mW. Fig. 4.27, Fig. 4.28 and Fig. 4.29 show the die-micrograph,
performance summary and comparison to other high resolution ADC published in the

past 16 years respectively.
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Figure 4.21: RPGE 1 MHz spectrum, Clock Frequency = 20 MHz
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Figure 4.22: Two Tone Test Setup
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Parameter Parameter
Technology 1P4M 0.18 pm
Supply Voltage 13V
Sampling Rate 20 MHz
Input Voltage Range 2.4V,

- p-p

SNDR/SFDR dB

74.9 dB/90.8dB

Power 5.9 mwW
Active Area 3.6 x0.85sg. mm
FoM 65 fJ/ICS

Resolution 13 bit

Figure 4.28: Performance Summary
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4.4 Pipeline ADC using Dynamic RPGE

In the previous section, RPGE was used for realizing high resolution pipeline ADC. The
RPGE amplifier was constructed using conventional linear amplifier circuits. In this sec-
tion, we attempt to use a dynamic non-linear amplifier in the parallel gain enhancement
technique to break the trade-off between bandwidth vs. power. Dynamic amplifiers were
used to provide large DC-gain, wide bandwidth and low power [73] and [74]. By using a
dynamic class-AB amplifier along with the RPGE amplifier, the bandwidth of operation
is increased by 65% with less than 10% increase in power consumption and area. Thanks
to RPGE technique, the DC-gain is still above 94 dB as discussed in the previous section.
The RPGE amplifier, dynamic RPGE amplifier and transistor level schematic are shown
in Fig. 4.30, Fig. 4.31 and Fig. 4.32 respectively. Thanks to the dynamic amplifier, class
AB amplifier combined with the RPGE amplifier provides 65% increase in bandwidth of
operation while the area and power increase is less than 15%.
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Figure 4.30: RPGE amplifier
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4.4.1 13-bit Pipeline ADC using Dynamic RPGE Amplifier

A 13-bit high resolution pipeline ADC was realized using dynamic RPGE amplifier. A
2.5 bit dynamic RPGE MDAC is shown in Fig. 4.33. The pipeline ADC consists of six
stages of 2.5 bit MDAC and a 9 level flash ADC. Built in 0.18um process, the pipeline
ADC consumes 6.6 mW from a 1.3 V supply and occupies 3.85 x 0.85 sq.mm. The clock
frequency of operation is 33 MHz and the simulated power spectral density is shown in
Fig. 4.35. The simulated performance is 74 dB SNDR/ 88 dB SFDR at 1 MHz input
frequency with 33 MHz clock frequency. The layout of the chip in fabrication is shown

in Fig. 4.34. The simulated performance summary is given in Fig. 4.36.
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Figure 4.33: Dynamic RPGE MDAC
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Parameter Parameter
Technology 1P4M 0.18 pm
Supply Voltage 13V
Sampling Rate 33 MHz
Input Voltage Range 24V,
SNDR/SFDR dB 74 dB/ 88 dB
Power 6.6 mW
Active Area 3.6 x0.85sq. mm
FoM 48 fJ/ICS
Resolution 13 bit

Figure 4.36: Performance Summary
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Figure 4.35: PSD of Dynamic RPGE Spectrum, SNDR = 74 dB
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Chapter 5. Hybrid Voltage-Time Pipeline ADC

5.1 Introduction

In the previous chapters, architecture, calibration and circuit techniques were considered
for energy and area efficient ADC design. In particular, pipeline ADC was considered in
the context of power efficient design using circuit and calibration techniques to mitigate
the non-idealities present due to the CMOS process. In this chapter, we explore a
hybrid voltage-time pipeline ADC architecture which takes advantage of the improved
time resolution present in the deep sub-micron process. Also, a time-domain quantizer
which can be used to replace the flash sub-ADC and the capacitor DAC is introduced

to realize this power efficient architecture.

5.2 Hybrid Voltage-Time Converter

The improved time resolution from the deep submicron process offers an opportunity
to use a time-digital converter (TDC) as a replacement for flash ADC of the pipeline
ADC [75] and [76]. It is also possible to replace flash ADC and capacitor DAC in a
traditional pipeline stage using a TDC. However, the mismatch analysis of delay cells in
a 65 nm process indicates 5-6 ps of delay variation between delay cells. This mismatch
accuracy translates to 6-7 bit matching for a 5 ns period. In order to build a medium-
high (10-12 bit) resolution pipeline ADC, either the delay cells must be sized accordingly
to improve the matching requirement or a traditional capacitor DAC must be used for
the first stage.

In this design, a traditional flash ADC and a capacitor DAC based first stage is used
with a hybrid voltage-time converter. This hybrid V-T converter enables the use of low
gain, wide bandwidth opamp for a high resolution pipeline ADC as shown in Fig. 5.1.
During the residue amplification phase, ¢944¢, the residue is converted to a time domain
signal using a discharging current source(l;5). The zero-crossing detector (ZCD) samples

the DLL edges to provide the sub-ADC output. The zero-crossing detector output is
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Figure 5.1: Hybrid Voltage-Time Converter

aligned with the next edge of the DLL using a edge align block. This edge aligned
signal is used to switch-off the current source. This operation provides the quantization
error which is sampled directly onto a capacitor as shown in Fig. 5.1. Thus, the TDC
combined with a edge align block can be used to replace a traditional flash ADC and
capacitor DAC array. As discussed before, the matching accuracy of the delay line is
around 7-bits and is within the accuracy limits of the second stage of the pipeline ADC.

The hybrid voltage-time pipeline ADC is shown in Fig. 5.2.

5.3 12-bit Pipeline ADC

The 12-bit pipeline ADC consists of a 3.5 bit traditional MDAC stage with a flash ADC
and a capacitive DAC. The hybrid voltage-time converter converts the residue into a
time-domain signal which is sampled by a 4-bit TDC and the residue for the next stage
is stored in the capacitor.

With one-bit redundancy, the output from four stages are combined to produce a
12-bit output. Linear gain error correction is applied to each stage to eliminate the gain

error introduced by the low gain amplifier. Since the zero-crossing is at a fixed voltage
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and is close to the common-mode output of the amplifier, the linear gain error correction

is sufficient for the entire output signal range [75].

5.4 Circuit Implementation

5.4.1 Timing and Flash ADC

The first stage of the hybrid pipeline ADC consists of a 3.5 bit flash ADC and a con-
ventional capacitor DAC to realize MDAC operation. The offset of the flash ADC is
minimized with a preamp and offset cancellation as shown in Fig. 5.3. The pipeline
ADC does not have a S/H and the path mismatch exists between the flash ADC and
the MDAC. The sampling period ¢; is split into two parts ¢, and ¢q,¢; to provide
enough time for input sampling and reference sampling. The latch samples the output
of the preamp during ¢1;4.cn, and the amplification phase begins after a short interval for
the MDAC references to be set by the flash ADC output. This timing diagram for the
pipeline ADC is shown in Fig. 5.4.
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Figure 5.3: Offset Compensated Flash Schematic
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5.4.2 MDAC and V-T Converter

The hybrid V-T converter enables the use of a low gain, wide bandwidth and non-
linear amplifier. The amplifier used is shown in Fig. 5.6. A two-stage amplifier with
minimum size transistors are used to provide 40 dB open loop gain. The 3.5 bit stage
has a feedback factor of 1/9 which results in a close loop gain of less than 24 dB.
Thanks to the V-T converter, the non-linearity of the amplifier does not affect the residue
amplification as the zero-crossing event is always at the common-mode of the amplifier
output. Thus, a linear gain error correction is sufficient to provide a high resolution(12
bit) first stage. The amplification phase begins during ¢o,,44c as shown in Fig. 5.4.
The discharge phase, ¢94;5, begins after 17 to avoid any false detection. The discharge
current, 14, connected to the virtual ground of the opamp converts the residue output
into a pulse-width modulated time domain pulse which is sampled using a 4-bit TDC

using delay-lock loop(DLL) edges as shown in Fig. 5.5.

5.4.3 Zero-Crossing Detector

The continuous time zero-crossing comparator used for zero-crossing detection is shown

in Fig. 5.7. The output, Voyr, of the ZCD is reset low during the sampling phase.
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Figure 5.5: Hybrid Voltage-Time Converter - Operation
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The output of the MDAC is connected to the ZCD through a variable offset correction
network to compensate for the static offset. The offset arises due to the non-idealities
such as bandwidth limitation of the current source, amplifier and the delay of the sampler
in TDC. This switched capacitor network shown in Fig. 5.7 can efficiently correct for the
offset than the traditional offset correction methods. The ZCD consists of preamp stage
with a clamp which drives the single-ended amplifier to detect the zero-crossing event.
The skewed inverter restores the output logic level and this output, Voyr, is stored in
SR logic register which is used as the data line for the reduced metastability sampler in
TDC.
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Figure 5.7: Offset Compensated Zero-Crossing Detector

5.4.4 Time-to-Digital Converter and Discharging Current Source

The deep sub-micron process provides improved time resolution. The hybrid pipeline
ADC architecture is tailored to take advantage of this improved time resolution. As
discussed earlier, a 7 bit linear TDC is possible without any calibration in a 65 nm
process which is used for the second stage of the pipeline ADC. The 4-bit TDC shown in
Fig. 5.8 replaces the flash ADC and the capacitive DAC in the conventional MDAC stage.
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The discharge pulse, ¢94;s propagates through the delay line and the zero-crossing edge
is sampled by this delay line as shown in Fig. 5.8. In order to reduce the metastability
window of the flip-flop, the output of successive delay lines sampler ( latch and DFF
) are used to provide the output which reduces the metastability window. This edge
aligned pulses are combined using a "OR” gate which provides the START /STOP signal
for the discharging current source. The discharging current source is shown in Fig. 5.9.
The discharging current source consists of a p-type and a n-type current source with
a common-mode feedback. The current source is source degenerated with a resistor to
reduce the effect of the flicker noise. The output of the current source V,, and V,, are
connected to the opamp virtual node and is controlled by the ”START/STOP” signal
provided by the TDC. The linearity of the current source is approximately 9 bits and
this translates to a input referred 13-bit linearity. The noise contribution of the current
source is discussed in [75] and is accordingly sized to satisfy the noise budget of the
12-bit hybrid ADC.
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Figure 5.8: Reduced Metastability Time-to-Digital Converter

5.4.5 Summary

The 12-bit hybrid pipeline was built in 1P9M 65nm CMOS process. Simulated at 100
MHz clock frequency, the ADC in fabrication achieves 66 dB SNDR/ 80 dB SFDR from
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Figure 5.9: Discharging Current Source

a 1 V supply. The hybrid pipeline ADC occupies 1 sq. mm, occupies 1 sq. mm and
has a figure of merit of 40 £J/C-S. The layout of the hybrid pipeline ADC is shown in
Fig. 5.10, output spectrum of the ADC with input at -14 dB is shown in Fig. 5.12 and

the performance summary is shown in Fig. 5.13.
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Figure 5.10: Die Micrograph
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Figure 5.12: Hybrid Pipeline ADC Spectrum, SNDR = 55 dB at -10 dB input



Parameter Parameter
Technology 1P9M 65nm
Supply Voltage 1V
Sampling Rate 100 MHz
Input Voltage Range 1.6V,
SNDR/SFDR dB 66 dB/ 80 dB
Power 8 mw
Active Area 1sg.mm
FoM 40fJICS
Resolution 13 bit

Figure 5.13: Performance Summary
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Chapter 6. Conclusion

6.1 Summary

Analog to digital converter design trade offs are identified and classified to provide suffi-
cient understanding in choosing either an architectural technique or a circuit technique
to improve energy and area efficiency. To this end, two calibration methods were pro-
posed. Deterministic calibration technique to measure and correct VCO non-linearity
and Multi-path ADC with skip/fill calibration and majority voting to detect and correct
bit-error rate in ADCs. A unified gain enhancement model was proposed to understand
the design of high performance amplifiers. Four gain enhanced amplifier techniques were
proposed to improve the power efficiency. They are class A+ amplifier, asynchronous
CLS technique, replicated parallel gain enhancement technique and dynamic RPGE tech-
nique.

Replicated parallel gain enhancement technique and dynamic RPGE were imple-
mented in a pipeline ADC to demonstrate the feasibility. A prototype pipeline ADC
built in 0.18 pgm, 1P4M process achieves 75 dB SNDR, 90 dB SFDR, -87 dB THD at
20 MS/s from a 1.3 V supply. The pipeline ADC consumes 5.9 mW and achieves a
figure of merit of 65 fJ/CS. This ADC is one of very few ADCs in the past 16 years
to achieve calibration free, above 70 dB resolution and low power consumption through
circuit design. An improved dynamic RPGE amplifier has been implemented in 0.18um
process to demonstrate high resolution and wide bandwidth with improved power effi-
ciency. Extracted simulations of the chip in fabrication indicates 74 dB SNDR, 88 dB
SFDR, 85 dB THD at 33 MS/s from a 1.3 V supply. The pipeline ADC consumes 6.6
mW and achieves a figure of merit close to 50 £J/CS.

A combination of architecture, calibration and circuit technique is utilized to build a
hybrid voltage-time pipeline ADC. The TDC is used as a replacement to the flash ADC
and capacitor DAC in a conventional pipeline ADC. The simulated/extracted perfor-
mance of the chip is 11 bit, 100 MHz in 65nm process while consuming approximately 8

mA from 1 V supply.
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Figure 6.1: Generic Dynamic Amplifier

6.2 Future Work

6.2.1 Dynamic Amplifier

Dynamic amplifiers provide time varying bandwidth and increased DC gain while con-
suming dynamic power [73]. The dynamic amplifiers, as shown in Fig. 6.1 can be used in
combination with the RPGE technique to create a highly efficient wide bandwidth, large
DC gain amplifier which can be used either as an amplifier or an integrator to build a

pipeline ADC or a delta-sigma ADC respectively.

6.2.2 TDC Calibration

The TDC replacement for the flash ADC and capacitor DAC is limited by the matching

accuracy provided by the process and is generally limited to 6-7 bits. In order to build a
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14-bit pipeline ADC with the second stage as time domain MDAC, the resolution of the
TDC must be close to 10-bits. This architecture will lead a power efficient high resolution,
high speed ADC. To enable a 10-bit time domain MDAC, calibration techniques can be
used to correct for the mismatch error. One of the calibration techniques such as split
ADC or Deterministic calibration or blind calibration is a suitable solution as shown in
Fig..

6.2.3 Evaluation of ADC Non-Linearity using Reciprocity Theorem

Understanding component mismatch effects on the performance limitation requires Monte-
Carlo simulations and is time consuming. Reciprocity theorem can be used to analyze
R-2R DACs, binary weighted capacitor DACs, C-2C DACSs, current steering DAC with
the creation of adjoint network. This leads to a rapid evaluation and intuitive under-
standing of the mismatch limitation of each component towards the overall linearity for
a DAC under consideration. As an example, reciprocity theorem is explained with an
example for R-2R ladder where it is not straightforward to analyze the mismatch effect

due to each resistor in the resistor ladder.

Ry
Vour = ———W;
¢ R+ Ro !
8V;)ut a‘/out

AV = ——AR AR

t R 1+ o 2
aVvomt _ Ry 8‘/out o Ry
8R1 - (R1 + R2)27 8R2 a (Rl + R2)2

6.2.4 Differential Tellegen’s Theorem

N N
> gy =V vhe = V'] (6.1)
k=1 k=1

Where vy, ji and v}, j; are the branch voltages and currents of a network N and N

respectively. If network N changes by a small amount A, applying Tellegen’s theorem
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Figure 6.3: Resistor Divider
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! R, 1 lout 11 1 J2, €n2 Z3 lout

Figure 6.4: Adjoint-Example

to the above network Na

(v+AV)"j =0,8"(j + Aj) = 0.
(v+AV)Tj = 0" (j + Aj) =0
= AV —TAj =0

Applying Differential Tellegen’s Theorem,

3 (jAv . Aj@) —0
(z"lAvl — €1Ail) + (jiA(?rl — 6;1Aj1)
"‘(JéAerZ - e;zAjQ) + (i/outA”out - v:)utAiout) =0

To find sensitivity of output voltage to resistor variation,

€r1 + Aerl = (R1 + ARl)(]l + AJl)
Aey1 = RiAj1 + ARy j1 + AR1Ajy
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Figure 6.5: R-2R-Example

Neglecting higher order terms, substituting this in the second expression of differential

Tellegen’s theorem,
J1Aer — e Aj1 = j171 ARy + (j1 Ry — €.1) A

Observation: Choose the adjoint network such that jjR; — e, = 0. For resistor
networks, the adjoint is same as the network with de-energized sources

The sensitivity of the output current is a sum of sensitivities of individual resistors.
The sensitivities of individual resistors is j.j, where j and j are the branch currents in
orginal network and adjoint network. The branch currents in the original network is

[,I/2,1/4 and so on. The branch currents of the adjoint network is found as follows. The
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nodal equation for adjoint network is given by,

5 —2 0 U1 -1

-2 5 =2 V2 -1

o -2 5 =2 ... —1
" = (6.2)

. ... —2 b5 =2 Von —1

i 0 e e =2 4 ] _U2n+1_ |~ 1_




118

APPENDICES



119

Appendix A. Multi-Path ADC Technique

Signal to noise ratio for an ADC with single event Gaussian random noise source is
derived as follows. Fig. 2.13 shows the model for the ADC with a single event noise
source and quantization noise source. The quantization noise depends on the resolution
of the ADC and is uniform. SEE is modeled as a Gaussian noise distribution with
standard deviation of 0. Eq. 12 is used to derive the signal to noise ratio with SEE.
Where, Vrms is the signal energy and E(X2) is the energy of the random signal X. Eq.
12 can be applied to the quantization noise and Gaussian single event noise source as
shown in (12). However, the single event happens only Nrep times in a given observation
window, Nwindow. Therefore, the noise energy is scaled by Nrep/Nwindow. Eq. 13

shows the signal to noise ratio for Gaussian and the familiar quantization noise.

V?ms signal 2 A2 2 2
SNR = E(XQ) 7E(Xunif0rm) 257 E(Xgaussian) =0 (Al)
ngyNwin ow _ngs'12
SN R =08 ey 2 B Ranan =35 (A.2)

. — s
SNRcombmed B USQCC 'NYCP/NWindow +A2/12
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Appendix B. Limitations of SEE Model

SEE is modeled as a noise current source shown in Eq. B.1 as shown in Fig. B.1. Where,
Qsee 1s the ion charge transferred by the energy particle, «, 3, T are the constants derived
from the device model. The sampled voltage on the capacitor Cs is shown in Eq. B.1.
Where, iz represents the model for SEE current source, Qsee is the random charge
transferred from the energy particle, o, 3,7 are the constants derived from the device

model, C; is the sampling capacitor and T is the sampling rate.

isee:% (exp(—a.t/T) — exp(—£.t/7)) (B.1)
. 0.5Ts
Vin[nTs + 0.5Ts|=Viy[nTs + 0.5TS]+C—. / igee.dt (B.2)
S0
Qsee
VSCC ~ . B.3
tarer (B.3)

However, SEE current source model is derived from a packet of charge delivered
by the energy particle. The integral shown in Eq. B.2 describes the amount of charge
transferred to the sampling capacitor. In general, the time constant of the modeled is
much smaller compared the sampling-rate used for the system and can be simplified to
Eq. B.3. Where, « is proportionality constant relating the packet of charge delivered
by the energy particle and the voltage change Vie.. As shown in Fig. B.2, this current

Vin v {

S 1l 7o
T

Figure B.1: Sample and Hold with SEE Current Source
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Figure B.2: SEE Model Accuracy

source charges a capacitor for a given sampling period. The voltage change produced by
this current source is directly related to the ion charge transferred by the energy particle
and this can be derived as shown in Eq. B.4, Eq. B.5 and Eq. B.6.

0.5Ts

Vseozcis- g iseo-dt

(B.4)
:ch:ei—_ﬁa_i_% (%exp(—ﬁ.OﬁTs/T)—éexp(—oz.()st/T))
Qsoe 5—0&

Vseoz . A\/seo errors ) — B.5
Tt error, V=g (B.5)

A\v/seeerror 1/1 1
—=| = —B.0.5Tg/7)—— —a.0.5Ty B.6
Qsee/cs T(Bexp( IB /T) Oéexp( @ /T)> ( )

a, 3,7 are derived from a specific device under consideration. «, 8, 7 used for the follow-
ing discussion are 3, 4 and 12.5 ps respectively. Fig. B.2 shows the error percentage as
a function of Ts/7. It can be observed that for ratios of Ty/7 greater than 20, the error
in the approximation of Eq. B.6 is less than 0.25%. In our discussion, we had assumed
that the current pulse is ON for the entire sampling period (0.57%). However, the above

discussion indicates that within twenty time constants of the current pulse, 99.75% of
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the charge is transferred to the capacitor. In other words, if the sampling period (0.57%)

is larger than 20 time constants, the modeling error is less than 0.25%.
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