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## Chapter 1: Introduction

### 1.1 Iterative Algorithms in Machine Learning and Signal Processing

In the era of big data, machine learning and signal processing problems have become increasingly complex. They are often characterized by non-convex geometry, structural constraints, and extremely high dimensions. Representative examples include, but not limited to, sparse recovery [34,58, 148], matrix completion [33, 42, 44], and phase retrieval [32, 183].

- Sparse recovery: Sparse recovery is a classical problem in signal processing in which we wish to acquire and reconstruct a signal efficiently from a series of sampling measurements. In particular, given an $n$-dimensional signal $\boldsymbol{x}$ that admits sparse/compressible representation either in original domain or in some transform domains (e.g., Fourier transform, cosine transform, wavelet transform), we observe a compressive measurement $\boldsymbol{y}$ of $\boldsymbol{x}$ via an $m \times n$ sensing matrix $\boldsymbol{\Phi : ~ \boldsymbol { y }} \approx \boldsymbol{\Phi} \boldsymbol{x}$. Here, the number of measurements taken is much smaller than the length of the input signal, i.e., $m \ll n$. With the introduction of compressed sensing theory [36,58], the sparsity of $\boldsymbol{x}$ can be exploited to recover $\boldsymbol{x}$ from far fewer samples than required by the Nyquist-Shannon sampling theorem. This is particularly important in systems where measurements are costly such as high-resolution radars [235],


Figure 1.1: A typical setting of sparse recovery. The goal is to recover the sparse signal from a very few number of sampling measurements.
hyper-spectral imaging [98], ECG signal processing [1], and magnetic resonance imaging [163]. Figure 1.1 demonstrates a typical setup of the sparse recovery problem. The sparse recovery problem is often formulated as an L0-norm constrained least squares [20]:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}}\|\boldsymbol{\Phi} \boldsymbol{x}-\boldsymbol{y}\|_{2}^{2} \quad \text { s.t. }\|\boldsymbol{x}\|_{0} \leq s \tag{1.1}
\end{equation*}
$$

where $s$ is the desired sparsity of the solution. In this formulation, the constraint set is the closed non-convex set of all $n$-dimensional sparse vectors with at most $s$ non-zero elements, denoted by $\Omega_{\leq s}$.

- Matrix completion: The matrix completion problem arises in many applications such as collaborative filtering [176, 188, 189, 200], system identification $[136,137,156]$, and dimension reduction $[31,228]$. Taking a movie recommendation system as an example, we are interested in an $m \times n$ rating matrix $\boldsymbol{M}$ that encodes the preference of $m$ users for $n$ movies (see Fig. 1.2). While such matrix can have thousands to millions of users (rows) and movies (columns), only a handful of the entries of $\boldsymbol{M}$ are available as users typically rate infrequently. To provide good recommendations, it is crucial for the system to make accurate estimates of the unknown entries of $\boldsymbol{M}$ that indicate how each user likes each movie. Additionally, it is reasonable to assume that only a few factors contribute to each user preference (e.g., genre, cast, producer, duration, country, and year). Therefore, the data matrix of all user-ratings may be approximately low-rank. Suppose $\boldsymbol{M}$ is a rank- $r$ that admits a low-rank factorization $\boldsymbol{M}=\boldsymbol{X}^{*}\left(\boldsymbol{Y}^{*}\right)^{\top}$, where $\boldsymbol{X}^{*} \in \mathbb{R}^{m \times r}$ and $\boldsymbol{Y}^{*} \in \mathbb{R}^{n \times r}$. The problem of recovering the unknown entries of $\boldsymbol{M}$ can be cast as solving a non-convex optimization

$$
\begin{equation*}
\min _{\boldsymbol{X} \in \mathbb{R}^{m \times r}, \boldsymbol{Y} \in \mathbb{R}^{n \times r}} \frac{1}{2}\left\|\mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}-\boldsymbol{M}\right)\right\|_{F}^{2} \tag{1.2}
\end{equation*}
$$

where $\mathcal{P}_{\Omega}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ is the projection onto the set of matrices sup-


Figure 1.2: A low-rank rating matrix that can be factorized based on latent features from users and movies. The goal of matrix completion is to recover the remaining unobserved ratings in question marks.
ported in $\Omega$, i.e.,

$$
\left[\mathcal{P}_{\Omega}(\boldsymbol{Z})\right]_{i j}= \begin{cases}Z_{i j} & \text { if }(i, j) \in \Omega \\ 0 & \text { otherwise }\end{cases}
$$

- Phase retrieval: Phase retrieval is the problem of reconstructing a signal from its Fourier magnitude. This problem arises in many areas of engineering and applied sciences, including X-ray crystallography [152], blind channel estimation [11], optics [222], and speech recognition [170]. In such problems, only measurements of the Fourier magnitude of the underlying signal are
available, while the Fourier phase measurements are missing. Since simply performing an inverse Fourier transform on magnitude measurements without the phase does not recover the original signal successfully (see Fig. 1.3), it is important to come up with algorithms that retrieve the phase from the given magnitude measurements. Formally, phase retrieval can be formulated as ${ }^{1}$ the problem of finding a signal $\boldsymbol{x} \in \mathbb{R}^{N}$ given its Fourier magnitude-square measurements $y_{i}=\left|\boldsymbol{f}_{i}^{\top} \boldsymbol{x}\right|^{2}$, for $i=1, \ldots, N$, where $\boldsymbol{f}_{i}$ is the conjugate of the $i$-th column of the $N$-point DFT matrix, with elements $e^{j 2 \pi i n / N}$. In particular, we wish to solve the following least-squares problem:

$$
\min _{\boldsymbol{x} \in \mathbb{R}^{N}} \sum_{i=1}^{N}\left(y_{i}-\left|\boldsymbol{f}_{i}^{\top} \boldsymbol{x}\right|^{2}\right)^{2} .
$$

In these modern applications, it is crucial to design methods that are numerically efficient, robust against noise, and comes with theoretical guarantees. While second-order methods (e.g., Newton's method) and those dealing with matrix variables (e.g. semidefinite programming) enjoy fast and robust convergence with typically fairly few iterations to reach the desired accuracy, they are computationally prohibitive when the size of the problem increases quickly. On the other hand, lightweight iterative algorithms such as gradient descent and alternating projections have gained a revived interest in large-scale problems thanks to the fact that they are simple to implement as well as require low computational complexity per iteration and small memory storage. Due to the non-convexity in the objective

[^0]

Figure 1.3: An illustration of how the Fourier phase affects image recovery with Fourier transform (reproduction of Fig. 2 in [183]).
functions or the constraints, these problems were initially approached via convex relaxation techniques that are backed by rigorous convergence guarantees for first-order optimization methods [27,30, 33]. However, researchers soon realized that in practice, the performance of this approach is worse than directly solving the original non-convex problems using first-order methods. Henceforth, there has recently been a shift in focus towards provable and scalable non-convex optimization with representative examples including projected gradient descent, alternating minimizing, and alternating projections.

### 1.1.1 Iterative Hard Thresholding for Sparse Recovery

The iterative hard thresholding (IHT) algorithm for solving (1.1), which is essentially non-convex projected gradient descent, is based on the following update [20]:

$$
\begin{equation*}
\boldsymbol{x}^{(k+1)}=\mathcal{P}_{\Omega_{\leq s}}\left(\boldsymbol{x}^{(k)}-\eta \boldsymbol{\Phi}^{\top}\left(\boldsymbol{\Phi} \boldsymbol{x}^{(k)}-\boldsymbol{y}\right)\right), \tag{1.3}
\end{equation*}
$$

where $\mathcal{P}_{\Omega_{\leq s}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the orthogonal projection onto $\Omega_{\leq s}$. As in [20], $\mathcal{P}_{\Omega_{\leq s}}$ is defined as a non-linear operator that only retains the $s$ coefficients with the largest magnitude:

$$
\left[\mathcal{P}_{\Omega_{\leq s}}(\boldsymbol{z})\right]_{i}= \begin{cases}0 & \text { if }\left|z_{i}\right|<\tau \\ z_{i} & \text { if }\left|z_{i}\right| \geq \tau\end{cases}
$$

where $\tau$ is set to the smallest magnitude of the $s$ entries in $\boldsymbol{z}$ with largest absolute values. If less than $s$ values are non-zero, we define $\tau$ to be the smallest absolute value of the non-zero coefficient.

### 1.1.2 Factorization-Based Gradient Descent for Matrix Completion

Starting from some guess $\left(\boldsymbol{X}^{(0)}, \boldsymbol{Y}^{(0)}\right)$, the gradient descent algorithm simply updates the values of $(\boldsymbol{X}, \boldsymbol{Y})$ by taking steps proportional to the negative of the
gradients with respect to each variable:

$$
\begin{align*}
& \boldsymbol{X}^{(k+1)}=\boldsymbol{X}^{(k)}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X}^{(k)} \boldsymbol{Y}^{(k)^{\top}}-\boldsymbol{M}\right) \boldsymbol{Y}^{(k)}, \\
& \boldsymbol{Y}^{(k+1)}=\boldsymbol{Y}^{(k)}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X}^{(k)} \boldsymbol{Y}^{\left.(k)^{\top}-\boldsymbol{M}\right)^{\top} \boldsymbol{X}^{(k)}},\right. \tag{1.4}
\end{align*}
$$

where $\eta>0$ is the step size.

### 1.1.3 Alternating Projections for Phase Retrieval

One early approach to phase retrieval is alternating projections, first introduced by Gerchberg and Saxton [78] in 1972. Since the solution must satisfy both the Fourier magnitude constraints and the time domain constraints (e.g., real-valued signals), it can be viewed as the intersection between a convex set (for the time domain constraints) and a non-convex set (for the Fourier magnitude constraints). Thus, the authors proposed to iteratively impose the two set of constraints using projections:

1. Compute the DFT of $\boldsymbol{x}^{(k)}: \boldsymbol{z}^{(k+1)}=\boldsymbol{F} \boldsymbol{x}^{(k)}$ and impose the Fourier magnitude constraints $\hat{\boldsymbol{z}}^{(k+1)}(i)=\frac{\boldsymbol{z}^{(k+1)}(i)}{\left|\boldsymbol{z}^{(k+1)}(i)\right|} \sqrt{y_{i}}$.
2. Compute the inverse DFT of $\hat{\boldsymbol{z}}^{(k+1)}: \hat{\boldsymbol{x}}^{(k+1)}=\boldsymbol{F}^{-1} \hat{\boldsymbol{z}}^{(k+1)}$ and impose the time-domain constraints, e.g., $\boldsymbol{x}^{(k+1)}=\operatorname{Re}\left(\hat{\boldsymbol{x}}^{(k+1)}\right)$.

More concisely, each iteration of this method can be rewritten as

$$
\begin{equation*}
\boldsymbol{x}^{(k+1)}=\mathcal{P}_{T}\left(\boldsymbol{F}^{-1} \mathcal{P}_{F}\left(\boldsymbol{F} \boldsymbol{x}^{(k)}\right)\right), \tag{1.5}
\end{equation*}
$$

where $\mathcal{P}_{T}$ and $\mathcal{P}_{F}$ are the projections onto the time-domain constraints and the Fourier magnitude constraints, respectively.

### 1.2 Iterative Algorithms as Fixed-Point Iterations

This dissertation studies the convergence of iterative algorithms as fixed-point iterations, drawing the connection to fixed-point theory for the analysis and design of efficient methods in machine learning and signal processing. More specifically, we represent each update in algorithms like gradient descent and alternating projections as a fixed-point equation of form

$$
\begin{equation*}
\boldsymbol{x}^{(k+1)}=\mathcal{F}\left(\boldsymbol{x}^{(k)}\right), \tag{1.6}
\end{equation*}
$$

and the convergence of the sequence $\boldsymbol{x}^{(k)}$ can be characterized by the contraction properties and the fixed-points of the operator $\mathcal{F}$.

- Projected gradient descent: The IHT update in (1.3) can be viewed as a fixed-point iteration where $\mathcal{F}(\boldsymbol{x})=\mathcal{P}_{\Omega_{\leq s}}\left(\boldsymbol{x}-\eta \boldsymbol{\Phi}^{\top}(\boldsymbol{\Phi} \boldsymbol{x}-\boldsymbol{y})\right)$ is a non-smooth non-convex function due to the projection $\mathcal{P}_{\Omega_{\leq s}}$. More generally, we note that many gradient projection based methods can be analyzed under the framework of fixed-point theory, including the singular value projection algorithm for matrix completion [104], the projected gradient descent for unit-modulus least squares in beamforming [206], and the Landweber iteration for solving ill-posed linear inverse problems [48]. In minimizing a differentiable function
$f$ over the constraint set $\mathcal{C}$, the projected gradient descent update is given by

$$
\boldsymbol{x}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}-\eta \nabla f\left(\boldsymbol{x}^{(k)}\right)\right),
$$

where $\eta>0$ is the step size.

- Gradient descent and its variants: The gradient descent update in (1.4) can be viewed as a fixed-point iteration where

$$
\mathcal{F}(\boldsymbol{Z})=\left[\begin{array}{c}
\boldsymbol{X}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}-\boldsymbol{M}\right) \boldsymbol{Y} \\
\boldsymbol{Y}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}-\boldsymbol{M}\right)^{\top} \boldsymbol{X}
\end{array}\right], \quad \text { for } \boldsymbol{Z}=\left[\begin{array}{l}
\boldsymbol{X} \\
\boldsymbol{Y}
\end{array}\right]
$$

is a smooth non-convex function with respect to $\boldsymbol{Z}$. This view also applied to other contexts such as the Wirtinger flow algorithm for phase retrieval [32]. In convex optimization, the fixed-point view of gradient descent and its variants has been studied by Jung [113].

- Alternating projections: The alternating projection update in (1.5) can be viewed as a fixed-point iteration where $\mathcal{F}(\boldsymbol{x})=\mathcal{P}_{T}\left(\boldsymbol{F}^{-1} \mathcal{P}_{F}(\boldsymbol{F} \boldsymbol{x})\right)$ is a smooth non-convex function due to the projection $\mathcal{P}_{F}$. Similarly, the same perspective can be applied to alternating projections of form

$$
\boldsymbol{x}^{(k+1)}=\mathcal{P}_{\mathcal{C}_{1}}\left(\ldots \mathcal{P}_{\mathcal{C}_{m}}\left(\boldsymbol{x}^{(k)}\right)\right),
$$

where $\mathcal{C}_{1}, \ldots, \mathcal{C}_{m}$ are the constraint sets and $\mathcal{P}_{\mathcal{C}_{1}}, \ldots, \mathcal{P}_{\mathcal{C}_{m}}$ are the correspond-
ing projections onto them. Such update arises naturally in other problems such as matrix completion [46], color plane interpolation [84], and source localization [238].

By the fixed-point theorem [121], if the Jacobian of $\mathcal{F}$ is bounded uniformly, in some natural matrix norm, by $\rho \in(0,1)$, the sequence $\boldsymbol{x}^{(k)}$ generated by (1.6) converges linearly to a fixed-point $\boldsymbol{x}^{*}$ of $\mathcal{F}$ at rate $\rho_{k} \leq \rho$ :

$$
\left\|\boldsymbol{x}^{(l+1)}-\boldsymbol{x}^{*}\right\| \leq \rho_{k}\left\|\boldsymbol{x}^{(l)}-\boldsymbol{x}^{*}\right\| \quad \text { for } l=k, k+1, \ldots
$$

Furthermore, as the iterates converge, $\rho_{k}$ approaches $\rho\left(J_{\mathcal{F}}\left(\boldsymbol{x}^{*}\right)\right)$, the spectral radius of the Jacobian matrix at the fixed point. It is interesting here to emphasize that such fixed-point results are powerful tools to study the convergence of iterative algorithms in MLSP, especially the asymptotic convergence with exact linear rate. However, little research for convergence of iterative algorithms in the MLSP literature has been done in this direction. To further motivate our interpretation of iterative algorithms as fixed-point iterations, let us briefly review the existing convergence results for iterative algorithms.

### 1.3 Asymptotic Convergence of Iterative Algorithms

From a theoretical point of view, convergence properties of iterative algorithms have long been studied. These properties involve two key aspects: the quality of convergent points and the speed of convergence. On the one hand, the quality
of convergent points provides useful insights into when the algorithm converges, whether it converges to a global/local optimum or a stationary/critical point, and how (far) the objective function at the convergent point compares to the optimal objective value. On the other hand, the speed of convergence concerns the order of convergence, the rate of convergence, and the number of iterations required to obtain sufficiently small errors. In this dissertation, the focus is on the second aspect that measures the efficiency of iterative algorithms, in particular, the asymptotic rate of convergence. To better understand the concept of convergence rate, consider gradient descent as one representative of iterative algorithms. In order to minimize a differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, the algorithm, starting from some initial guess $\boldsymbol{x}^{(0)}$, performs the following iterative update

$$
\begin{equation*}
\boldsymbol{x}^{(k+1)}=\boldsymbol{x}^{(k)}-\eta \nabla f\left(\boldsymbol{x}^{(k)}\right), \tag{1.7}
\end{equation*}
$$

where $\eta>0$ is the step size (a.k.a, the learning rate). Assume $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ converges to $\boldsymbol{x}^{*}$. Then, the convergence of $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ to $\boldsymbol{x}^{*}$ is said to be at rate $\mu$ if there exists a bounding sequence $\left\{\epsilon_{k}\right\}_{k=0}^{\infty}$ such that $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|_{2} \leq \epsilon_{k}$ for all $k$ and $\lim _{k \rightarrow \infty} \epsilon_{k+1} / \epsilon_{k}=\mu$. The asymptotic rate of convergence of gradient descent to $\boldsymbol{x}^{*}$, denoted by $\rho$, is defined by the worst-case rate of convergence among all possible sequences $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ that are generated by (1.7) and converge to $\boldsymbol{x}^{*}$, i.e., $\rho=$ $\sup _{\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}} \mu$. Depending on the value of $\rho$ in the interval $[0,1]$, the convergence is said to be sublinear ( $\rho=1$ ), linear $(0<\rho<1)$ or superlinear $(\rho=0)$. It is straightforward that the lower the value of $\rho$ is, the faster the speed of convergence
is; and typically fewer iterations are necessary to obtain a close approximation of the solution. Thus, analytical estimation of the convergence rate plays a pivotal role in convergence analysis.

In analyzing the convergence of iterative methods, it is common to study the convergence to a global solution of the problem. Via assumptions on the strong convexity and the smoothness of the problem, this approach primarily focuses on the quality of convergent points (global versus local) and the order of convergence. It provides a universal upper bound on the error reduction at each $k$-th iteration, which holds for both the asymptotic $(k \rightarrow \infty)$ and non-asymptotic (small $k$ ) convergence regime $[12,16,24,103,160]$. The disadvantage of this analysis, however, is that it often underestimate the asymptotic rate due to the conservative nature of the employed bounding techniques. A lesser-known approach to convergence rate analysis is to establish the exact asymptotic rate of convergence by exploiting the local structure of the problem. By focusing on the local behavior of iterative algorithms near the solution, this approach offers sharper results on the convergence rate, particularly in the case of non-quadratic objectives. Dating back to the 1960s, there are two major methods for asymptotic convergence rate analysis. The first method was proposed by Polyak in [167], based on his earlier study into nonlinear difference equations [166]. The key ideas in this approach are the extension of the mean value theorem to vector-valued functions and the stability of difference equations. The second method for asymptotic convergence rate analysis was developed by Daniel [51] in 1967, while studying gradient descent with exact line search, i.e., choosing $\eta$ that minimizes the objective at each iteration.

Utilizing the Kantorovich inequality [114], the author proved a similar result on convergence characteristics that are close to those inherent for quadratics are exploited through the Hessian $\nabla^{2} f\left(\boldsymbol{x}^{*}\right)$. The same technique was then extended to study the asymptotic convergence of projected gradient descent for constrained optimization [71, 132, 139].

Apart from the asymptotic convergence rate, one would also be interested in the region of convergence and the number of iterations needed to reach certain accuracy. Both of the existing methods, nonetheless, do not provide further result on these aspects of convergence. Moreover, to the best of our knowledge, there has been no extension of Polyak's method to the case of projected gradient descent (with fixed step size scheme), and vice versa, there has been no extension of Daniel's method beyond the exact line search scheme.

### 1.4 Focus Areas

### 1.4.1 Asymptotic Convergence Analysis

Motivated by the fixed-point view of iterative algorithms, this dissertation aims to develop a unified framework to study their asymptotic convergence, namely, the convergence rate, the region of convergence, and the number of required iterations. Differently from Polyak's approach to the stability of non-linear difference equation in [166], we approximate the fixed-point function (locally) by the following first-
order difference equation

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=T\left(\boldsymbol{\delta}^{(k)}\right)+\boldsymbol{q}\left(\boldsymbol{\delta}^{(k)}\right), \tag{1.8}
\end{equation*}
$$

where $\boldsymbol{\delta}^{(k)}=\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}$ is the residual at the $k$-th iteration, $T$ is a linear operator that acts as a contraction mapping on $\boldsymbol{\delta}$, and $\boldsymbol{q}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ satisfies $\lim _{\|\boldsymbol{\delta}\| \rightarrow 0}\|\boldsymbol{q}(\boldsymbol{\delta})\|_{2} /\|\boldsymbol{\delta}\|_{2}^{2}<\infty$. By carefully examining the stability of the system dynamic (1.8), the fundamental requirements to achieve the local linear convergence rate can be identified. The methodology applies to both gradient descent and projected gradient descent with fixed step sizes, as well as iterative algorithms whose updates can be represented as fixed-point iterations, e.g., alternating projections. This author hopes that the proposed framework will be used by researchers in the area of MLSP as a general recipe to quickly derive sharp convergence results for their specific problems. A collection of fundamental statistical estimation problems will also be examined to demonstrate the applicability of the proposed framework. In some of the applications, the novel insight into the local convergence reveals interesting connections to existing results in relevant areas such as global convergence analysis, random matrix theory, perturbation theory, and differential geometry.

### 1.4.2 Acceleration Techniques

Another contribution of this dissertation is that the insight into asymptotic convergence analysis can be used to develop variants that enjoy faster convergence while remain the same computational complexity per iteration. The simplest approach is to select the optimal step size based on the closed-form expression of the local convergence rate obtained by the proposed framework. Such selection can be used as a benchmark against practical schemes with adaptive step size like backtracking line search. In a more elaborated approach, acceleration techniques such as the Heavy-Ball method and Nesterov's accelerated gradient have been introduced in optimization literature as well as have been using widely in practice. However, with the fixed-point view of iterative algorithms, these techniques arise naturally via exploiting leveraging the well-known results in fixed-point theory [181, 221]. Moreover, based on the convergence analysis of the plain algorithm, one can easily design the accelerated variant with optimal parameters (e.g., momentum step size).

The chapters of this dissertation follow our published work or work under review. For the ease of the readers, the chapters are self-contained, following closely the corresponding publication/manuscript. An overview of the dissertation is shown in Fig. 1.4. The rest of this document is organized as follows. Chapter 2 introduces a closed-form bound on the convergence of iterative methods via fixed point analysis. This serves as a mathematical tool for the subsequence analysis of convergence, establishing the expressions of the convergence rate, region of conver-

Figure 1.4: An overview of this dissertation. The research focuses on the convergence rate analysis for iterative algorithms and its application in machine learning and signal processing. The yellow boxes indicate existing works in the literature, the green boxes indicate works that were completed in this dissertation, and the gray boxes indicate future works.
gence, and the number of required iterations to reach certain accuracy. Chapter 3 presents a unified framework to study the local linear convergence of projected gradient descent in the general context of constrained least squares. Then, the application of the proposed framework is demonstrated for the following problems: minimizing a quadratic over a sphere (Chapter 4), unit-modulus constrained least squares (Chapter 5), and low-rank matrix completion (Chapter 7). Focusing on the latter problem, we present a handful of analytical results on the rank- $r$ projection operator (Chapter 6), the extreme eigenvalues of random matrices, and their connections to the asymptotic convergence of iterative hard thresholding for matrix completion. We also demonstrate some acceleration techniques for IHT that can used to exploit the asymptotic convergence results and obtain the optimal convergence in practice (Chapters 8 and 9 ). Another method for matrix completion, gradient descent for the factorization-based formulation, is also analyzed in Chapter 10 under the view of fixed-point iterations. Chapter 11 concludes the technical part of the dissertation with the study of an adaptive step size schedule for momentum methods in deconvolution applications. Finally, Chapter 12 summarizes the contribution of the dissertation and discusses potential directions for future work.

## Chapter 2: A Closed-Form Bound on the Asymptotic Linear Convergence of Iterative Methods via Fixed Point Analysis ${ }^{1}$

In many iterative optimization methods, fixed-point theory enables the analysis of the convergence rate via the contraction factor associated with the linear approximation of the fixed-point operator. While this factor characterizes the asymptotic linear rate of convergence, it does not explain the non-linear behavior of these algorithms in the non-asymptotic regime. In this chapter, we take into account the effect of the first-order approximation error and present a closed-form bound on the convergence in terms of the number of iterations required for the distance between the iterate and the limit point to reach an arbitrarily small fraction of the initial distance. Our bound includes two terms: one corresponds to the number of iterations required for the linearized version of the fixed-point operator and the other corresponds to the overhead associated with the approximation error. With a focus on the convergence in the scalar case, the tightness of the proposed bound is proven for positively quadratic first-order difference equations.

[^1]
### 2.1 Introduction

Many iterative optimization methods, such as gradient descent and alternating projections, can be interpreted as fixed-point iterations [113, 166, 181, 221]. Such methods consist of the construction of a series $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty} \subset \mathbb{R}^{n}$ generated by

$$
\begin{equation*}
\boldsymbol{x}^{(k+1)}=\mathcal{F}\left(\boldsymbol{x}^{(k)}\right), \tag{2.1}
\end{equation*}
$$

where the fixed-point operator $\mathcal{F}$ is an endomorphism on $\mathbb{R}^{n}$. By the fixed-point theorem $[9,25,121]$, if the Jacobian of $\mathcal{F}$ is bounded uniformly, in the matrix norm $\|\cdot\|_{2}$ induced by the Euclidean norm for vectors $\|\cdot\|$, by $\rho \in(0,1)$, the sequence $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ generated by (2.1) converges locally to a fixed-point $\boldsymbol{x}^{*}$ of $\mathcal{F}$ at a linear rate $\rho$, i.e., $\left\|\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{*}\right\| \leq \rho\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|$ for all integer $k .^{2}$ Assume that $\mathcal{F}$ is differentiable at $\boldsymbol{x}^{*}$ and admits the first-order expansion [178]

$$
\mathcal{F}\left(\boldsymbol{x}^{(k)}\right)=\mathcal{F}\left(\boldsymbol{x}^{*}\right)+\mathcal{T}\left(\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right)+\boldsymbol{q}\left(\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right),
$$

where $\mathcal{T}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the derivative of $\mathcal{F}$ at $\boldsymbol{x}^{*}$ and $\boldsymbol{q}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the residual satisfying $\lim \sup _{\boldsymbol{\delta} \rightarrow 0}\|\boldsymbol{q}(\boldsymbol{\delta})\| /\|\boldsymbol{\delta}\|=0$. Then, denoting the error at the $k$-th iteration as $\boldsymbol{\delta}^{(k)}=\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}$, the fixed-point iteration (2.1) can be viewed as a non-linear but approximately linear difference equation

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\mathcal{T}\left(\boldsymbol{\delta}^{(k)}\right)+\boldsymbol{q}\left(\boldsymbol{\delta}^{(k)}\right) . \tag{2.2}
\end{equation*}
$$

[^2]The stability of non-linear difference equations of form (2.2) has been studied by Polyak [166] in 1964, extending the result from the continuous domain [14]. In particular, the author showed that if the spectral radius of $\mathcal{T}$, denoted by $\rho(\mathcal{T})$, is strictly less than 1 , then for arbitrarily small $\zeta>0$, there exists a constant $C(\zeta)$ such that $\left\|\boldsymbol{\delta}^{(k)}\right\| \leq C(\zeta)\left\|\boldsymbol{\delta}^{(0)}\right\|(\rho(\mathcal{T})+\zeta)^{k}$ with sufficiently small $\left\|\boldsymbol{\delta}^{(0)}\right\|$. While this result characterizes the asymptotic linear convergence of (2.2), it does not specify the exact conditions on how small $\left\|\boldsymbol{\delta}^{(0)}\right\|$ is as well as how large the factor $C(\zeta)$ is.

This chapter develops a more elaborate approach to analyze the convergence of (2.2) that offers, in addition to the asymptotic linear rate $\rho(\mathcal{T})$, both the region of convergence (i.e., a set $\mathcal{S}$ such that for any $\boldsymbol{\delta}^{(0)} \in \mathcal{S}$ we have $\lim _{k \rightarrow \infty}\left\|\boldsymbol{\delta}^{(k)}\right\|=0$ ) and a tight closed-form bound on $H(\epsilon)$ defined as the smallest integer guaranteeing $\left\|\boldsymbol{\delta}^{(k)}\right\| \leq \epsilon\left\|\boldsymbol{\delta}^{(0)}\right\|$ for $0<\epsilon<1$ and all $k \geq H(\epsilon)$. We begin with the scalar version of (2.2) in which the residual term $q(\delta)$ is replaced with an exact quadratic function of $\delta$ and then extend the result to the original vector case. In the first step, we study the convergence of the sequence $\left\{a_{k}\right\}_{k=0}^{\infty} \subset \mathbb{R}$, generated by the following quadratic first-order difference equation

$$
\begin{equation*}
a_{k+1}=\rho a_{k}+q a_{k}^{2} \tag{2.3}
\end{equation*}
$$

where $a_{0}>0,0<\rho<1$, and $q \geq 0$ are real scalars. In the second step, we consider the sequence $\left\{a_{k}\right\}_{k=0}^{\infty}$ obtained by $(2.3)$ with $\rho=\rho(\mathcal{T})$ and $q=\sup _{\boldsymbol{\delta} \in \mathbb{R}^{n}} \frac{\|\boldsymbol{q}(\boldsymbol{\delta})\|}{\|\boldsymbol{\delta}\|^{2}}$ as an upper bound for the sequence $\left\{\left\|\boldsymbol{\delta}^{(k)}\right\|\right\}_{k=0}^{\infty}$. In this chapter, we focus on the former
step while the latter step is obtained using a more straightforward derivation.
In analyzing the convergence of $\left\{a_{k}\right\}_{k=0}^{\infty}$, we focus on tightly characterizing $K(\epsilon)$ (for $0<\epsilon<1$ ), which is defined as the smallest integer such that $a_{k} \leq \epsilon a_{0}$ for all $k \geq K(\epsilon)$. The value of $K(\epsilon)$ serves as an upper bound on $H(\epsilon)$. When $q=0,(2.3)$ becomes a linear first-order difference equation and $\left\{a_{k}\right\}_{k=0}^{\infty}$ converges uniformly to 0 at a linear rate $\rho$. In particular, $a_{k+1}=\rho a_{k}$ implies $a_{k}=a_{0} \rho^{k}$ for any non-negative integer $k$. Then, for $q=0$, an exact expression of $K(\epsilon)$ can be obtained in closed-form as

$$
\begin{equation*}
K(\epsilon)=\left\lceil\frac{\log (1 / \epsilon)}{\log (1 / \rho)}\right\rceil \tag{2.4}
\end{equation*}
$$

When $q>0$, the sequence $\left\{a_{k}\right\}_{k=0}^{\infty}$ either converges, diverges or remains constant depending on the initial value $a_{0}$ :

1. If $a_{0}>(1-\rho) / q$, then $\left\{a_{k}\right\}_{k=0}^{\infty}$ diverges.
2. If $a_{0}=(1-\rho) / q$, then $a_{k}=(1-\rho) / q$ for all $k \in \mathbb{N}$.
3. If $a_{0}<(1-\rho) / q$, then $\left\{a_{k}\right\}_{k=0}^{\infty}$ converges to 0 monotonically.

We are interested in the convergence of the sequence $\left\{a_{k}\right\}_{k=0}^{\infty}$ for $a_{0}<(1-\rho) / q$. In the asymptotic regime ( $a_{k}$ small), the convergence is almost linear since the first-order term $\rho a_{k}$ dominates the second-order term $q a_{k}^{2}$. In the early stage ( $a_{k}$ large), on the other hand, the convergence is non-linear due to the strong effect of $q a_{k}^{2}$. In addition, when $\rho \rightarrow 0$, one would expect $\left\{a_{k}\right\}_{k=0}^{\infty}$ enjoys a fast quadratic convergence as $q a_{k}^{2}$ dominates $\rho a_{k}$. On the other end of the spectrum, when $\rho \rightarrow$


Figure 2.1: (Left) Contour plot of the bound on asymptotic gap between $\bar{K}_{2}(\epsilon)$ and $K(\epsilon)$, given in (2.8). (Right) Log-scale plot of $K(\epsilon)$ and its bounds as functions of $1 / \epsilon$, with $\rho=0.9$ and $\tau=0.89$. Three zoomed plots are added to the original plot for better visualization.

1, we observe that the convergence is even slower than linear, making it more challenging to estimate $K(\epsilon)$.

### 2.2 Asymptotic Convergence in the Scalar Case

In this section, we provide a tight upper bound on $K(\epsilon)$ in terms of $a_{0}, \rho, q$, and $\epsilon$. Our bound suggests the sequence $\left\{a_{k}\right\}_{k=0}^{\infty}$ converges to 0 at an asymptotically linear rate $\rho$ with an overhead cost that depends on only two quantities: $\rho$ and $a_{0} q /(1-\rho)$. Our main result is stated as follows.

Theorem 2.1. Consider the sequence $\left\{a_{k}\right\}_{k=0}^{\infty}$ defined in (2.3) with $a_{0}>0,0<$ $\rho<1$, and $q>0$. Assume that $a_{0}<(1-\rho) / q$ and denote $\tau=a_{0} q /(1-\rho)$ (where $0<\tau<1)$. Then, for any $0<\epsilon<1$, the smallest integer, denoted by $K(\epsilon)$, such
that $a_{k} \leq \epsilon a_{0}$ for all $k \geq K(\epsilon)$, can be bounded as follows

$$
\begin{equation*}
K(\epsilon) \leq \frac{\log (1 / \epsilon)}{\log (1 / \rho)}+c(\rho, \tau) \triangleq \bar{K}_{2}(\epsilon) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
c(\rho, \tau)=\frac{1}{\rho \log (1 / \rho)} \Delta E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}, \log \frac{1}{\rho}\right)+b(\rho, \tau), \tag{2.6}
\end{equation*}
$$

$\Delta E_{1}(x, y)=E_{1}(x)-E_{1}(y), E_{1}(x)=\int_{x}^{\infty} \frac{e^{-t}}{t} d t$ is the exponential integral [2], and

$$
\begin{equation*}
b(\rho, \tau)=\frac{1}{2 \rho} \log \left(\frac{\log (1 / \rho)}{\log (1 /(\rho+\tau(1-\rho)))}\right)+1 \tag{2.7}
\end{equation*}
$$

Moreover, the gap $\bar{K}_{2}(\epsilon)-K(\epsilon)$ is upper-bounded asymptotically as follows ${ }^{3}$

$$
\begin{gather*}
\lim _{\epsilon \rightarrow 0}\left(\bar{K}_{2}(\epsilon)-K(\epsilon)\right) \leq \frac{\Delta E_{1}\left(2 \log \frac{1}{\rho+\tau(1-\rho)}, 2 \log \frac{1}{\rho}\right)-\rho \Delta E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}, \log \frac{1}{\rho}\right)}{2 \rho^{2} \log (1 / \rho)} \\
+b(\rho, \tau) . \tag{2.8}
\end{gather*}
$$

The proof of Theorem 2.1 is given in Appendix 2.5. The upper bound $\bar{K}_{2}(\epsilon)$, given in (2.5), is the sum of two terms: (i) the first term is similar to (2.4), representing the asymptotic linear convergence of $\left\{a_{k}\right\}_{k=0}^{\infty}$; (ii) the second term, $c(\rho, \tau)$, is independent of $\epsilon$, representing the overhead in the number of iterations caused by the non-linear term $q a_{k}^{2}$. This overhead term is understood as the additional number of iterations beyond the number of iterations for the linear model. As one would

[^3]expect, when $a_{0} \rightarrow(1-\rho) / q$, we have $\tau \rightarrow 1$ and $c(\rho, \tau)$ approaches infinity. On the other hand, when $\tau \rightarrow 0$, the gap from the number of iterations required by the linear model $c(\rho, \tau)$ approaches 1 . The right hand side (RHS) of (2.8) is an upper bound on the asymptotic gap between our proposed upper bound on $K(\epsilon)$ and the actual value of $K(\epsilon)$ and hence represents the tightness of our bound. The value of the bound as a function of $\rho$ and $\tau$ is shown in Fig. 2.1 (left). It is notable that the asymptotic gap is guaranteed to be no more than 10 iterations for a large portion of the $(\rho, \tau)$-space. It is particularly small in the lower right part of the figure. For example, for $\rho \geq 0.9$ and $\tau \leq 0.9$, the gap is no more than 4 iterations. Figure 2.1 (right) demonstrates different bounds on $K(\epsilon)$ (blue dotted line) including $\bar{K}_{2}(\epsilon)$ (green solid line). We refer the readers to Appendix 2.5 for the details of other bounds in the figure. We observe that the upper bound $\bar{K}_{2}(\epsilon)$ approaches $K(\epsilon)$ as $\epsilon \rightarrow 0$, with the asymptotic gap of less than 2 iterations. On the other hand, $\bar{K}_{2}(\epsilon)$ reaches $c(\rho, \tau) \approx 25$ as $\epsilon \rightarrow 1$, suggesting that the proposed bound $\bar{K}_{2}(\epsilon)$ requires no more than 25 iterations beyond the number of iterations required by the linear model to achieve $a_{k} \leq \epsilon a_{0}$.

### 2.3 Extension to the Vector Case

We now consider an extension of Theorem 2.1 to the convergence analysis in the vector case given by (2.2). More elaborate applications of the proposed analysis in convergence analysis of iterative optimization methods can be found in [213-215, 218].

Theorem 2.2. Consider the difference equation

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\boldsymbol{T} \boldsymbol{\delta}^{(k)}+\boldsymbol{q}\left(\boldsymbol{\delta}^{(k)}\right), \tag{2.9}
\end{equation*}
$$

where $\boldsymbol{T} \in \mathbb{R}^{n \times n}$ admits an eigendecomposition $\boldsymbol{T}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{-1}, \boldsymbol{Q} \in \mathbb{R}^{n \times n}$ is an invertible matrix with the condition number $\kappa(\boldsymbol{Q})=\|\boldsymbol{Q}\|_{2}\left\|\boldsymbol{Q}^{-1}\right\|_{2}$, and $\boldsymbol{\Lambda}$ is an $n \times n$ diagonal matrix whose entries are strictly less than 1 in magnitude. In addition, assume that there exists a finite constant $q>0$ satisfying $\|\boldsymbol{q}(\boldsymbol{\delta})\| \leq q\|\boldsymbol{\delta}\|^{2}$ for any $\boldsymbol{\delta} \in \mathbb{R}^{n}$. Then, for any $0<\epsilon<1$, we have $\left\|\boldsymbol{\delta}^{(k)}\right\| \leq \epsilon\left\|\boldsymbol{\delta}^{(0)}\right\|$ provided that

$$
\begin{equation*}
\left\|\boldsymbol{\delta}^{(0)}\right\|<\frac{1-\rho(\boldsymbol{T})}{q \kappa(\boldsymbol{Q})^{2}} \text { and } k \geq \frac{\log (1 / \epsilon)+\log (\kappa(\boldsymbol{Q}))}{\log (1 / \rho(\boldsymbol{T}))}+c\left(\rho(\boldsymbol{T}), \frac{q \kappa(\boldsymbol{Q})\|\boldsymbol{Q}\|_{2}\left\|\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(0)}\right\|}{1-\rho(\boldsymbol{T})}\right) \tag{2.10}
\end{equation*}
$$

where $c(\rho, \tau)$ is given in (2.6). Moreover, if $\boldsymbol{T}$ is symmetric, then (2.10) becomes

$$
\begin{equation*}
\left\|\boldsymbol{\delta}^{(0)}\right\|<\frac{1-\rho(\boldsymbol{T})}{q} \text { and } k \geq \frac{\log (1 / \epsilon)}{\log (1 / \rho(\boldsymbol{T}))}+c\left(\rho(\boldsymbol{T}), \frac{q\left\|\boldsymbol{\delta}^{(0)}\right\|}{1-\rho(\boldsymbol{T})}\right) . \tag{2.11}
\end{equation*}
$$

Note that the RHS of the inequalities involving $k$ in both (2.10) and (2.11) serve as upper bounds to $H(\epsilon)$ defined in the introduction. Moreover, the sets of all $\boldsymbol{\delta}^{(0)}$ that satisfy the inequality involving $\boldsymbol{\delta}^{(0)}$ in both (2.10) and (2.11) offer valid regions of convergence. Similar to the scalar case, we observe in the number of required iterations one term corresponding to the asymptotic linear convergence and another term corresponding to the non-linear convergence at the early stage. When $\boldsymbol{T}$ is asymmetric, there is an additional cost of diagonalizing $\boldsymbol{T}$, associated
with $\kappa(\boldsymbol{Q})$ in (2.10). The proof of Theorem 2.2 is given in Appendix 2.6.

### 2.4 Conclusion

With a focus on fixed-point iterations, we analyzed the convergence of the sequence generated by a quadratic first-order difference equation. We presented a bound on the minimum number of iterations required for the distance between the iterate and the limit point to reach an arbitrarily small fraction of the initial distance. Our bound includes two terms: one corresponds to the number of iterations required for the linearized difference equation and the other corresponds to the overhead associated with the residual term. The bound for the vector case is derived based on a tight bound obtained for the scalar quadratic difference equation. A characterization of the tightness of the bound for the scalar quadratic difference equation was introduced.

### 2.5 Proof of Theorem 2.1

First, we establish a sandwich inequality on $K(\epsilon)$ in the following lemma:

Lemma 2.1. For any $0<\epsilon<1$, let $K(\epsilon)$ be the smallest integer such that for all $k \geq K(\epsilon)$, we have $a_{k} \leq \epsilon a_{0}$. Then,

$$
\begin{equation*}
\underline{K}(\epsilon) \triangleq F(\log (1 / \epsilon)) \leq K(\epsilon) \leq F(\log (1 / \epsilon))+b(\rho, \tau) \triangleq \bar{K}(\epsilon), \tag{2.12}
\end{equation*}
$$

where $b(\rho, \tau)$ is defined in (2.7) and

$$
\begin{equation*}
F(x)=\int_{0}^{x} f(t) d t \quad \text { with } \quad f(x)=\frac{1}{-\log \left(\rho+\tau(1-\rho) e^{-x}\right)} \tag{2.13}
\end{equation*}
$$

The lemma provides an upper bound on $K(\epsilon)$. Moreover, it is a tight bound in the sense that the gap between lower bound $\underline{K}(\epsilon)$ and the upper bound $\bar{K}(\epsilon)$ is independent of $\epsilon$. In other words, the ratio $K(\epsilon) / \bar{K}(\epsilon)$ approaches 1 as $\epsilon \rightarrow 0$. Next, we proceed to obtain a tight closed-form upper bound on $\bar{K}(\epsilon)$ by upperbounding $F(\log (1 / \epsilon))$.

Lemma 2.2. Consider the function $F(\cdot)$ given in (2.13). For $0<\epsilon<1$, we have

$$
\begin{align*}
F(\log (1 / \epsilon)) & \leq \frac{\log (1 / \epsilon)}{\log (1 / \rho)}+\frac{\Delta E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}, \log \frac{1}{\rho+\epsilon \tau(1-\rho)}\right)}{\rho \log (1 / \rho)} \triangleq \bar{F}_{1}(\log (1 / \epsilon))  \tag{2.14}\\
& \leq \frac{\log (1 / \epsilon)}{\log (1 / \rho)}+\frac{\Delta E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}, \log \frac{1}{\rho}\right)}{\rho \log (1 / \rho)} \triangleq \bar{F}_{2}(\log (1 / \epsilon)) \tag{2.15}
\end{align*}
$$

and

$$
\begin{equation*}
F(\log (1 / \epsilon)) \geq \bar{F}_{1}(\log (1 / \epsilon))-A(\epsilon) \triangleq \underline{F}_{1}(\log (1 / \epsilon)) \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
A(\epsilon) \triangleq \frac{\Delta E_{1}\left(2 \log \frac{1}{\rho+\tau(1-\rho)}, 2 \log \frac{1}{\rho+\tau(1-\rho) \epsilon}\right)-\rho \Delta E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}, \log \frac{1}{\rho+\tau(1-\rho) \epsilon}\right)}{2 \rho^{2} \log (1 / \rho)} . \tag{2.17}
\end{equation*}
$$

Lemma 2.2 offers two upper bounds on $F(\log (1 / \epsilon))$ and one lower bound. The first bound $\bar{F}_{1}(\log (1 / \epsilon))$ approximates well the behavior of $F(\log (1 / \epsilon))$ for both small and large values of $\log (1 / \epsilon)$. The second bound $\bar{F}_{2}(\log (1 / \epsilon))$ provides a linear bound on $F(\log (1 / \epsilon))$ in terms of $\log (1 / \epsilon)$. Moreover, the gap between $F(\log (1 / \epsilon))$ and $\underline{F}_{1}(\log (1 / \epsilon))$, given by $A(\epsilon)$, can be upper bound by $A(0)$ since $A(\cdot)$ is monotonically decreasing for $\epsilon \in[0,1)$. While $F(\cdot)$ asymptotically increases like $\log (1 / \epsilon) / \log (1 / \rho)$, the gap approaches a constant independent of $\epsilon$. Replacing $F(\log (1 / \epsilon))$ on the RHS of (2.12) by either of the upper bounds in Lemma 2.2, we obtain two corresponding bounds on $K(\epsilon)$ :

$$
\begin{equation*}
\bar{K}_{1}(\epsilon) \triangleq \bar{F}_{1}(\log (1 / \epsilon))+b(\rho, \tau) \leq \bar{F}_{2}(\log (1 / \epsilon))+b(\rho, \tau) \triangleq \bar{K}_{2}(\epsilon) \tag{2.18}
\end{equation*}
$$

where we note that $\bar{K}_{2}(\epsilon)$ has the same expression as in (2.5). Moreover, the tightness of these two upper bounds can be shown as follows. First, using the first inequality in (2.12) and then the lower bound on $F(\log (1 / \epsilon))$ in (2.16), the gap
between $\bar{K}_{1}(\epsilon)$ and $K(\epsilon)$ can be bounded by

$$
\begin{align*}
\bar{K}_{1}(\epsilon)-K(\epsilon) & \leq \bar{K}_{1}(\epsilon)-F(\log (1 / \epsilon)) \\
& \leq \bar{K}_{1}(\epsilon)-\left(\bar{F}_{1}(\log (1 / \epsilon))-A(\epsilon)\right) \\
& =\left(\bar{F}_{1}((\log (1 / \epsilon))+b(\rho, \tau))-\left(\bar{F}_{1}(\log (1 / \epsilon))-A(\epsilon)\right)\right. \\
& =A(\epsilon)+b(\rho, \tau) \\
& \leq A(0)+b(\rho, \tau) \tag{2.19}
\end{align*}
$$

where the last inequality stems from the monotonicity of $A(\cdot)$ in $[0,1)$. Note that the bound in (2.19) holds uniformly independent of $\epsilon$, implying $\bar{K}_{1}(\epsilon)$ is a tight bound on $K(\epsilon)$. Second, using (2.18), the gap between $\bar{K}_{2}(\epsilon)$ and $K(\epsilon)$ can be represented as

$$
\begin{align*}
\bar{K}_{2}(\epsilon)-K(\epsilon) & =\left(\bar{K}_{2}(\epsilon)-\bar{K}_{1}(\epsilon)\right)+\left(\bar{K}_{1}(\epsilon)-K(\epsilon)\right) \\
& =\left(\bar{F}_{2}(\log (1 / \epsilon))-\bar{F}_{1}(\log (1 / \epsilon))\right)+\left(\bar{K}_{1}(\epsilon)-K(\epsilon)\right) \\
& \leq\left(\bar{F}_{2}(\log (1 / \epsilon))-\bar{F}_{1}(\log (1 / \epsilon))\right)+(A(0)+b(\rho, \tau)) \tag{2.20}
\end{align*}
$$

where the last inequality stems from (2.19). Furthermore, using the definition of $\bar{F}_{1}(\log (1 / \epsilon))$ and $\bar{F}_{2}(\log (1 / \epsilon))$ in (2.14) and (2.15), respectively, we have

$$
\lim _{\epsilon \rightarrow 0}\left(\bar{F}_{2}(\log (1 / \epsilon))-\bar{F}_{1}(\log (1 / \epsilon))\right)=0
$$

Thus, taking the limit $\epsilon \rightarrow 0$ on both sides of (2.20), we obtain

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left(\bar{K}_{2}(\epsilon)-K(\epsilon)\right) \leq A(0)+b(\rho, \tau) . \tag{2.21}
\end{equation*}
$$

We note that $\bar{K}_{2}(\epsilon)$ is a simple bound that is linear in terms of $\log (1 / \epsilon)$ and approaches the upper bound $\bar{K}_{1}(\epsilon)$ in the asymptotic regime $(\epsilon \rightarrow 0)$. Evaluating $A(0)$ from (2.17) and substituting it back into (2.21) yields (2.8), which completes our proof of Theorem 2.1. Figure 2.1 (right) depicts the aforementioned bounds on $K(\epsilon)$. It can be seen from the plot that all the four bounds match the asymptotic rate of increment in $K(\epsilon)$ (for large values of $1 / \epsilon$ ). The three bounds $\underline{K}(\epsilon)$ (red), $\bar{K}(\epsilon)$ (yellow), and $\bar{K}_{1}(\epsilon)$ (purple) closely follow $K(\epsilon)$ (blue), indicating that the integral function $F(\cdot)$ effectively estimates the minimum number of iterations required to achieve $a_{k} \leq \epsilon a_{0}$ in this setting. The upper bound $\bar{K}_{2}(\epsilon)$ (green) forms a tangent to $\bar{K}_{1}(\epsilon)$ at $1 / \epsilon \rightarrow \infty$ (i.e., $\epsilon \rightarrow 0$ ).

### 2.5.1 Proof of Lemma 2.1

Let $d_{k}=\log \left(a_{0} / a_{k}\right)$ for each $k \in \mathbb{N}$. Substituting $a_{k}=a_{0} e^{-d_{k}}$ into (2.3), we obtain the surrogate sequence $\left\{d_{k}\right\}_{k=0}^{\infty}$ :

$$
\begin{equation*}
d_{k+1}=d_{k}-\log \left(\rho+\tau(1-\rho) e^{-d_{k}}\right) \tag{2.22}
\end{equation*}
$$

where $d_{0}=0$ and $\tau=a_{0} q /(1-\rho) \in(0,1)$. Since $\left\{a_{k}\right\}_{k=0}^{\infty}$ is monotonically decreasing to 0 and $d_{k}$ is monotonically decreasing as a function of $a_{k},\left\{d_{k}\right\}_{k=0}^{\infty}$ is a
monotonically increasing sequence. Our key steps in this proof are first to tightly bound the index $K \in \mathbb{N}$ using $F\left(d_{K}\right)$

$$
\begin{equation*}
F\left(d_{K}\right) \leq K \leq F\left(d_{K}\right)+\frac{1}{2 \rho} \log \left(\frac{\log \rho}{\log (\rho+\tau(1-\rho))}\right) \tag{2.23}
\end{equation*}
$$

and then to obtain (2.12) from (2.23) using the monotonicity of the sequence $\left\{d_{k}\right\}_{k=0}^{\infty}$ and of the function $F(\cdot)$. We proceed with the details of each of the steps in the following.

Step 1: We prove (2.23) by showing the lower bound on $K$ first and then showing the upper bound on $K$. Using (2.13), we can rewrite (2.22) as $d_{k+1}=d_{k}+1 / f\left(d_{k}\right)$. Rearranging this equation yields

$$
\begin{equation*}
f\left(d_{k}\right)\left(d_{k+1}-d_{k}\right)=1 \tag{2.24}
\end{equation*}
$$

Since $f(x)$ is monotonically decreasing, we obtain the lower bound on $K$ in (2.23) by

$$
\begin{align*}
F\left(d_{K}\right) & =\int_{0}^{d_{K}} f(x) d x=\sum_{k=0}^{K-1} \int_{d_{k}}^{d_{k+1}} f(x) d x \\
& \leq \sum_{k=0}^{K-1} \int_{d_{k}}^{d_{k+1}} f\left(d_{k}\right) d x=\sum_{k=0}^{K-1} f\left(d_{k}\right)\left(d_{k+1}-d_{k}\right)=K \tag{2.25}
\end{align*}
$$

where the last equality stems from (2.24). For the upper bound on $K$ in (2.23),
we use the convexity of $f(\cdot)$ to lower-bound $F\left(d_{K}\right)$ as follows

$$
\begin{align*}
F\left(d_{K}\right) & =\sum_{k=0}^{K-1} \int_{d_{k}}^{d_{k+1}} f(x) d x \geq \sum_{k=0}^{K-1} \int_{d_{k}}^{d_{k+1}}\left(f\left(d_{k}\right)+f^{\prime}\left(d_{k}\right)\left(x-d_{k}\right)\right) d x \\
& =\sum_{k=0}^{K-1}\left(f\left(d_{k}\right)\left(d_{k+1}-d_{k}\right)+\frac{1}{2} f^{\prime}\left(d_{k}\right)\left(d_{k+1}-d_{k}\right)^{2}\right) \tag{2.26}
\end{align*}
$$

Using (2.24) and substituting $f^{\prime}(x)=-(f(x))^{2} \frac{\tau(1-\rho) e^{-x}}{\rho+\tau(1-\rho) e^{-x}}$ into the RHS of (2.26), we obtain

$$
\begin{equation*}
F\left(d_{K}\right) \geq K-\frac{1}{2} \sum_{k=0}^{K-1} \frac{\tau(1-\rho) e^{-d_{k}}}{\rho+\tau(1-\rho) e^{-d_{k}}} \tag{2.27}
\end{equation*}
$$

Note that (2.27) already offers an upper on $K$ in terms of $F\left(d_{K}\right)$. To obtain the upper bound on $K$ in (2.23) from (2.27), it suffices to show that

$$
\begin{equation*}
\sum_{k=0}^{K-1} \frac{\tau(1-\rho) e^{-d_{k}}}{\rho+\tau(1-\rho) e^{-d_{k}}} \leq \frac{1}{\rho} \log \left(\frac{\log \rho}{\log (\rho+\tau(1-\rho))}\right) . \tag{2.28}
\end{equation*}
$$

In the following, we prove (2.28) by introducing the functions

$$
\begin{equation*}
g(x)=\frac{\tau(1-\rho) e^{-x}}{\rho+\tau(1-\rho) e^{-x}} \frac{1}{-\log \left(\rho+\tau(1-\rho) e^{-x}\right)} \tag{2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
G(x)=\int_{0}^{x} g(t) d t=\log \left(\frac{\log \left(\rho+\tau(1-\rho) e^{-x}\right)}{\log (\rho+\tau(1-\rho))}\right) . \tag{2.30}
\end{equation*}
$$

Note that $g(\cdot)$ is monotonically decreasing (a product of two decreasing functions) while $G(\cdot)$ is monotonically increasing (an integral of a non-negative function) on $[0, \infty)$. We have

$$
\begin{align*}
G\left(d_{K}\right) & =\int_{0}^{d_{K}} g(x) d x=\sum_{k=0}^{K-1} \int_{d_{k}}^{d_{k+1}} g(x) d x \geq \sum_{k=0}^{K-1} \int_{d_{k}}^{d_{k+1}} g\left(d_{k+1}\right) d x \\
& =\sum_{k=0}^{K-1} g\left(d_{k+1}\right)\left(d_{k+1}-d_{k}\right)=\sum_{k=0}^{K-1} \frac{g\left(d_{k+1}\right)}{g\left(d_{k}\right)} g\left(d_{k}\right)\left(d_{k+1}-d_{k}\right) . \tag{2.31}
\end{align*}
$$

Lemma 2.3. For any $k \in \mathbb{N}$, we have $g\left(d_{k+1}\right) / g\left(d_{k}\right) \geq \rho$.

Proof. For $k \in \mathbb{N}$, let $t_{k}=\rho+\tau(1-\rho) e^{-d_{k}} \in(\rho, 1)$. From (2.22), we have $t_{k}=$ $e^{-\left(d_{k+1}-d_{k}\right)}$ and $t_{k+1}=\rho+\tau(1-\rho) e^{-d_{k+1}}=\rho+\tau(1-\rho) e^{-d_{k}} e^{-\left(d_{k+1}-d_{k}\right)}=\rho+\left(t_{k}-\rho\right) t_{k}$. Substituting $d_{k}$ for $x$ in $g(x)$ from (2.29) and replacing $\rho+\tau(1-\rho) e^{-d_{k}}$ with $t_{k}$ yield $g\left(d_{k}\right)=\frac{\tau(1-\rho) e^{-d_{k}}}{t_{k}} \frac{1}{-\log \left(t_{k}\right)}$. Repeating the same process to obtain $g\left(d_{k+1}\right)$ and taking the ratio between $g\left(d_{k+1}\right)$ and $g\left(d_{k}\right)$, we obtain

$$
\begin{equation*}
\frac{g\left(d_{k+1}\right)}{g\left(d_{k}\right)}=e^{-\left(d_{k+1}-d_{k}\right)} \frac{t_{k}}{t_{k+1}} \frac{\log \left(t_{k}\right)}{\log \left(t_{k+1}\right)} . \tag{2.32}
\end{equation*}
$$

Substituting $e^{-\left(d_{k+1}-d_{k}\right)}=t_{k}$ and $t_{k+1}=\rho+\left(t_{k}-\rho\right) t_{k}$ into (2.32) yields

$$
\begin{equation*}
\frac{g\left(d_{k+1}\right)}{g\left(d_{k}\right)}=\frac{t_{k}^{2} \log \left(t_{k}\right)}{\left(\rho+\left(t_{k}-\rho\right) t_{k}\right) \log \left(\rho+\left(t_{k}-\rho\right) t_{k}\right)} \tag{2.33}
\end{equation*}
$$

We now continue to bound the ratio $g\left(d_{k+1}\right) / g\left(d_{k}\right)$ by bounding the RHS. Since $t_{k}-\rho \geq 0$ and $t_{k}<1$, we have $t_{k}-\rho>\left(t_{k}-\rho\right) t_{k}$ and hence $t_{k} /\left(\rho+\left(t_{k}-\rho\right) t_{k}\right)>1$. Thus, in order to prove $\frac{g\left(d_{k+1}\right)}{g\left(d_{k}\right)} \geq \rho$ from the fact that the RHS of (2.33) is greater
or equal to $\rho$, it remains to show that

$$
\begin{equation*}
\frac{t_{k} \log \left(t_{k}\right)}{\log \left(\rho+\left(t_{k}-\rho\right) t_{k}\right)} \geq \rho \tag{2.34}
\end{equation*}
$$

By the concavity of $\log (\cdot)$, it holds that $\log \left(\frac{\rho}{t_{k}} 1+\frac{t_{k}-\rho}{t_{k}} t\right) \geq \frac{\rho}{t_{k}} \log (1)+\frac{t_{k}-\rho}{t_{k}} \log \left(t_{k}\right)=$ $\left(1-\frac{\rho}{t_{k}}\right) \log \left(t_{k}\right)$. Adding $\log \left(t_{k}\right)$ to both sides of the last inequality yields $\log (\rho+$ $\left.\left(t_{k}-\rho\right) t_{k}\right) \geq\left(2-\frac{\rho}{t_{k}}\right) \log \left(t_{k}\right)$. Now using the fact that $\left(\sqrt{\rho / t_{k}}-\sqrt{t_{k} / \rho}\right)^{2} \geq 0$, we have $2-\rho / t_{k} \leq t_{k} / \rho$. By this inequality and the negativity of $\log \left(t_{k}\right)$, we have $\log \left(\rho+\left(t_{k}-\rho\right) t_{k}\right) \geq \frac{t_{k}}{\rho} \log \left(t_{k}\right)$. Multiplying both sides by the negative ratio $\rho / \log \left(\rho+\left(t_{k}-\rho\right) t_{k}\right)$ and adjusting the direction of the inequality yields the inequality in (2.34), which completes our proof of the lemma.

Back to our proof of Theorem 2.1, applying Lemma 2.3 to (2.31) and substituting $d_{k+1}-d_{k}=-\log \left(\rho+\tau(1-\rho) e^{-d_{k}}\right)$ from (2.22) and $g\left(d_{k}\right)$ from (2.29), we have

$$
\begin{equation*}
G\left(d_{K}\right) \geq \sum_{k=0}^{K-1} \rho g\left(d_{k}\right)\left(d_{k+1}-d_{k}\right)=\rho \sum_{k=0}^{K-1} \frac{\tau(1-\rho) e^{-d_{k}}}{\rho+\tau(1-\rho) e^{-d_{k}}} . \tag{2.35}
\end{equation*}
$$

Using the monotonicity of $G(\cdot)$, we upper-bound $G\left(d_{K}\right)$ by

$$
\begin{equation*}
G\left(d_{K}\right) \leq G(\infty)=\log \left(\frac{\log \rho}{\log (\rho+\tau(1-\rho))}\right) \tag{2.36}
\end{equation*}
$$

Thus, the RHS of (2.35) is upper bounded by the RHS of (2.36). Dividing the result by $\rho$, we obtain (2.28). This completes our proof of the upper bound on $K$ in (2.23) and thereby the first step of the proof.

Step 2: We proved both the lower bound and the upper bound on $K$ in (2.23).
Next, we proceed to show (2.12) using (2.23). By the definition of $K(\epsilon), a_{K(\epsilon)} \leq$ $\epsilon a_{0}<a_{K(\epsilon)-1}$. Since $d_{k}=\log \left(a_{0} / a_{k}\right)$, for $k \in \mathbb{N}$, we have $d_{K(\epsilon)-1} \leq \log (1 / \epsilon) \leq$ $d_{K(\epsilon)}$. On the one hand, using the monotonicity of $F(\cdot)$ and substituting $K=K(\epsilon)$ into the lower bound on $K$ in (2.23) yields

$$
\begin{equation*}
F(\log (1 / \epsilon)) \leq F\left(d_{K(\epsilon)}\right) \leq K(\epsilon) \tag{2.37}
\end{equation*}
$$

On the other hand, substituting $K=K(\epsilon)-1$ into the upper bound on $K$ in (2.23), we obtain

$$
\begin{equation*}
K(\epsilon)-1 \leq F\left(d_{K(\epsilon)-1}\right)+\frac{1}{2 \rho} \log \left(\frac{\log \rho}{\log (\rho+\tau(1-\rho))}\right) . \tag{2.38}
\end{equation*}
$$

Since $F(\cdot)$ is monotonically increasing and $d_{K(\epsilon)-1} \leq \log (1 / \epsilon)$, we have $F\left(d_{K(\epsilon)-1}\right) \leq$ $F(\log (1 / \epsilon))$. Therefore, upper-bounding $F\left(d_{K(\epsilon)-1}\right)$ on the RHS of (2.38) by $F(\log (1 / \epsilon))$ yields

$$
\begin{equation*}
K(\epsilon) \leq F(\log (1 / \epsilon))+\frac{1}{2 \rho} \log \left(\frac{\log \rho}{\log (\rho+\tau(1-\rho))}\right)+1 \tag{2.39}
\end{equation*}
$$

The inequality (2.12) follows on combining (2.37) and (2.39).

### 2.5.2 Proof of Lemma 2.2

Let $\nu=\tau(1-\rho) / \rho$. We represent $f(x)$ in the interval $(0, \log (1 / \epsilon))$ as

$$
\begin{aligned}
f(x) & =\frac{1}{-\log \left(\rho+\tau(1-\rho) e^{-x}\right)} \\
& =\frac{1}{\log (1 / \rho)}+\frac{1}{\log (1 / \rho)} \frac{\log \left(1+\nu e^{-x}\right)}{\log (1 / \rho)-\log \left(1+\nu e^{-x}\right)} .
\end{aligned}
$$

Then, taking the integral from 0 to $\log (1 / \epsilon)$ yields

$$
\begin{equation*}
F(\log (1 / \epsilon))=\frac{1}{\log (1 / \rho)}\left(\log (1 / \epsilon)+\int_{0}^{\log (1 / \epsilon)} \frac{\log \left(1+\nu e^{-t}\right)}{\log (1 / \rho)-\log \left(1+\nu e^{-t}\right)} d t\right) \tag{2.40}
\end{equation*}
$$

Using $\alpha(1-\alpha / 2)=\alpha-\alpha^{2} / 2 \leq \log (1+\alpha) \leq \alpha$, for $\alpha=\nu e^{-t} \geq 0$, on the numerator within the integral in (2.40) and changing the integration variable $t$ to $z=\log (1 / \rho)-\log \left(1+\nu e^{-t}\right)$, we obtain both an upper bound and a lower bound on the integral on the RHS of (2.40)

$$
\begin{align*}
\frac{1}{\rho} \int_{\underline{z}}^{\bar{z}} \frac{e^{-z}-\frac{1}{2 \rho} e^{-z}\left(e^{-z}-\rho\right)}{z} d z & \leq \int_{0}^{\log (1 / \epsilon)} \frac{\log \left(1+\nu e^{-t}\right)}{\log (1 / \rho)-\log \left(1+\nu e^{-t}\right)} d t \\
& \leq \frac{1}{\rho} \int_{\underline{z}}^{\bar{z}} \frac{e^{-z}}{z} d z \tag{2.41}
\end{align*}
$$

where $\underline{z}=-\log (\rho+\tau(1-\rho))$ and $\bar{z}=-\log (\rho+\epsilon \tau(1-\rho))$. Replacing the integral in (2.40) by the upper bound and lower bound from (2.41), using the definition of the exponential integral, and simplifying, we obtain the upper-bound on $F(\log (1 / \epsilon))$ given by $\bar{F}_{1}(\log (1 / \epsilon))$ in (2.14) and similarly the lower bound on $F(\log (1 / \epsilon))$
given by $\underline{F}_{1}(\log (1 / \epsilon))$ in $(2.16)$. Finally, we prove the second upper bound in (2.15) as follows. Since $E_{1}(\cdot)$ is monotonically decreasing and $\frac{1}{\rho+\epsilon \tau(1-\rho)} \leq \frac{1}{\rho}$, we have $E_{1}\left(\log \frac{1}{\rho+\epsilon \tau(1-\rho)}\right) \geq E_{1}\left(\log \frac{1}{\rho}\right)$, which implies $\Delta E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}, \log \frac{1}{\rho+\epsilon \tau(1-\rho)}\right) \leq$ $\Delta E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}, \log \frac{1}{\rho}\right)$. Combining this with the definition of $\bar{F}_{1}(\log (1 / \epsilon))$ and $\bar{F}_{2}(\log (1 / \epsilon))$ in $(2.14)$ and $(2.15)$, respectively, we conclude that $\bar{F}_{1}(\log (1 / \epsilon)) \leq$ $\bar{F}_{2}(\log (1 / \epsilon))$, thereby completes the proof of the lemma.

### 2.6 Proof of Theorem 2.2

Let $\tilde{\boldsymbol{\delta}}^{(k)}=\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k)}$ be the transformed error vector. Substituting $\mathcal{T}\left(\boldsymbol{\delta}^{(k)}\right)=$ $\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{-1}\left(\boldsymbol{\delta}^{(k)}\right)$ into (2.2) and then left-multiplying both sides by $\boldsymbol{Q}^{-1}$, we obtain

$$
\begin{equation*}
\tilde{\boldsymbol{\delta}}^{(k+1)}=\boldsymbol{\Lambda} \tilde{\boldsymbol{\delta}}^{(k)}+\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right), \tag{2.42}
\end{equation*}
$$

where $\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)=\boldsymbol{Q}^{-1} \boldsymbol{q}\left(\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right)$ satisfies $\left\|\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \leq q\left\|\boldsymbol{Q}^{-1}\right\|_{2}\|\boldsymbol{Q}\|_{2}^{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2}$. Taking the norm of both sides of (2.42) and using the triangle inequality yield

$$
\begin{aligned}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| & \leq\left\|\boldsymbol{\Lambda} \tilde{\boldsymbol{\delta}}^{(k)}\right\|+\left\|\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \\
& \leq\|\boldsymbol{\Lambda}\|_{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+q\left\|\boldsymbol{Q}^{-1}\right\|_{2}\|\boldsymbol{Q}\|_{2}^{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2}
\end{aligned}
$$

Since $\|\boldsymbol{\Lambda}\|_{2}=\rho(\mathcal{T})$, the last inequality can be rewritten compactly as

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| \leq \rho\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+\tilde{q}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2}, \tag{2.43}
\end{equation*}
$$

where $\rho=\rho(\mathcal{T})$ and $\tilde{q}=q\left\|\boldsymbol{Q}^{-1}\right\|_{2}\|\boldsymbol{Q}\|_{2}^{2}$.
To analyze the convergence of $\left\{\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|\right\}_{k=0}^{\infty}$, let us consider a surrogate sequence $\left\{a_{k}\right\}_{k=0}^{\infty} \subset \mathbb{R}$ defined by $a_{k+1}=\rho a_{k}+\tilde{q} a_{k}^{2}$ with $a_{0}=\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$. We show that $\left\{a_{k}\right\}_{k=0}^{\infty}$ upper-bounds $\left\{\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|\right\}_{k=0}^{\infty}$, i.e.,

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq a_{k} \quad \forall k \in \mathbb{N} \tag{2.44}
\end{equation*}
$$

The base case when $k=0$ holds trivially as $a_{0}=\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$. In the induction step, given $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq a_{k}$ for some integer $k \geq 0$, we have

$$
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| \leq \rho\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+\tilde{q}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \leq \rho a_{k}+\tilde{q} a_{k}^{2}=a_{k+1}
$$

By the principle of induction, (2.44) holds for all $k \in \mathbb{N}$. Assume for now that $a_{0}=\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|<(1-\rho) / \tilde{q}$, then applying Theorem 2.1 yields $a_{k} \leq \tilde{\epsilon} a_{0}$ for any $\tilde{\epsilon}>0$ and integer $k \geq \log (1 / \tilde{\epsilon}) / \log (1 / \rho)+c(\rho, \tau)$. Using (2.44) and setting $\tilde{\epsilon}=\epsilon / \kappa(\boldsymbol{Q})$, we further have $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq a_{k} \leq \tilde{\epsilon} a_{0}=\epsilon\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| / \kappa(\boldsymbol{Q})$ for all

$$
\begin{equation*}
k \geq \frac{\log (1 / \epsilon)+\log (\kappa(\boldsymbol{Q}))}{\log (1 / \rho)}+c\left(\rho, \frac{\tilde{q}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|}{1-\rho}\right) \tag{2.45}
\end{equation*}
$$

Now, it remains to prove (i) the accuracy on the transformed error vector $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq$ $\tilde{\epsilon}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$ is sufficient for the accuracy on the original error vector $\left\|\boldsymbol{\delta}^{(k)}\right\| \leq \epsilon\left\|\boldsymbol{\delta}^{(0)}\right\|$; and (ii) the initial condition $\left\|\boldsymbol{\delta}^{(0)}\right\|<(1-\rho) /\left(q \kappa(\boldsymbol{Q})^{2}\right)$ is sufficient for $\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|<$
$(1-\rho) / \tilde{q}$. In order to prove $(i)$, using $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq \epsilon\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| / \kappa(\boldsymbol{Q})$, we have

$$
\begin{aligned}
\left\|\boldsymbol{\delta}^{(k)}\right\|=\left\|\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right\| & \leq\|\boldsymbol{Q}\|_{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \\
& \leq\|\boldsymbol{Q}\|_{2} \frac{\epsilon}{\|\boldsymbol{Q}\|_{2}\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|=\frac{\epsilon}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| \leq \epsilon\left\|\boldsymbol{\delta}^{(0)}\right\|
\end{aligned}
$$

where the last inequality stems from $\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|=\left\|\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(0)}\right\| \leq\left\|\boldsymbol{Q}^{-1}\right\|_{2}\left\|\boldsymbol{\delta}^{(0)}\right\|$. To prove (ii), we use similar derivation as follows

$$
\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| \leq\left\|\boldsymbol{Q}^{-1}\right\|_{2}\left\|\boldsymbol{\delta}^{(0)}\right\|<\left\|\boldsymbol{Q}^{-1}\right\|_{2} \frac{1-\rho}{q \kappa(\boldsymbol{Q})^{2}}=\frac{1-\rho}{\tilde{q}}
$$

Finally, the case that $\boldsymbol{T}$ is symmetric can be proven by the fact that $\boldsymbol{Q}$ is orthogonal, i.e., $\boldsymbol{Q}^{-1}=\boldsymbol{Q}^{T}$ and $\kappa(\boldsymbol{Q})=1$. Substituting this back into (2.10) and using the orthogonal invariance property of norm, we obtain the simplified version in (2.11). This completes our proof of Theorem 2.2.

## Chapter 3: On Local Linear Convergence of Projected Gradient Descent for Constrained Least Squares ${ }^{1}$

Many recent problems in signal processing and machine learning such as compressed sensing, image restoration, matrix/tensor recovery, and non-negative matrix factorization can be cast as constrained optimization. Projected gradient descent is a simple yet efficient method for solving such constrained optimization problems. Local convergence analysis furthers our understanding of its asymptotic behavior near the solution, offering sharper bounds on the convergence rate compared to global convergence analysis. However, local guarantees often appear scattered in problem-specific areas of machine learning and signal processing. This chapter presents a unified framework for the local convergence analysis of projected gradient descent in the context of constrained least squares. The proposed analysis offers insights into pivotal local convergence properties such as the conditions for linear convergence, the region of convergence, the exact asymptotic rate of convergence, and the bound on the number of iterations needed to reach a certain level of accuracy. To demonstrate the applicability of the proposed approach, we present a recipe for the convergence analysis of projected gradient descent and demonstrate

[^4]it via a beginning-to-end application of the recipe on four fundamental problems, namely, linear equality-constrained least squares, sparse recovery, least squares with the unit norm constraint, and matrix completion.

### 3.1 Introduction

Constrained least squares can be formulated as the following optimization problem:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} \quad \text { s.t. } \boldsymbol{x} \in \mathcal{C} \tag{3.1}
\end{equation*}
$$

where $\mathcal{C} \in \mathbb{R}^{n}$ is a non-empty closed set, $\boldsymbol{A} \in \mathbb{R}^{m \times n}$, and $\boldsymbol{b} \in \mathbb{R}^{m}$ is the observation from which we wish to recover the solution $\boldsymbol{x}^{*}$ efficiently. With the surge in the amount of data over the past decades, modern learning problems have become increasingly complex and optimization in the presence of constraints is frequently used to capture accurately their inherent structure. Examples in the area of machine learning and signal processing include, but are not limited to, compressed sensing [20, 21, 66], image restoration [72, 100, 150], seismic inversion [41, 149, 169], and phase-only beamforming $[206,236]$. Since the set of real $n_{1} \times n_{2}$ matrices is isomorphic to $\mathbb{R}^{n_{1} n_{2}}$, application of (3.1) is also found in problems such as low-rank matrix recovery $[43,104,116]$ and non-negative matrix factorization $[83,133,154]$.

Projected gradient descent (PGD) is one of the most popular methods for solving constrained optimization, thanks to its simplicity and efficiency. In theory, convergence properties of this method are natural extensions of the classical re-
sults for unconstrained optimization $[12,16,103,140]$. When the constraint set $\mathcal{C}$ is convex, PGD is also known as the projected Landweber iteration [48] and is shown to converge sublinearly to the global solution of (3.1). Moreover, when the leastsquares objective is strongly convex, the algorithm enjoys fast linear convergence. For non-convex settings, with the recent introduction of restricted (strong) convexity, global convergence has been guaranteed for certain structural constraints such as sparsity constraint [36], low-rank constraint [199], and L2-norm constraint [13]. For a more comprehensive review of convergence analysis for PGD in the literature, we refer the reader to Appendix 3.6.6.

From a different perspective, problem (3.1) can be viewed as a manifold optimization problem in which the intrinsic structure of manifolds can be exploited. Dating back to the 1970s, Luenberger [139] studied a variant of gradient projection method using the concept of geodesic descent. Under the assumption that $\mathcal{C}$ is a differentiable manifold in Euclidean space, the author provided sufficient conditions for global convergence and established a sharp bound on the asymptotic convergence rate near a strict local minimum. Later on, this result was extended to a broader class of Riemannian manifolds and has been widely known as the Riemannian steepest descent method [71,132,139, 207]. The asymptotic convergence rate of Riemannian steepest descent (with exact line search) is given by the Kantorovich ratio $(\beta-\alpha)^{2} /(\beta+\alpha)^{2}$, where $\alpha$ and $\beta$ are the smallest and largest eigenvalues of the second derivative of the Lagrangian restricted to the subspace tangent to the constraint manifold at the solution. Remarkably, such local convergence bounds are tighter than those obtained from the aforementioned global
convergence analysis in the optimization literature since the former exploits the local structure of the problem. The global convergence bounds, on the other hand, take into account the worst-case behavior of the algorithm that might occur far away from the solution of interest. In certain situations, global convergence analysis suggests sublinear convergence while local convergence analysis offers linear convergence thanks to the benign structure near the solution [164]. One key element in the asymptotic convergence analysis of Riemannian steepest descent is Kantorovich inequality [197]. However, this technique depends on the optimal choice of step size in the exact line search scheme and is not straightforwardly generalized to other variants of gradient projection. To the best of our knowledge, there has been no direct extension of the analysis for Riemannian steepest descent method to plain PGD with a fixed step size.

Our Contribution. In this chapter, we develop a unified framework for a local convergence analysis of the PGD algorithm. We leverage our earlier preliminary work, in which we developed a convergence rate only analysis for the specific problems of low-rank matrix completion [46] and minimization of a quadratic with spherical constraints [218]. For the former, we developed two acceleration approaches that leverage on the rate analysis $[213,214]$. The key approach used in these works is to represent each algorithm as a fixed point iteration and to approximate the fixed point operator as locally linear. This idea extends to other algorithms (i.e., non PGD) that can be represented using a fixed point iteration (e.g., see our work on analyzing GD for symmetric matrix completion [215]). For each problem, problem-specific properties have been utilized to facilitate the anal-
ysis. Here, our goal is to develop a unified framework for convergence rate analysis of PGD for constrained least-squares. Our framework relies on three key steps: (i) the introduction of Lipschitz-continuous differentiability to provide tight error bounds on the linear approximation of the projection operator near the solution, (ii) the establishment of an asymptotically-linear recursion on the error iterations, and (iii) the derivation of the linear rate and the region of convergence (ROC) of the error sequence by leveraging our work on the convergence of nonlinear difference equations [216]. Our approach shifts the burden of the analysis to the characterization of the projection operator (for an example of such characterization of the projection onto the rank-r manifold, see [211]-Theorem 1). In the context of PGD for the general constrained least squares, the proposed framework is the first to offer a closed-form expression of the exact asymptotic rate of local linear convergence, the ROC, and a bound on the number of iterations needed to reach a certain level of accuracy. ${ }^{2}$ To illustrate the utility of the approach, we apply our framework to four well-known problems in machine learning and signal processing, namely, linear equality-constrained least squares, sparse recovery, least squares with spherical constraint, and matrix completion. We show that the obtained asymptotic rate of convergence matches existing results in the literature. For problems in which the exact convergence rate of PGD has not been studied, we

[^5]verify the asymptotic rate obtained by our analysis against the rate of convergence obtained in numerical experiments. We believe that this framework can be used as a general recipe to develop quick yet sharp local convergence results for PGD in other applications in the field as well as to complement conservative analysis of global convergence.

Organization. The rest of this chapter is organized as follows. Section 3.2 provides a brief background of PGD for constrained least squares, including properties of the orthogonal projection, stationary points of the problem, and the PGD algorithm along with its fixed points. Next, we present our unified framework for the local convergence analysis of PGD in Section 3.3, followed by the proof of the main theorem. Then, Section 3.4 demonstrates the application of the proposed recipe to four well-known problems in machine learning and signal processing. Finally, we summarize our results and discuss some of the possible extensions in Section 3.5.

### 3.2 Preliminaries

This section presents key concepts and background results that will be used as the basic premise of our subsequent convergence analysis.

### 3.2.1 Notation

Throughout this chapter, we use the notation $\|\cdot\|$ to denote the Euclidean norm for vectors. For matrices, $\|\cdot\|_{F}$ and $\|\cdot\|_{2}$ denote the Frobenius norm and the spectral norm, respectively. Boldfaced symbols are reserved for vectors and matrices. Additionally, the $t \times t$ identity matrix is denoted by $\boldsymbol{I}_{t}$ and the $i$ th vector in the natural basis of $\mathbb{R}^{n}$ is denoted by $\boldsymbol{e}_{i}$. We use $\otimes$ to denote the Kronecker product between two matrices. The vectorization of a matrix $\boldsymbol{X} \in \mathbb{R}^{m \times n}$, denoted by $\operatorname{vec}(\boldsymbol{X})$, is the concatenation of the columns of a matrix one on top of another in their original order, i.e., for $\boldsymbol{X}=\left[\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right]$, $\operatorname{vec}(\boldsymbol{X})=\left[\boldsymbol{x}_{1}^{\top}, \ldots, \boldsymbol{x}_{n}^{\top}\right]^{\top}$. Given a vector $\boldsymbol{x} \in \mathbb{R}^{n}, \operatorname{diag}(\boldsymbol{x})$ denotes the a square diagonal matrix such that $[\operatorname{diag}(\boldsymbol{x})]_{i i}=x_{i}$. For a scalar $r>0$, denote the open ball of center $\boldsymbol{x}$ and radius $r$ by $\mathcal{B}(\boldsymbol{x}, r)=\{\boldsymbol{y} \mid\|\boldsymbol{y}-\boldsymbol{x}\|<r\}$. Correspondingly, the closed ball of center $\boldsymbol{x}$ and radius $r$ is denoted by $\mathcal{B}[\boldsymbol{x}, r]=\{\boldsymbol{y} \mid\|\boldsymbol{y}-\boldsymbol{x}\| \leq r\}$. The lexicographical order between two vectors $\boldsymbol{x}$ and $\boldsymbol{y}$ of the same length is defined by $\boldsymbol{x}<\boldsymbol{y}$ if $x_{i}<y_{i}$ for the first $i\left(i\right.$ goes from 1) where $x_{i}$ and $y_{i}$ differ. The lexicographical order between two matrices $\boldsymbol{X}$ and $\boldsymbol{Y}$ of the same size is define by the lexicographical order between $\operatorname{vec}(\boldsymbol{X})$ and $\operatorname{vec}(\boldsymbol{Y})$.

Given $\boldsymbol{A} \in \mathbb{R}^{m \times n}$, the $i$ th largest eigenvalue and the $i$ th largest singular value of $\boldsymbol{A}$ are denoted by $\lambda_{i}(\boldsymbol{A})$ and $\sigma_{i}(\boldsymbol{A})$, respectively. The spectral radius of $\boldsymbol{A}$ is defined as $\rho(\boldsymbol{A})=\max _{i}\left|\lambda_{i}(\boldsymbol{A})\right|$ and is less than or equal to the spectral norm, i.e., $\rho(\boldsymbol{A}) \leq\|\boldsymbol{A}\|_{2}$. Gelfand's formula [77] states that $\rho(\boldsymbol{A})=\lim _{k \rightarrow \infty}\left\|\boldsymbol{A}^{k}\right\|_{2}^{1 / k}$. If $\boldsymbol{A}$ is square and invertible, the condition number of $\boldsymbol{A}$ is defined as $\kappa(\boldsymbol{A})=$

$$
\sigma_{1}(\boldsymbol{A}) / \sigma_{n}(\boldsymbol{A})
$$

### 3.2.2 Nonlinear Orthogonal Projections

Given a non-empty set $\mathcal{C} \subset \mathbb{R}^{n}$, let us define the distance from a point $\boldsymbol{x} \in \mathbb{R}^{n}$ to $\mathcal{C}$ as

$$
\begin{equation*}
d(\boldsymbol{x}, \mathcal{C})=\inf _{\boldsymbol{y} \in \mathcal{C}}\{\|\boldsymbol{y}-\boldsymbol{x}\|\} \tag{3.2}
\end{equation*}
$$

The set of all projections of $\boldsymbol{x}$ onto $\mathcal{C}$ is defined by

$$
\begin{equation*}
\Pi_{\mathcal{C}}(\boldsymbol{x})=\{\boldsymbol{y} \in \mathcal{C} \mid\|\boldsymbol{y}-\boldsymbol{x}\|=d(\boldsymbol{x}, \mathcal{C})\} \tag{3.3}
\end{equation*}
$$

It is well-known [210] that if $\mathcal{C}$ is closed, then for any $\boldsymbol{x} \in \mathbb{R}^{n}, \Pi_{\mathcal{C}}(\boldsymbol{x})$ is nonempty ${ }^{3}$. An orthogonal projection onto $\mathcal{C}$ is defined as $\mathcal{P}_{\mathcal{C}}: \mathbb{R}^{n} \rightarrow \mathcal{C}$ such that $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})$ is chosen as an element of $\Pi_{\mathcal{C}}(\boldsymbol{x})$ based on a prescribed scheme (e.g., based on lexicographic order). There exists a non-empty subset of $\mathbb{R}^{n}$ such that $\Pi_{\mathcal{C}}$ is uniquely defined, given by

$$
\begin{equation*}
\text { singleton } \Pi_{\mathcal{C}}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid \Pi_{\mathcal{C}}(\boldsymbol{x}) \text { is singleton }\right\} \tag{3.4}
\end{equation*}
$$

We can now consider the differentiability of $\mathcal{P}_{\mathcal{C}}$ over singleton $\Pi_{\mathcal{C}}$ as follows.

Definition 3.1 (Point-wise differentiability). The projection $\mathcal{P}_{\mathcal{C}}$ is said to be dif-

[^6]ferentiable at $\boldsymbol{x} \in \operatorname{singleton} \Pi_{\mathcal{C}}$ if there exists $\nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x}) \in \mathbb{R}^{n \times n}$ such that
$$
\limsup _{\delta \rightarrow \mathbf{0}} \sup _{\boldsymbol{y} \in \Pi_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})} \frac{\left\|\boldsymbol{y}-\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})-\nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x}) \boldsymbol{\delta}\right\|}{\|\boldsymbol{\delta}\|}=0
$$

The operator $\nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x})$ is said to be the derivative of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{x}$.
Definition 3.2 (Point-wise Lipschitz-continuous differentiability). The projection $\mathcal{P}_{\mathcal{C}}$ is said to be Lipschitz-continuously differentiable at $\boldsymbol{x} \in \operatorname{singleton} \Pi_{\mathcal{C}}$ if $\mathcal{P}_{\mathcal{C}}$ is differentiable at $\boldsymbol{x}$ and there exist $0<c_{1}(\boldsymbol{x}) \leq \infty$ and $0 \leq c_{2}(\boldsymbol{x})<\infty$ such that for any $\boldsymbol{\delta} \in \mathcal{B}\left(\mathbf{0}, c_{1}(\boldsymbol{x})\right)$, we have

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in \Pi_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})}\left\|\boldsymbol{y}-\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})-\nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x}) \boldsymbol{\delta}\right\| \leq c_{2}(\boldsymbol{x})\|\boldsymbol{\delta}\|^{2} \tag{3.5}
\end{equation*}
$$

It is noted that the supremum in (4) implies

$$
\left\|\mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})-\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})-\nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x}) \boldsymbol{\delta}\right\| \leq c_{2}(\boldsymbol{x})\|\boldsymbol{\delta}\|^{2}
$$

holds for any choice of $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})$ in $\Pi_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})$. Note that while $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})$ is uniquely defined for $\boldsymbol{x} \in \operatorname{singleton} \Pi_{\mathcal{C}}, \mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})$ is not since $\boldsymbol{x}+\boldsymbol{\delta}$ may not be in singleton $\Pi_{\mathcal{C}}$.

Example 3.1. Let $\mathcal{C}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\|\boldsymbol{x}\|=1\right\}$ be the unit sphere of dimension $n-1$. For any $\boldsymbol{x} \neq \mathbf{0}$, the projection onto $\mathcal{C}$ is uniquely given by $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\boldsymbol{x} /\|\boldsymbol{x}\|$. For $\boldsymbol{x}=\mathbf{0}$, we have $\Pi_{\mathcal{C}}(\mathbf{0})=\mathcal{C}$ and $\mathcal{P}_{\mathcal{C}}(\mathbf{0})$ can be chosen as any point on the unit sphere. In Appendix 3.6.7, we prove that $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at any $\boldsymbol{x} \in \operatorname{singleton} \Pi_{\mathcal{C}}=\mathbb{R}^{n} \backslash\{\mathbf{0}\}$. In particular, for any $\boldsymbol{x} \neq \mathbf{0}$ and $\boldsymbol{\delta} \in \mathbb{R}^{n}$, we
have

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in \Pi_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})}\left\|\boldsymbol{y}-\frac{\boldsymbol{x}}{\|\boldsymbol{x}\|}-\left(\boldsymbol{I}_{n}-\frac{\boldsymbol{x} \boldsymbol{x}^{\top}}{\|\boldsymbol{x}\|^{2}}\right) \frac{\boldsymbol{\delta}}{\|\boldsymbol{x}\|}\right\| \leq \frac{2}{\|\boldsymbol{x}\|^{2}}\|\boldsymbol{\delta}\|^{2} . \tag{3.6}
\end{equation*}
$$

For $\boldsymbol{\delta} \neq-\boldsymbol{x}, \Pi_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})=\{(\boldsymbol{x}+\boldsymbol{\delta}) /\|\boldsymbol{x}+\boldsymbol{\delta}\|\}$ is singleton and the supremum is evaluated at only one point $\boldsymbol{y}=(\boldsymbol{x}+\boldsymbol{\delta}) /\|\boldsymbol{x}+\boldsymbol{\delta}\|$. For $\boldsymbol{\delta}=-\boldsymbol{x}, \Pi_{C}(\boldsymbol{x}+\boldsymbol{\delta})=$ $\Pi_{\mathcal{C}}(\mathbf{0})=\mathcal{C}$ is not singleton and the supremum is taken over the entire sphere independent of $\boldsymbol{x}$. In either case regardless the value of $\boldsymbol{\delta}$, comparing (3.6) with (3.5), we recognize the projection onto the unit sphere is Lipschitz-continuously differentiable at $\boldsymbol{x} \in \operatorname{singleton} \Pi_{\mathcal{C}}$ with

$$
\begin{aligned}
& \nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\frac{1}{\|\boldsymbol{x}\|}\left(\boldsymbol{I}_{n}-\frac{\boldsymbol{x} \boldsymbol{x}^{\top}}{\|\boldsymbol{x}\|^{2}}\right), \\
& c_{1}(\boldsymbol{x})=\infty, \quad c_{2}(\boldsymbol{x})=\frac{2}{\|\boldsymbol{x}\|^{2}}
\end{aligned}
$$

In 1984, Foote [67] showed that if $\mathcal{C}$ is a $C^{k}(k \geq 2)$ submanifold of $\mathbb{R}^{n}$, then $\mathcal{C}$ has a neighborhood $\mathcal{E}$ such that $\mathcal{E} \subseteq$ singleton $\Pi_{\mathcal{C}}$ and the projection $\mathcal{P}_{\mathcal{C}}$ restricted to $\mathcal{E}$ is a $C^{k-1}$ mapping. Later on, Dudek and Holly [59] proved the derivative $\nabla \mathcal{P}_{\mathcal{C}}$ is a linear map to the tangent bundle of $\mathcal{C}$ and more importantly, for any $\boldsymbol{x}^{*} \in \mathcal{C}, \nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)$ is the (linear) orthogonal projection onto the tangent space to $\mathcal{C}$ at $\boldsymbol{x}^{*}$. Recently, a local version of this result has been proposed by Lewis and Malick [129]:

Proposition 3.1. (Rephrased from Lemma 4 in [129]) Assume $\mathcal{C}$ is a $C^{k}(k \geq 2)$ manifold around a point $\boldsymbol{x}^{*} \in \mathcal{C}$. Denote the tangent space to $\mathcal{C}$ at $\boldsymbol{x}^{*}$ by $T_{\boldsymbol{x}^{*}}(\mathcal{C})$.

```
Algorithm 3.1 Projected Gradient Descent (PGD)
Input: \(f, \mathcal{C}, \eta, \boldsymbol{x}^{(0)}\)
Output: \(\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}\)
    for \(k=0,1, \ldots\) do
        \(\boldsymbol{z}_{\eta}^{(k)}=\boldsymbol{x}^{(k)}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{(k)}-\boldsymbol{b}\right)\)
        \(\boldsymbol{x}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{(k)}\right)\)
```

Then, the set of projections $\Pi_{\mathcal{C}}$ is (locally) singleton around $\boldsymbol{x}^{*}$. Moreover, $\mathcal{P}_{\mathcal{C}}$ is a $C^{k-1}$ mapping around $\boldsymbol{x}^{*}$ and

$$
\begin{equation*}
\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\mathcal{P}_{T_{\boldsymbol{x}^{*}}(\mathcal{C})}, \tag{3.7}
\end{equation*}
$$

where $\mathcal{P}_{T_{\boldsymbol{x}^{*}}(\mathcal{C})}$ is the orthogonal projection onto $T_{\boldsymbol{x}^{*}}(\mathcal{C})$.

Further works on the uniqueness and regularity of $\mathcal{P}_{\mathcal{C}}$ can also be found in $[4,6$, $127,173]$. We note that the assumption $\mathcal{C}$ is a $C^{2}$ manifold around $\boldsymbol{x}^{*}$ requires the existence of a neighborhood of $\boldsymbol{x}^{*}$ in which $\mathcal{P}_{\mathcal{C}}$ is uniformly differentiable. Our result in this chapter, while strongly motivated by the aforementioned results, only requires $\mathcal{C}$ to be differentiable at two points (see Theorem 3.1).

### 3.2.3 Stationary Points of (3.1)

We defined the (Lipschitz-continuous) differentiability of the projection $\mathcal{P}_{\mathcal{C}}$ at a point in $\mathcal{C}$. We are now in position to define stationary points of (3.1) as those where the gradient of the objective function on the constraint set vanishes [3]:

Definition 3.3. $\boldsymbol{x}^{*} \in \mathcal{C}$ is a stationary point of (3.1) if $\mathcal{P}_{\mathcal{C}}$ is differentiable at
$\boldsymbol{x}^{*}$ and

$$
\begin{equation*}
\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\mathbf{0} \tag{3.8}
\end{equation*}
$$

Assume in addition that $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $\boldsymbol{x}^{*}$ with constants $c_{1}\left(\boldsymbol{x}^{*}\right)$ and $c_{2}\left(\boldsymbol{x}^{*}\right)$. Then $\boldsymbol{x}^{*}$ is called a Lipschitz stationary point of (3.1) with constants $c_{1}\left(\boldsymbol{x}^{*}\right)$ and $c_{2}\left(\boldsymbol{x}^{*}\right)$.

Similar to unconstrained optimization, stationary points in Definition 3.3 can be local minimizers, local maximizers, or saddle points of the constrained problem (3.1).

### 3.2.4 Projected Gradient Descent

Algorithm 3.1 describes the projected gradient descent algorithm for solving (3.1). Starting at some $\boldsymbol{x}^{(0)} \in \mathcal{C}$, the algorithm iteratively updates the current value by (i) taking a step in the opposite direction of the gradient and (ii) projecting the result back onto $\mathcal{C}$, i.e.,

$$
\begin{equation*}
\boldsymbol{x}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{(k)}-\boldsymbol{b}\right)\right) \tag{3.9}
\end{equation*}
$$

where $\eta>0$ is a fixed step size.

Definition 3.4. $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 3.1 with step size $\eta>0$ if

$$
\begin{equation*}
\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)\right) \tag{3.10}
\end{equation*}
$$

Lemma 3.1. If $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 3.1 with some step size $\eta>0$ and $\mathcal{P}_{\mathcal{C}}$ is differentiable at $\boldsymbol{x}^{*}$, then $\boldsymbol{x}^{*}$ is a stationary point of (3.1).

The proof of Lemma 3.1 is given in Appendix 3.6.1.

### 3.3 Local Convergence Analysis

In this section, we present the key contribution of this work, namely, a local convergence analysis of projected gradient descent for constrained least squares. Specifically, our goal is to establish the following results: (i) a closed-form expression of the exact asymptotic rate of convergence, (ii) a bound on the number of iterations needed to reach a certain level of accuracy, and (iii) a region of convergence. Figure 3.1 illustrates the key idea in our analysis. In order to establish the local linear convergence of Algorithm 3.1 to its fixed point $\boldsymbol{x}^{*}$, we require the Lipschitzcontinuous differentiability of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{x}^{*}$ and at $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$. These properties enables us to approximate each projected gradient descent update by a linear operator on the error vector (i.e., the difference between $\boldsymbol{x}^{(k)}$ and $\boldsymbol{x}^{*}$ ). Then, under the additional assumption that this linear operator is a contraction mapping and the initialization $\boldsymbol{x}^{(0)}$ is sufficiently close to $\boldsymbol{x}^{*}$, we show that the gradient step and the projection step remain inside the Lipschitz-continuous differentiability


Figure 3.1: Illustration of convergence of projected gradient descent to a fixed point $\boldsymbol{x}^{*}$. In order to guarantee linear convergence, Theorem 3.1 requires $\mathcal{P}_{\mathcal{C}}$ to be Lipschitz-continuously differentiable at both $\boldsymbol{x}^{(k)}$ and $\boldsymbol{z}_{\eta}^{(k)}=\boldsymbol{x}^{(k)}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{(k)}-\boldsymbol{b}\right)$. Moreover, the condition $\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|<\min \left\{c_{1}\left(\boldsymbol{x}^{*}\right) / \kappa(\boldsymbol{Q}), c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right) /\left(\kappa(\boldsymbol{Q}) u_{\eta}\right)\right\}$ from (3.13) ensures that $\boldsymbol{x}^{(k)}$ remains inside $\mathcal{B}\left(\boldsymbol{x}^{*}, c_{1}\left(\boldsymbol{x}^{*}\right)\right)$ (blue dashed ellipse) and $\boldsymbol{z}_{\eta}^{(k)}=$ remains inside $\mathcal{B}\left(\boldsymbol{z}_{\eta}^{*}, c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)\right)$ (orange dashed ellipse).
regions of $\boldsymbol{x}^{*}$ (i.e., $\mathcal{B}\left(\boldsymbol{x}^{*}, c_{1}\left(\boldsymbol{x}^{*}\right)\right)$ ) and $\boldsymbol{z}_{\eta}^{*}$ (i.e., $\mathcal{B}\left(\boldsymbol{z}_{\eta}^{*}, c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)\right)$, respectively).

### 3.3.1 Main Results

In this following, we state our main result in Theorem 3.1, followed by further insights into the convergence results.

Theorem 3.1. Suppose $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 3.1 with step size $\eta>0$ such that the following conditions hold:

1. $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at both the fixed point $\boldsymbol{x}^{*}$ and at the gradient step taken from the fixed point

$$
\begin{equation*}
\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right) \tag{3.11}
\end{equation*}
$$

with the corresponding matrices $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right), \nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$, and constants $c_{1}\left(\boldsymbol{x}^{*}\right), \boldsymbol{c}_{2}\left(\boldsymbol{x}^{*}\right)$, $c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)$, and $c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)$.
2. The matrix

$$
\begin{equation*}
\boldsymbol{H}=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\left(\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \tag{3.12}
\end{equation*}
$$

admits an eigendecomposition $\boldsymbol{H}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{-1}$, where $\boldsymbol{Q} \in \mathbb{R}^{n \times n}$ is an invertible matrix and $\boldsymbol{\Lambda}$ is a diagonal matrix whose diagonal entries are strictly less than 1 in magnitude, i.e., $\rho(\boldsymbol{H})=\|\boldsymbol{\Lambda}\|_{2}<1$.
3. The initial iterate $\boldsymbol{x}^{(0)}$ satisfies

$$
\begin{equation*}
\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|<\min \left\{\frac{c_{1}\left(\boldsymbol{x}^{*}\right)}{\kappa(\boldsymbol{Q})}, \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{\kappa(\boldsymbol{Q}) u_{\eta}}, \frac{1-\rho(\boldsymbol{H})}{q}\right\} \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{\eta}=\left\|\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right\|_{2} \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
q=\kappa^{2}(\boldsymbol{Q}) u_{\eta}\left(c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right) u_{\eta}+\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2} c_{2}\left(\boldsymbol{x}^{*}\right)\right) \tag{3.15}
\end{equation*}
$$

Let $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ be the vector sequence generated by the PGD update in (3.9). Then, for any $0<\epsilon<1$, we have $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\| \leq \epsilon\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|$ for all

$$
\begin{equation*}
k \geq \frac{\log (1 / \epsilon)+\log (\kappa(\boldsymbol{Q}))}{\log (1 / \rho(\boldsymbol{H}))}+c_{3} \tag{3.16}
\end{equation*}
$$

where $c_{3}>0$, given explicitly in Lemma 3.4, is independent of $\epsilon$. Algorithm 3.1 is said to converge locally to $\boldsymbol{x}^{*}$ at an asymptotic linear rate $\rho(\boldsymbol{H})$ with the region of linear convergence given by (3.13).

Theorem 3.1 states the sufficient conditions for asymptotic linear convergence of Algorithm 3.1. In addition, the theorem establishes the asymptotic rate as the spectral radius of the matrix $\boldsymbol{H}$ and bounds the number of iterations needed to reach $\epsilon$-accuracy. The proof of Theorem 3.1 is given in Subsection 3.3.2. It is note-
worthy that in the RHS of (3.16), the first term corresponds to linear convergence in the asymptotic regime and the second term corresponds to nonlinear convergence behavior at the early stage. We will revisit this point when we introduce Lemma 3.4.

Remark 3.1. When $\boldsymbol{H}$ is symmetric, its eigendecomposition exists and can be represented as

$$
\boldsymbol{H}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\top}
$$

where $\boldsymbol{Q}$ is an orthogonal matrix with $\kappa(\boldsymbol{Q})=1$.

Next, we study a special case of Theorem 3.1 in which

$$
\begin{equation*}
\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\mathcal{P}_{T_{\boldsymbol{x}^{*}}(\mathcal{C})}=\boldsymbol{U}_{\boldsymbol{x}^{*}} \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top}, \tag{3.17}
\end{equation*}
$$

where $\boldsymbol{U}_{\boldsymbol{x}^{*}} \in \mathbb{R}^{n \times d}(d \leq n)$ is the matrix whose columns provide an orthonormal basis for the tangent space to $\mathcal{C}$ at $\boldsymbol{x}^{*}$. A typical example in which (3.17) holds is when (i) $\mathcal{C}$ is a $C^{2} d$-dimensional submanifold around $\boldsymbol{x}^{*}$; and (ii) $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}$. The first condition (i) stems from Proposition 3.1 in order to guarantee $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\mathcal{P}_{T_{\boldsymbol{x}^{*}}(\mathcal{C})}$. The second condition (ii) is equivalent to $\boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})=\mathbf{0}$, which means $\boldsymbol{x}^{*}$ is also a stationary point of the unconstrained problem. Conveniently, this coincidence eliminates the task of characterizing the projection $\mathcal{P}_{\mathcal{C}}$ and its derivative $\nabla \mathcal{P}_{\mathcal{C}}$ at a point outside $\mathcal{C}$, which can be a challenging task in many problems.

Corollary 3.1. Consider the same setting as in Theorem 3.1 with the additional assumption that (3.17) holds. If $\left(\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$ has full rank and

$$
\begin{equation*}
0<\eta<\frac{2}{\left\|\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right\|_{2}^{2}} \tag{3.18}
\end{equation*}
$$

then Algorithm 3.1 with fixed step size $\eta$ converges locally to $\boldsymbol{x}^{*}$ at an asymptotic linear rate

$$
\begin{equation*}
\rho(\boldsymbol{H})=\max \left\{\left|1-\eta \lambda_{1}\right|,\left|1-\eta \lambda_{d}\right|\right\}, \tag{3.19}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{d}$ are the largest and smallest eigenvalues of $\left(\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$, respectively. The region of linear convergence is given by

$$
\begin{equation*}
\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|<\min \left\{c_{1}\left(\boldsymbol{x}^{*}\right), \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{u_{\eta}}, \frac{1-\rho(\boldsymbol{H})}{u_{\eta} c_{2}\left(\boldsymbol{x}^{*}\right)+u_{\eta}^{2} c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)}\right\}, \tag{3.20}
\end{equation*}
$$

where $u_{\eta}$ is given by (3.14).

The proof of Corollary 3.1 is given in Appendix 3.6.2.

Remark 3.2. Recall that $u_{\eta}$ defined in (3.14) is also the asymptotic linear rate of gradient descent for the unconstrained least squares [167], i.e.,

$$
u_{\eta}=\max \left\{\left|1-\eta \lambda_{1}\left(\boldsymbol{A}^{\top} \boldsymbol{A}\right)\right|,\left|1-\eta \lambda_{n}\left(\boldsymbol{A}^{\top} \boldsymbol{A}\right)\right|\right\} .
$$

Since $\boldsymbol{U}_{\boldsymbol{x}^{*}}$ is a semi-orthogonal matrix, the eigenvalues of $\boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$ interlace with those of $\boldsymbol{A}^{\top} \boldsymbol{A}$ [101], which in turns implies $\lambda_{n}\left(\boldsymbol{A}^{\top} \boldsymbol{A}\right) \leq \lambda_{d} \leq \lambda_{1} \leq \lambda_{1}\left(\boldsymbol{A}^{\top} \boldsymbol{A}\right)$.

Thus, one can show that for $\eta<2 /\|\boldsymbol{A}\|_{2}^{2}$,

$$
\begin{equation*}
\rho(\boldsymbol{H}) \leq u_{\eta} \leq 1 \tag{3.21}
\end{equation*}
$$

with the equality $u_{\eta}=1$ holding if and only if $\boldsymbol{A}^{\top} \boldsymbol{A}$ is singular. Interestingly, (3.21) implies the presence of the constraint in this case helps accelerate the convergence of gradient descent to $\boldsymbol{x}^{*}$.

### 3.3.2 Proof of Theorem 3.1

This section presents the proof of Theorem 3.1. Our key ideas are: (1) using the Lipschitz-continuous differentiability of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{x}^{*}$ and at $\boldsymbol{z}_{\eta}^{*}$ to establish a recursive relation on the error vector $\boldsymbol{\delta}^{(k)}=\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}$, (2) performing a change of basis $\tilde{\boldsymbol{\delta}}^{(k)}=\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k)}$ to establish an asymptotically-linear quadratic system dynamic that upper-bounds the norm of the transformed error vector, (3) applying the result on the convergence of an asymptotically-linear quadratic difference equation in $[216]$ to obtain the number of iterations required for $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq \tilde{\epsilon}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$, and (4) converting the convergence result on the transformed error $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|$ to the convergence result on the original error $\left\|\boldsymbol{\delta}^{(k)}\right\|$. In the following, we provide the complete proof, with some details deferred to the appendix.

Step 1: Let us define the error vector of Algorithm 3.1 as $\boldsymbol{\delta}^{(k)}=\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}$, for $k \in \mathbb{N}$. Using this definition of the error vector, we can replace $\boldsymbol{x}^{(k)}=\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}$
and $\boldsymbol{x}^{(k+1)}=\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k+1)}$ into (3.9) to obtain an equivalent update on the error vector

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}\right)-\boldsymbol{b}\right)\right)-\boldsymbol{x}^{*} \tag{3.22}
\end{equation*}
$$

Based on the definition of $\boldsymbol{z}_{\eta}^{*}$ in (3.11) and the fact that $\boldsymbol{x}^{*}$ is a fixed point of the algorithm (see (3.10)), i.e., $\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$, we can rewrite (3.22) as

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}+\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right)-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right) . \tag{3.23}
\end{equation*}
$$

We are now in position to analyze the error update as a fixed-point iteration: $\boldsymbol{\delta}^{(k+1)}=\boldsymbol{f}\left(\boldsymbol{\delta}^{(k)}\right)$, where $\boldsymbol{f}(\boldsymbol{\delta})=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}+\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}\right)-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$. The following lemma provides a recursive equation on the error vector that is in the form of an asymptotically-linear quadratic system dynamic:

Lemma 3.2. Recall $\boldsymbol{H}=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\left(\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)$. If the error vector at the $k$-th iteration satisfies

$$
\begin{equation*}
\left\|\boldsymbol{\delta}^{(k)}\right\|<\min \left\{c_{1}\left(\boldsymbol{x}^{*}\right), \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{u_{\eta}}\right\} \tag{3.24}
\end{equation*}
$$

then the error vector at the $k+1$-th iteration satisfies

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\boldsymbol{H} \boldsymbol{\delta}^{(k)}+\boldsymbol{q}_{2}\left(\boldsymbol{\delta}^{(k)}\right), \tag{3.25}
\end{equation*}
$$

where $\boldsymbol{q}_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the residual such that

$$
\begin{equation*}
\left\|\boldsymbol{q}_{2}\left(\boldsymbol{\delta}^{(k)}\right)\right\| \leq\left(\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2} u_{\eta} c_{2}\left(\boldsymbol{x}^{*}\right)+c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right) u_{\eta}^{2}\right)\left\|\boldsymbol{\delta}^{(k)}\right\|^{2} \tag{3.26}
\end{equation*}
$$

The proof of Lemma 2 is given in Appendix 3.6.3. Given the nonlinear difference equation of form (3.25), we proceed with characterizing the convergence of the error sequence $\left\{\boldsymbol{\delta}^{(k)}\right\}_{k=0}^{\infty}$.

Remark 3.3. Dating back to 1964, Polyak [166] studied the convergence of nonlinear difference equations of form

$$
\begin{equation*}
\boldsymbol{a}^{(k+1)}=\boldsymbol{T}\left(\boldsymbol{a}^{(k)}\right)+\boldsymbol{q}\left(\boldsymbol{a}^{(k)}\right), \quad \text { for } k \in \mathbb{N} \tag{3.27}
\end{equation*}
$$

where $\boldsymbol{a}^{(0)} \in \mathbb{R}^{n}, \boldsymbol{T}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a linear operator, and $\boldsymbol{q}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ satisfies $\lim _{t \rightarrow 0} \sup _{\|\boldsymbol{a}\| \leq t}\|\boldsymbol{q}(\boldsymbol{a})\| /\|\boldsymbol{a}\|=0$. The author showed that if the operator $\boldsymbol{T}$ satisfies $\left\|\boldsymbol{T}^{k}\right\|_{2} \leq c(\zeta)(\rho+\zeta)^{k}$, for some $\rho<1$ and arbitrarily small $\zeta>0$, then $\left\{\boldsymbol{a}^{(k)}\right\}_{k=0}^{\infty}$ approaches zero with sufficiently small $\left\|\boldsymbol{a}^{(0)}\right\|$ :

$$
\begin{equation*}
\left\|\boldsymbol{a}^{(k)}\right\| \leq C(\zeta)\left\|\boldsymbol{a}^{(0)}\right\|(\rho+\zeta)^{k} \tag{3.28}
\end{equation*}
$$

Here $c(\zeta)$ and $C(\zeta)$ are unknown constants that could grow to infinity as $\zeta \rightarrow 0$. Applying this result to (3.25) with $\boldsymbol{a}^{(k)}=\boldsymbol{\delta}^{(k)}$ and $\boldsymbol{T}=\boldsymbol{H}$, one can show that the error vector of Algorithm 3.1 converges to $\mathbf{0}$ with the asymptotic linear rate $\rho(\boldsymbol{H})$, provided that $\rho(\boldsymbol{H})<1$ and $\left\|\boldsymbol{\delta}^{(0)}\right\|$ is sufficiently small. However, we note that the proof of (3.28) in [166] is adapted from a more general result on the
stability of differential equations in [14]. This technique can not provide the precise control of the ROC and the number of iterations required to reach a certain accuracy (i.e., how small $\left\|\boldsymbol{a}^{(0)}\right\|$ is as well as how large the factor $C(\zeta)$ is) needed for our convergence analysis of PGD. Alternatively, we utilize our previous result in [216] that eliminates the dependence on $\zeta$ in the expression of the linear rate, at the cost of an additional assumption on the diagonalizability of $\boldsymbol{H} .{ }^{4}$ Additionally, our approach offers explicit expressions of the $R O C$ and the number of required iterations (as in (3.13) and (3.16), respectively).

Step 2: Our approach for analyzing the convergence of the nonlinear difference equation (24) is to leverage the eigendecomposition $\boldsymbol{H}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{-1}$ and consider the transformed error vector as follows.

Lemma 3.3. Let $\tilde{\boldsymbol{\delta}}^{(k)}=\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k)}$ be the transformed error vector. If (3.13) holds and the spectral radius of $\boldsymbol{H}$ is strictly less than 1, i.e., $\rho(\boldsymbol{H})<1$, then, for all $k \in \mathbb{N}$, we have

$$
\begin{equation*}
\tilde{\boldsymbol{\delta}}^{(k+1)}=\boldsymbol{\Lambda} \tilde{\boldsymbol{\delta}}^{(k)}+\boldsymbol{q}_{3}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right) \tag{3.29}
\end{equation*}
$$

where the residual $\boldsymbol{q}_{3}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)=\boldsymbol{Q}^{-1} \boldsymbol{q}_{2}\left(\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right)$ satisfies $\left\|\boldsymbol{q}_{3}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \leq\left(q /\left\|\boldsymbol{Q}^{-1}\right\|_{2}\right)\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2}$ for $q$ given in (3.15).

The proof of Lemma 3.3 is given in Appendix 3.6.4. Taking the norms of both

[^7]sides of (3.29) and applying the triangle inequality, we obtain
\[

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| \leq \rho(\boldsymbol{H})\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+\frac{q}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \tag{3.30}
\end{equation*}
$$

\]

This inequality, holding for all $k \in \mathbb{N}$, is the key to the convergence of the transformed error sequence in the next step.

Step 3: If we replace the inequality symbol in (3.30) by the equality symbol, then we obtain an asymptotically-linear quadratic difference equation whose convergence is studied in [216]. Indeed, the following lemma states that the norm of the transformed error vector is governed by this asymptotically-linear quadratic system dynamic:

Lemma 3.4. Assume the same setting as Lemma 3.3. Then, for any desired accuracy $0<\tilde{\epsilon}<1$, we have $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq \tilde{\epsilon}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$ for all

$$
\begin{equation*}
k \geq \frac{\log (1 / \tilde{\epsilon})}{\log (1 / \rho(\boldsymbol{H}))}+c_{3}(\rho(\boldsymbol{H}), \tau) \tag{3.31}
\end{equation*}
$$

where $\tau=q\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| /\left\|\boldsymbol{Q}^{-1}\right\|_{2} /(1-\rho(\boldsymbol{H})) \in(0,1)$ and

$$
\begin{align*}
c_{3}(\rho, \tau)= & \frac{E_{1}\left(\log \frac{1}{\rho+\tau(1-\rho)}\right)-E_{1}\left(\log \frac{1}{\rho}\right)}{\rho \log (1 / \rho)} \\
& +\frac{1}{2 \rho} \log \left(\frac{\log (1 / \rho)}{\log (1 /(\rho+\tau(1-\rho)))}\right)+1, \tag{3.32}
\end{align*}
$$

for $E_{1}(t)=\int_{t}^{\infty} \frac{e^{-z}}{z} d z$ being the exponential integral [2].

The proof of Lemma 3.4 is given in Appendix 3.6.5.

Step 4: Finally, we show the convergence of $\left\|\boldsymbol{\delta}^{(k)}\right\|$ based on the convergence of $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|$. From (3.31), substituting $\tilde{\epsilon}=\epsilon / \kappa(\boldsymbol{Q})$ and identifying $c_{3}$ as $c_{3}(\rho(\boldsymbol{H}), \tau)$, we obtain (3.16). Thus, it remains to prove that the accuracy on the transformed error vector $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq \tilde{\epsilon}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$ is sufficient for the accuracy on the original error vector $\left\|\boldsymbol{\delta}^{(k)}\right\| \leq \epsilon\left\|\boldsymbol{\delta}^{(0)}\right\|$. Indeed, given

$$
\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq \tilde{\epsilon}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|=\frac{\epsilon}{\|\boldsymbol{Q}\|_{2}\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|,
$$

we have

$$
\begin{aligned}
\left\|\boldsymbol{\delta}^{(k)}\right\|=\left\|\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right\| & \leq\|\boldsymbol{Q}\|_{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \\
& \leq\|\boldsymbol{Q}\|_{2} \frac{\epsilon}{\|\boldsymbol{Q}\|_{2}\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| \\
& =\frac{\epsilon}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| \leq \epsilon\left\|\boldsymbol{\delta}^{(0)}\right\|,
\end{aligned}
$$

where the last inequality stems from $\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|=\left\|\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(0)}\right\| \leq\left\|\boldsymbol{Q}^{-1}\right\|_{2}\left\|\boldsymbol{\delta}^{(0)}\right\|$. This completes our proof of Theorem 3.1.

### 3.4 Applications

In this section, we demonstrate the application of our proposed framework to a collection of well-known problems in machine learning and signal processing. The constraint sets in these problems vary from as simple as an affine subspace (A) and a sphere (C) to more complex algebraic varieties such as the $s$-sparse vector set (B)
and the low-rank matrix set (D). We consider both problems with known convergence rate results and problems for which the rate is unavailable. The former allows us to verify the correctness of our analysis against the known rate results, while for the latter numerical experiments are used to verify the rate. Additionally, we illustrate how ROC can be obtained for each problem. Due to space limitation, we restrict the illustration of our framework to the four aforementioned applications. While we believe that additional applications can be considered (see the potential applications of our framework in Section V), such applications may require a more elaborate development. Our goal in this section is to offer a recipe for analyzing the convergence of PGD for different applications using the proposed framework. Table 3.1 describes the steps we follow to obtain the asymptotic linear rate and the region of linear convergence in each application. Table 3.2 summarizes our local convergence results on the four problems presented in this section. The detailed analysis is given below.

### 3.4.1 Linear Equality-Constrained Least Squares

As a sanity check, we start with a simple example of the so-called linear equalityconstrained least squares (LECLS)

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} \quad \text { s.t. } \boldsymbol{C} \boldsymbol{x}=\boldsymbol{d} \tag{3.33}
\end{equation*}
$$

Table 3.1: General recipe for local convergence analysis.

## Step 1: Identify $\boldsymbol{A}, \boldsymbol{b}, \mathcal{C}$, and $\mathcal{P}_{\mathcal{C}}$.

Step 2: Establish the conditions for $\boldsymbol{x}^{*} \in \mathcal{C}$ to be a Lipschitz stationary point of (3.1). In particular, (i) $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at every $\boldsymbol{x}^{*}$ with $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right), c_{1}\left(\boldsymbol{x}^{*}\right)$, and $c_{2}\left(\boldsymbol{x}^{*}\right)$; and (ii) the stationarity equation (3.8) holds.
Step 3: Establish the conditions for $\eta>0$ such that (i) $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 3.1 with step size $\eta$, i.e., $\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$, for $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-$ $\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$; and (ii) $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $\boldsymbol{z}_{\eta}^{*}$ with $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right), c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)$, and $c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)$.
Step 4: Determine the asymptotic linear rate $\rho$ as the spectral radius of $\boldsymbol{H}$ given by (3.12). (If $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)$, (3.19) can be used instead.)
Step 5: Establish the conditions for $\rho<1$, which guarantees local linear convergence. Thereby, combine these conditions with the previous conditions obtained from Steps 2 and 3.
Step 6: If $\boldsymbol{H}$ is diagonalizable, determine the region of linear convergence given by (3.13). (If $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right),(3.20)$ can be used instead.)
where $\boldsymbol{A} \in \mathbb{R}^{m \times n}, \boldsymbol{b} \in \mathbb{R}^{m}, \boldsymbol{C} \in \mathbb{R}^{p \times n}$, and $\boldsymbol{d} \in \mathbb{R}^{p}$. In addition, we assume that $p<n$ and $\boldsymbol{C}$ has linearly independent rows. The LECLS problem finds application in a wide range of areas such as linear-phase system identification [96], antenna array processing [53], and adaptive array processing [69]. While this problem can be solved efficiently using the method of Lagrange multipliers [177] or the method of weighting [209], we limit our interest to using PGD to solve (3.33) to demonstrate the applicability of our analysis. In the literature, this algorithm is referred to as the projected Landweber iteration [17, 60, 110, 143]. While these works provide bounds on the linear convergence of PGD for different variants of linear equality-constrained problems, we have not found any closed-form expression of the asymptotic rate of linear convergence.

Table 3.2: Summary of local convergence analysis for four problems: linear equality-constrained least squares (Sec. 3.4.1), sparse recovery (Sec. 3.4.2), least squares with a unit norm constraint (Sec. 3.4.3), and matrix completion (Sec. 3.4.4). In the second row, $\boldsymbol{v}^{*}=\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$. In the third row, $\boldsymbol{K}=\left(\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$. We refer the reader to each of the corresponding sections for further details.

| Problem formulation | Condition(s) for linear convergence | Asymptotic rate of convergence $\rho$ | Region of convergence |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \min \frac{1}{2}\\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\\|^{2} \\ \text { s.t. } \boldsymbol{C} \boldsymbol{x}=\boldsymbol{d} \end{gathered}$ | $\left\{\begin{array}{l} \boldsymbol{K}=\left(\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{A} \boldsymbol{V}_{C}^{\perp} \text { has full rank } \\ 0<\eta<2 /\left\\|\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right\\|_{2}^{2} \end{array}\right.$ | $\max \left\{\left\|1-\eta \lambda_{1}(\boldsymbol{K})\right\|,\left\|1-\eta \lambda_{n-p}(\boldsymbol{K})\right\|\right\}$ | $\left\\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\\|<\infty$ |
| $\begin{gathered} \min \frac{1}{2}\\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\\|^{2} \\ \text { s.t. }\\|\boldsymbol{x}\\|_{0} \leq s \end{gathered}$ | $\left\{\begin{array}{l} \boldsymbol{K}=\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{A S}_{\boldsymbol{x}^{*}} \text { has full rank } \\ 0<\eta<\min \left\{\frac{2}{\\| \boldsymbol{A S S _ { x ^ { * } } + \frac { 2 } { 2 }}} \frac{\mid x_{s+1}^{*}}{\left\\|\boldsymbol{v}^{*}\right\\|_{\infty}}\right\} \end{array}\right.$ | $\max \left\{\left\|1-\eta \lambda_{1}(\boldsymbol{K})\right\|,\left\|1-\eta \lambda_{s}(\boldsymbol{K})\right\|\right\}$ | $\left\\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\\|<\min \left\{\frac{\left\|x_{\|c\|}^{*}\right\|}{\sqrt{2}}, \frac{\left\|x_{\\|=0}^{*}\right\|-\eta\left\\|v^{*}\right\\|_{\infty}}{\sqrt{2}\left\\|I_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right\\|_{2}}\right\}$ |
| $\begin{gathered} \min \frac{1}{2}\\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\\|^{2} \\ \text { s.t. }\\|\boldsymbol{x}\\|=1 \end{gathered}$ | $\left\{\begin{array}{l} 0<\eta<\infty \quad \text { if } \gamma \leq-\lambda_{1}(\boldsymbol{K}) \\ 0<\eta<\frac{2}{\gamma+\lambda_{1}(\boldsymbol{K})} \quad \text { o.t.w. } \end{array}\right.$ | $\frac{1}{1-\eta \gamma} \max \left\{\left\|1-\eta \lambda_{1}(\boldsymbol{K})\right\|,\left\|1-\eta \lambda_{n-1}(\boldsymbol{K})\right\|\right\}$ | $\left\\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\\| \leq \frac{1-\rho}{2\left(t^{2}+t\right)}, t=\frac{\left\\|\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right\\|_{2}}{1-\eta \gamma}$ |
| $\begin{gathered} \min \frac{1}{2}\left\\|\mathcal{P}_{\Omega}(\boldsymbol{X}-\boldsymbol{M})\right\\|_{F}^{2} \\ \text { s.t. } \operatorname{rank}(\boldsymbol{X}) \leq r \end{gathered}$ | $\left\{\begin{array}{l} \boldsymbol{K}=\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp} \text { has full rank } \\ 0<\eta<\frac{2}{\left\\|\boldsymbol{Q}_{1} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right\\|_{2}} \end{array}\right.$ | $\max \left\{\left\|1-\eta \lambda_{1}(\boldsymbol{K})\right\|,\left\|1-\eta \lambda_{r(m+n-r)}(\boldsymbol{K})\right\|\right\}$ | $\left\\|\boldsymbol{X}-\boldsymbol{X}^{*}\right\\|_{F} \leq \frac{(1-\rho) \sigma_{r}\left(\boldsymbol{X}^{*}\right)}{8(1+\sqrt{2})}$ |

Step 1: In this example, $\boldsymbol{A}$ and $\boldsymbol{b}$ are given explicitly in (3.33). The constraint set $\mathcal{C}$ is the closed convex affine subspace

$$
\mathcal{C}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid \boldsymbol{C} \boldsymbol{x}=\boldsymbol{d}\right\} .
$$

The orthogonal projection onto this subspace is given in a closed-form expression as $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\boldsymbol{x}-\boldsymbol{C}^{\top}\left(\boldsymbol{C} \boldsymbol{C}^{\top}\right)^{-1}(\boldsymbol{C} \boldsymbol{x}-\boldsymbol{d})$, for all $\boldsymbol{x} \in \mathbb{R}^{n}$ [151]. Since $\boldsymbol{C}$ has full row rank, it admits a compact singular value decomposition (SVD) $\boldsymbol{C}=\boldsymbol{U}_{C} \boldsymbol{\Sigma}_{C} \boldsymbol{V}_{C}^{\top}$, where $\boldsymbol{\Sigma}_{C} \in \mathbb{R}^{p \times p}$ is a diagonal matrix with positive diagonal entries, $\boldsymbol{U}_{C} \in \mathbb{R}^{p \times p}$ and $\boldsymbol{V}_{C} \in \mathbb{R}^{n \times p}$ satisfy $\boldsymbol{U}_{C}^{\top} \boldsymbol{U}_{C}=\boldsymbol{V}_{C}^{\top} \boldsymbol{V}_{C}=\boldsymbol{I}_{p}$. Denote $\boldsymbol{V}_{C}^{\perp} \in \mathbb{R}^{n \times(n-p)}$ the orthogonal complement of $\boldsymbol{V}_{C}$, i.e., $\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top}=\boldsymbol{I}_{n}-\boldsymbol{V}_{C} \boldsymbol{V}_{C}^{\top}$ and $\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{V}_{C}^{\perp}=\boldsymbol{I}_{n-p}$.

Substituting the SVD of $\boldsymbol{C}$ back into the aforementioned expression of $\mathcal{P}_{\mathcal{C}}$ yields

$$
\begin{equation*}
\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{x}+\tilde{\boldsymbol{d}} \tag{3.34}
\end{equation*}
$$

where $\tilde{\boldsymbol{d}}=\boldsymbol{V}_{C} \boldsymbol{\Sigma}_{C}^{-1} \boldsymbol{U}_{C}^{\dagger} \boldsymbol{d}=\boldsymbol{C}^{\dagger} \boldsymbol{d}$.
Step 2: From (3.34), we obtain the difference between the two projections of $\boldsymbol{x}+\boldsymbol{\delta}$ and $\boldsymbol{x}$ onto $\mathcal{C}$, for any $\boldsymbol{x}, \boldsymbol{\delta} \in \mathbb{R}^{n}$, as $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})-\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{\delta}$. Using Definition 3.1 with the note that $\Pi_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})$ is always singleton, we have $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at every $\boldsymbol{x} \in \mathbb{R}$ with

$$
\begin{equation*}
\nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top}, c_{1}(\boldsymbol{x})=\infty, c_{2}(\boldsymbol{x})=0 \tag{3.35}
\end{equation*}
$$

Due to the independence from $\boldsymbol{x}$, we also have $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at every $\boldsymbol{x}^{*} \in \mathcal{C}$ with

$$
\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top}, c_{1}\left(\boldsymbol{x}^{*}\right)=\infty, c_{2}\left(\boldsymbol{x}^{*}\right)=0
$$

Next, substituting $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top}$ into the stationarity equation (3.8) yields $\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\mathbf{0}$. Since $\boldsymbol{V}_{C}^{\perp} \in \mathbb{R}^{n \times(n-p)}$ has full-rank, we can omit the left most $\boldsymbol{V}_{C}^{\perp}$ and obtain the condition for $\boldsymbol{x}^{*} \in \mathcal{C}$ to be a Lipschitz stationary point of (3.33) as

$$
\begin{equation*}
\left(\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right)^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\mathbf{0} \tag{3.36}
\end{equation*}
$$

which means $\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}$ is in the left null space of $\boldsymbol{A} \boldsymbol{V}_{C}^{\perp} .{ }^{5}$
Step 3: Evaluating the projection in (3.34) at $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$ and using the stationarity condition (3.36) to eliminate the term $\eta \boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$, we have $\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\boldsymbol{x}^{*}$ for any $\eta>0$. Thus, the condition in this step for $\boldsymbol{x}^{*}$ to be a fixed point of Algorithm 3.1 is $\eta>0$. In addition, substituting $\boldsymbol{x}=\boldsymbol{z}_{\eta}^{*}$ into (3.35), we obtain $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $\boldsymbol{z}_{\eta}^{*}$ with

$$
\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top}, c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)=\infty, c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)=0 .
$$

Step 4: Since $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{V}_{C}^{\perp}\left(\boldsymbol{V}_{C}^{\perp}\right)^{\top}$, using (3.19), we obtain the asymptotic linear rate as

$$
\begin{equation*}
\rho=\max \left\{\left|1-\eta \lambda_{1}\right|,\left|1-\eta \lambda_{n-p}\right|\right\}, \tag{3.37}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{n-p}$ are the largest and smallest eigenvalues of $\left(\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{A} \boldsymbol{V}_{C}^{\perp}$, respectively.

Step 5: From (3.37), we have $\rho<1$ if and only if $\left(\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{A} \boldsymbol{V}_{C}^{\perp}$ has full rank and $0<\eta<2 /\left\|\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right\|_{2}^{2}$. It is noted that the latter condition is sufficient for the condition $\eta>0$ in Step 3.

Step 6: Since $c_{1}\left(\boldsymbol{x}^{*}\right)=c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)=\infty$ and $c_{2}\left(\boldsymbol{x}^{*}\right)=c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)=0$, the region of convergence given by (3.20) is the entire space $\mathbb{R}^{n}$, which implies global convergence.

Remark 3.4. The explicit expression of the convergence rate in (3.37) offers a

[^8]simple method to select the optimal step size:
\[

$$
\begin{align*}
\eta_{\text {opt }} & =\underset{0<\eta<2 /\left\|\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right\|_{2}^{2}}{\operatorname{argmin}} \max \left\{\left|1-\eta \lambda_{1}\right|,\left|1-\eta \lambda_{n-p}\right|\right\} \\
& =\frac{2}{\lambda_{1}+\lambda_{n-p}} . \tag{3.38}
\end{align*}
$$
\]

Using $\eta=\eta_{\text {opt }}$, we obtain the optimal rate of convergence

$$
\begin{equation*}
\rho_{o p t}=1-\frac{2}{\kappa\left(\left(\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right)+1} \tag{3.39}
\end{equation*}
$$

As a comparison, the optimal convergence rate of gradient descent for the unconstrained problem is given by [167]

$$
u_{o p t}=1-\frac{2}{\kappa\left(\boldsymbol{A}^{\top} \boldsymbol{A}\right)+1} .
$$

Recall from Remark 3.2 that $\rho_{\text {opt }} \leq u_{\text {opt }}$ due to the interlacing of eigenvalues of $\left(\boldsymbol{A} \boldsymbol{V}_{C}^{\perp}\right)^{\top} \boldsymbol{A} \boldsymbol{V}_{C}^{\perp}$ and $\boldsymbol{A}^{\top} \boldsymbol{A}$.

### 3.4.2 Sparse Recovery

In compressed sensing, one would like to reconstruct a sparse signal by finding solutions to under-determined linear systems $\boldsymbol{A} \boldsymbol{x}=\boldsymbol{b}$, where $\boldsymbol{A} \in \mathbb{R}^{m \times n}$ and $\boldsymbol{b} \in \mathbb{R}^{m}$ (for $m<n$ ). This problem can be formulated as an L0-norm constrained
least squares:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} \quad \text { s.t. }\|\boldsymbol{x}\|_{0} \leq \text { s. } \tag{3.40}
\end{equation*}
$$

In the literature, the PGD algorithm for solving (3.40) is often known as iterative hard thresholding (IHT), with myriad applications in medical imaging [56], MIMO communication [75, 195], antenna arrays [196], and scene recognition [234]. The convergence of a special case of IHT in which $\|\boldsymbol{A}\|_{2}<1$ and $\eta=1$ has been wellstudied in $[20,21]$, under the restricted isometry property (RIP) assumption on $\boldsymbol{A}$. In the following, we demonstrate the application of our framework to establishing a local convergence analysis of IHT with a range of different step sizes, without requiring the RIP of $\boldsymbol{A}$.

Step 1: In this example, $\boldsymbol{A}$ and $\boldsymbol{b}$ are given explicitly in (3.40), and the constraint set $\mathcal{C}$ is the closed non-convex set of $s$-sparse vectors

$$
\mathcal{C}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\|\boldsymbol{x}\|_{0} \leq s\right\}
$$

with the projection $\mathcal{P}_{\mathcal{C}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ given by $[20]$

$$
\left[\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})\right]_{i}=\left\{\begin{array}{ll}
0 & \text { if }\left|x_{i}\right|<\left|x_{[s]}\right|  \tag{3.41}\\
x_{i} & \text { if }\left|x_{i}\right| \geq\left|x_{[s]}\right|
\end{array} \text { for } i=1, \ldots, n\right.
$$

where $x_{i}$ and $x_{[s]}$ denote the $i$ th coordinate and the $s$ th largest (in magnitude) element of a vector $\boldsymbol{x} \in \mathbb{R}^{n}$, respectively. In the case $\boldsymbol{x}$ has multiple elements with
the same magnitude as $x_{[s]}$, e.g., $x_{[s]}=x_{[s+1]}>0$, we sort these entries based on the (descending) lexicographical order so that (3.41) is well-defined (see [20]-p. 10). Step 2: In contrast to the previous example, the projection here is nonlinear and non-unique since the $\operatorname{set} \mathcal{C}$ is a real algebraic variety but not smooth in those points in $\mathbb{R}^{n}$ of sparsity strictly less than $s$. The smooth part of $\mathcal{C}$ is the subset

$$
\mathcal{C}_{=s}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\|\boldsymbol{x}\|_{0}=s\right\}
$$

of vectors with exactly $s$ non-zero elements. In Appendix 3.6.8, we show that any $\boldsymbol{x}^{*} \in \Phi_{=s}$ and $\boldsymbol{x} \in \mathcal{B}\left(\boldsymbol{x}^{*},\left|x_{[s]}^{*}\right| / \sqrt{2}\right)$ share the same index set of $s$-largest elements (in magnitude), denoted by $\Omega_{s}\left(\boldsymbol{x}^{*}\right) .{ }^{6}$ Let the indices in $\Omega_{s}\left(\boldsymbol{x}^{*}\right)$ be $i_{1} \leq \ldots \leq i_{s}$ and $\boldsymbol{S}_{\boldsymbol{x}^{*}}=\left[\boldsymbol{e}_{i_{1}}, \ldots, \boldsymbol{e}_{i_{s}}\right] \in \mathbb{R}^{n \times s}$. Then, we have $\left(\boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{S}_{\boldsymbol{x}^{*}}=\boldsymbol{I}_{s}$ and

$$
\begin{equation*}
\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{x}, \quad \forall \boldsymbol{x} \in \mathcal{B}\left(\boldsymbol{x}^{*},\left|x_{[s]}^{*}\right| / \sqrt{2}\right) \tag{3.42}
\end{equation*}
$$

By Definition 3.1, we obtain $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at any $\boldsymbol{x}^{*} \in \Phi_{=s}$ with

$$
\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top}, c_{1}\left(\boldsymbol{x}^{*}\right)=\frac{1}{\sqrt{2}}\left|x_{[s]}^{*}\right|, \quad c_{2}\left(\boldsymbol{x}^{*}\right)=0 .
$$

[^9]Similar to the previous example, the stationarity equation for $\boldsymbol{x}^{*} \in \mathcal{C}_{=s}$ is given by

$$
\begin{equation*}
\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\mathbf{0} . \tag{3.43}
\end{equation*}
$$

Thus, we obtain the conditions for $\boldsymbol{x}^{*} \in \mathcal{C}$ to be a Lipschitz stationary point of (3.40) are $\boldsymbol{x}^{*} \in \mathcal{C}_{=s}$ and the vector $\boldsymbol{v}^{*}=\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$ satisfies $v_{i}^{*}=0$ for all $i \in \Omega_{s}\left(\boldsymbol{x}^{*}\right)$.

Step 3: First, following a similar approach to that in [20], we show that the condition in this step for $\boldsymbol{x}^{*}$ to be a fixed point of Algorithm 3.1 is

$$
\begin{equation*}
0<\eta<\frac{\left|x_{[s]}^{*}\right|}{\left\|\boldsymbol{v}^{*}\right\|_{\infty}} \tag{3.44}
\end{equation*}
$$

Since $v_{i}^{*}=0$ for all $i \in \Omega_{s}\left(\boldsymbol{x}^{*}\right)$, we have $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-\eta \boldsymbol{v}^{*}$ satisfies $\left(\boldsymbol{z}_{\eta}^{*}\right)_{i}=\boldsymbol{x}_{i}^{*}$ for all $i \in \Omega_{s}\left(\boldsymbol{x}^{*}\right)$. Moreover, for any indices $i \in \Omega_{s}\left(\boldsymbol{x}^{*}\right)$ and $j \in\{1, \ldots, n\} \backslash \Omega_{s}\left(\boldsymbol{x}^{*}\right)$, we have

$$
\begin{aligned}
\left|\left(z_{\eta}^{*}\right)_{j}\right| & =\left|x_{j}^{*}-\eta v_{j}^{*}\right|=\eta\left|v_{j}^{*}\right| \\
& <\frac{\left|x_{[s]}^{*}\right|}{\left\|\boldsymbol{v}^{*}\right\|_{\infty}}\left|v_{j}^{*}\right| \leq\left|x_{[s]}^{*}\right| \leq\left|x_{i}^{*}\right|=\left|\left(z_{\eta}^{*}\right)_{i}\right|
\end{aligned}
$$

where the second inequality stems from $\left|v_{j}^{*}\right| \leq\left\|\boldsymbol{v}^{*}\right\|_{\infty}$. Therefore, $\Omega_{s}\left(\boldsymbol{x}^{*}\right)$ contains the $s$-largest (in magnitude) elements of $\boldsymbol{z}_{\eta}^{*}$, and hence, $\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$.

Second, we consider the Lipschitz-continuous differentiability of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{z}_{\eta}^{*}$. Given $\eta$ in (3.44), by the same argument as in Appendix 3.6.8, one can show that every point in $\mathcal{B}\left(z_{\eta}^{*},\left(\left|\left(z_{\eta}^{*}\right)_{[s]}\right|-\left|\left(z_{\eta}^{*}\right)_{[s+1]}\right|\right) / \sqrt{2}\right)$ shares the same index set of $s$ -
largest elements (in magnitude) with $\boldsymbol{z}_{\eta}^{*}$, which is $\Omega_{s}\left(\boldsymbol{x}^{*}\right)$. Here, we note that $\left|\left(z_{\eta}^{*}\right)_{[s]}\right|-\left|\left(z_{\eta}^{*}\right)_{[s+1]}\right|=\left|x_{[s]}^{*}\right|-\eta\left\|\boldsymbol{v}^{*}\right\|_{\infty}$. Thus, we obtain $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $\boldsymbol{z}_{\eta}^{*}$ with

$$
\begin{aligned}
& \nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top}, \\
& c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)=\frac{1}{\sqrt{2}}\left(\left|x_{[s]}^{*}\right|-\eta\left\|\boldsymbol{v}^{*}\right\|_{\infty}\right), \quad c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)=0
\end{aligned}
$$

Step 4: Since $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top}$, using (3.19), we obtain the asymptotic linear rate as

$$
\begin{equation*}
\rho=\max \left\{\left|1-\eta \lambda_{1}\right|,\left|1-\eta \lambda_{s}\right|\right\} . \tag{3.45}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{s}$ are the largest and smallest eigenvalues of $\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}$, respectively.

Step 5: From (3.45), $\rho<1$ if and only if $\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}$ has full rank and

$$
\begin{equation*}
0<\eta<\frac{2}{\left\|\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right\|_{2}^{2}} \tag{3.46}
\end{equation*}
$$

Combining (3.44) and (3.46) yields the condition on the step size

$$
\begin{equation*}
0<\eta<\min \left\{\frac{2}{\left\|\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right\|_{2}^{2}}, \frac{\left|x_{[s]}^{*}\right|}{\left\|\boldsymbol{v}^{*}\right\|_{\infty}}\right\} . \tag{3.47}
\end{equation*}
$$

Here, we note that the condition $\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}$ has full rank is related to the restricted isometry property (RIP) assumption on $\boldsymbol{A}:\left(1-\delta_{s}\right)\|\boldsymbol{x}\|^{2} \leq\|\boldsymbol{A} \boldsymbol{x}\|^{2} \leq$
$\left(1+\delta_{s}\right)\|\boldsymbol{x}\|^{2}$, for $\delta_{s} \in(0,1)$ and any $s$-sparse vector $\boldsymbol{x} \in \mathbb{R}^{n}[36]$. In the reducedform, we can rewrite the RIP assumption as

$$
\begin{equation*}
0<\left(1-\delta_{s}\right)\|\boldsymbol{y}\|^{2} \leq\|\boldsymbol{A} \boldsymbol{S} \boldsymbol{y}\|^{2} \leq\left(1+\delta_{s}\right)\|\boldsymbol{y}\|^{2} \tag{3.48}
\end{equation*}
$$

for any $\boldsymbol{y} \in \mathbb{R}^{s}$ and any selection matrix $\boldsymbol{S} \in \mathbb{R}^{n \times s}$ obtained by randomly choosing $s$ columns from the $n \times n$ identity matrix. Substituting $\boldsymbol{S}=\boldsymbol{S}_{\boldsymbol{x}^{*}}$ into (3.48), we obtain $\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}$ has full rank.

Step 6: Recall that $c_{2}\left(\boldsymbol{x}^{*}\right)=c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)=0$. From (3.20), the region of convergence is given by

$$
\begin{equation*}
\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\|<\min \left\{\frac{\left|x_{[s]}^{*}\right|}{\sqrt{2}}, \frac{\left|x_{[s]}^{*}\right|-\eta\left\|\boldsymbol{v}^{*}\right\|_{\infty}}{\sqrt{2}\left\|\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right\|_{2}}\right\} . \tag{3.49}
\end{equation*}
$$

Remark 3.5. Similar to (3.38) and (3.39), the optimal step size and the optimal convergence rate are given by

$$
\begin{align*}
\eta_{o p t} & =\frac{2}{\lambda_{1}\left(\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)+\lambda_{s}\left(\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)} \\
\rho_{o p t} & =1-\frac{2}{\kappa\left(\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)+1} \tag{3.50}
\end{align*}
$$

We consider the following numerical experiment to verify the analytical rate in (3.45). We start by generating $\boldsymbol{A}, \boldsymbol{x}^{*}$, and $\boldsymbol{b}$ as follows. First, we sample an $200 \times 300$ sensing matrix $\boldsymbol{A}$ with i.i.d Gaussian distributed entries $\mathcal{N}(0,1 / 200) .{ }^{7}$

[^10]

Figure 3.2: (Log-scale) plot of the distance between the current iterate and the local minimizer of the sparse recovery problem, as a function of the number of iterations. Each solid line corresponds to PGD with a different fixed step size. Each dashed line represents the respective exponential bound $\rho^{k}$ up to a constant, where the theoretical rate $\rho$ is given by (3.45). In the experiment, we select $m=200, n=300$, and $s=10$. The optimal step size $\eta_{o p t}=0.97273$ is computed by (3.50), with the corresponding optimal rate $\rho_{\text {opt }}=0.3613$.

Next, we create a 10 -sparse solution $\boldsymbol{x}^{*}$ by randomly selecting 10 coordinates and assigning non-zero values to them based on i.i.d normal distribution $\mathcal{N}(0,1)$. Finally, we set $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{x}^{*}$. We apply PGD with different step sizes (listed in Fig. 3.2) including $\rho_{\text {opt }}$ in (3.50) and record the value of $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|$ as a function of $k$. In Fig. 3.2, the aforementioned curves are presented along with their analytic bounds given by $\rho^{k}$ (up to a constant). The match in the slope between the analytic rate curve and the empirical rate curve verifies the analytic rate predicts accurately the asymptotic rate obtained empirically.

Remark 3.6. In Appendix 3.6.8, we further show that any stationary point $\boldsymbol{x}^{*}$ must be a local minimum of (3.40). Moreover, the condition $\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}$ has full rank in Step 5 implies $\boldsymbol{x}^{*}$ is a strict local minimum of (3.40). Finally, it is interesting to note that in [20], the authors assume $\|\boldsymbol{A}\|_{2}<1$ and select $\eta=1$. With these assumptions, the rate in (3.45) simplifies to $\rho=1-\lambda_{s}\left(\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)=$ $\left\|\boldsymbol{I}_{s}-\left(\boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right\|_{2}$, which is consistent with Eqn. (3.9) in [20].

### 3.4.3 Least Squares with the Unit Norm Constraint

A common constraint that arises in regularization methods for ill-posed problems is the spherical constraint $[87,149,202]$. In particular, we consider the following optimization problem

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} \quad \text { s.t. }\|\boldsymbol{x}\|=1 \tag{3.51}
\end{equation*}
$$

where $\boldsymbol{A} \in \mathbb{R}^{m \times n}$ and $\boldsymbol{b} \in \mathbb{R}^{m}$.
Step 1: In this example, $\boldsymbol{A}$ and $\boldsymbol{b}$ are given explicitly in (3.51), and the constraint set $\mathcal{C}$ is the closed non-convex sphere

$$
\mathcal{C}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\|\boldsymbol{x}\|=1\right\}
$$

with the projection $\mathcal{P}_{\mathcal{C}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ given by

$$
\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})= \begin{cases}\frac{\boldsymbol{x}}{\|\boldsymbol{x}\|} & \text { if } \boldsymbol{x} \neq \mathbf{0}  \tag{3.52}\\ \boldsymbol{e}_{1} & \text { if } \boldsymbol{x}=\mathbf{0}\end{cases}
$$

Step 2: In Example 3.1, we showed that the projection onto the unit sphere is Lipschitz-continuously differentiable at any $\boldsymbol{x} \neq \mathbf{0}$. Since $\mathbf{0} \notin \mathcal{C}$, we have $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at every $\boldsymbol{x}^{*} \in \mathcal{C}$ with

$$
\nabla P_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{I}_{n}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}, c_{1}\left(\boldsymbol{x}^{*}\right)=\infty, c_{2}\left(\boldsymbol{x}^{*}\right)=2
$$

In addition, substituting $\nabla P_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{I}_{n}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}$ into the stationarity equation (3.8) yields $\left(\boldsymbol{I}_{n}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}\right) \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\mathbf{0}$. Equivalently, we have

$$
\begin{equation*}
\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\gamma \boldsymbol{x}^{*} \tag{3.53}
\end{equation*}
$$

where $\gamma=\left(\boldsymbol{x}^{*}\right)^{\top} \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$ is the Lagrange multiplier at $\boldsymbol{x}^{*}$ (see Lemma 1 in [218]). Thus, we obtain the condition for $\boldsymbol{x}^{*} \in \mathcal{C}$ to be a Lipschitz stationary
point of (3.51) is $\boldsymbol{x}^{*}$ and $\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$ are collinear.
Step 3: First, the necessary condition for $\mathcal{P}_{\mathcal{C}}$ to be Lipschitz-continuously differentiable at $\boldsymbol{z}_{\eta}^{*}$ is $\boldsymbol{z}_{\eta}^{*} \in \operatorname{singleton} \Pi_{\mathcal{C}}$, i.e., $\boldsymbol{z}_{\eta}^{*} \neq \mathbf{0}$. From (3.53), we have $\boldsymbol{z}_{\eta}^{*}=$ $\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=(1-\eta \gamma) \boldsymbol{x}^{*}$. Hence, $\boldsymbol{z}_{\eta}^{*} \neq \mathbf{0}$ is equivalent to $1-\eta \gamma \neq 0$. Now the projection $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{z}_{\eta}^{*} \neq \mathbf{0}$ is given by

$$
\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\frac{(1-\eta \gamma) \boldsymbol{x}^{*}}{\left\|(1-\eta \gamma) \boldsymbol{x}^{*}\right\|}=\frac{1-\eta \gamma}{|1-\eta \gamma|} \boldsymbol{x}^{*}
$$

which implies $\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$ if and only if $1-\eta \gamma>0$. Thus, we obtain the condition for $\eta>0$ such that $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 3.1 and $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $\boldsymbol{z}_{\eta}^{*}$ is $1-\eta \gamma>0$, which is equivalent to

$$
\begin{cases}\eta \in(0, \infty) & \text { if } \gamma \leq 0  \tag{3.54}\\ \eta \in\left(0, \frac{1}{\gamma}\right) & \text { if } \gamma>0\end{cases}
$$

Second, it follows from (3.6) that $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $z_{\eta}^{*}$ with

$$
\begin{aligned}
\nabla P_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right) & =\frac{1}{\left\|\boldsymbol{z}_{\eta}^{*}\right\|}\left(\boldsymbol{I}_{n}-\frac{\boldsymbol{z}_{\eta}^{*}\left(\boldsymbol{z}_{\eta}^{*}\right)^{\top}}{\left\|\boldsymbol{z}_{\eta}^{*}\right\|^{2}}\right)=\frac{\boldsymbol{I}_{n}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}}{1-\eta \gamma} \\
c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right) & =\infty, \quad c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)=\frac{2}{\left\|\boldsymbol{z}_{\eta}^{*}\right\|^{2}}=\frac{2}{(1-\eta \gamma)^{2}}
\end{aligned}
$$

Step 4: Denote $\boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp}=\boldsymbol{I}_{n}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}$. From (3.12), the asymptotic linear rate is
given by

$$
\begin{aligned}
\rho & =\rho\left(\frac{1}{1-\eta \gamma} \boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp}\left(\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp}\right) \\
& =\frac{1}{1-\eta \gamma}\left\|\boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp}\left(\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp}\right\|_{2} .
\end{aligned}
$$

Let $\boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp}=\boldsymbol{U}_{\boldsymbol{x}^{*}} \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top}$, where $\boldsymbol{U}_{\boldsymbol{x}^{*}} \in \mathbb{R}^{n \times(n-1)}$ is a semi-orthogonal matrix whose columns provide a basis for the null space of $\boldsymbol{x}^{*}$. Then, following the same derivation as in the proof of Corollary 3.1, we obtain

$$
\begin{equation*}
\rho=\frac{1}{1-\eta \gamma} \max \left\{\left|1-\eta \lambda_{1}\right|,\left|1-\eta \lambda_{n-1}\right|\right\} \tag{3.55}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{n-1}$ are the largest and smallest eigenvalues of $\left(\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$, respectively.

Step 5: Since $|1-\eta \lambda| /(1-\eta \gamma)<1$ is equivalent to $\eta \gamma-1<1-\eta \lambda<1-\eta \gamma$, we have $\rho<1$ if and only if

$$
\begin{equation*}
\gamma<\lambda_{n-1} \tag{3.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta\left(\gamma+\lambda_{1}\right)<2 \tag{3.57}
\end{equation*}
$$

Similar to (3.54), the inequality in (3.57) can be rewritten as

$$
\begin{cases}\eta \in(0, \infty) & \text { if } \gamma \leq-\lambda_{1} \\ \eta \in\left(0, \frac{2}{\gamma+\lambda_{1}}\right) & \text { if } \gamma>-\lambda_{1}\end{cases}
$$

Finally, we note that conditions (3.56) and (3.57) together imply the condition $1-\eta \gamma>0$ in Step 3 since $2 \eta \gamma<\eta\left(\gamma+\lambda_{n-1}\right) \leq \eta\left(\gamma+\lambda_{1}\right)<2$.

Step 6: To determine the region of linear convergence, we first recall that $c_{1}\left(\boldsymbol{x}^{*}\right)=$ $c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)=\infty$. Second, we have

$$
\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2}=\left\|\frac{\boldsymbol{I}_{n}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}}{1-\eta \gamma}\right\|_{2}=\frac{1}{1-\eta \gamma} .
$$

Third, since $\boldsymbol{H}=\boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp}\left(\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{P}_{\boldsymbol{x}^{*}}^{\perp} /(1-\eta \gamma)$ is symmetric, one can choose $\boldsymbol{Q}$ in the eigendecomposition $\boldsymbol{H}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{-1}$ to be orthogonal, with $\kappa(\boldsymbol{Q})=1$. Thus, from (3.13), we obtain the region of linear convergence as

$$
\begin{equation*}
\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\| \leq \frac{1-\rho}{2\left(t^{2}+t\right)} \tag{3.58}
\end{equation*}
$$

where $t=\left\|\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right\|_{2} /(1-\eta \gamma)$.

Remark 3.7. The local linear rate in (3.55) matches the rate provided by Theorem 1 in [218]. Compared to the setting in [218], here we consider a special case of the quadratic that is convex (and hence, $\lambda_{d} \geq 0$ ). By minimizing the rate in (3.55) over $\eta$, we also obtain the same optimal rate of linear convergence given by

Lemma 5 in [218]:

$$
\rho_{o p t}=\frac{\lambda_{1}-\lambda_{n-1}}{\lambda_{1}+\lambda_{n-1}-2 \gamma} \text { with } \eta_{\text {opt }}=\frac{2}{\lambda_{1}+\lambda_{n-1}} .
$$

Interestingly, condition (3.56) implies $\boldsymbol{x}^{*}$ is a strict local minimum of (3.51) (see Lemma 2 in [218]). Since $\rho<1$ is one of the conditions in Theorem 3.1, our analysis requires $\boldsymbol{x}^{*}$ to be a strict local minimum of (3.51) in order to obtain linear convergence. Finally, our framework provides the region of linear convergence in (3.58), which is not given in [218].

### 3.4.4 Matrix Completion

### 3.4.4.1 Background

The last application is an application of our framework to the matrix case. In matrix completion [33], given a rank- $r$ matrix $\boldsymbol{M} \in \mathbb{R}^{m \times n}($ for $1 \leq r \leq \min \{m, n\})$ with a set of its observed entries indexed by $\Omega$, of cardinality $0<s<m n$, we wish to recover the unknown entries of $\boldsymbol{M}$ in the complement set $\bar{\Omega}$ by solving the following optimization:

$$
\begin{equation*}
\min _{\boldsymbol{X} \in \mathbb{R}^{m \times n}} \frac{1}{2}\left\|\mathcal{P}_{\Omega}(\boldsymbol{X}-\boldsymbol{M})\right\|_{F}^{2} \text { s.t. } \quad \operatorname{rank}(\boldsymbol{X}) \leq r, \tag{3.59}
\end{equation*}
$$

where $\mathcal{P}_{\Omega}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ is the orthogonal projection onto the set of $m \times n$ matrices supported in $\Omega$, i.e.,

$$
\left[\mathcal{P}_{\Omega}(\boldsymbol{X})\right]_{i j}= \begin{cases}X_{i j} & \text { if }(i, j) \in \Omega, \\ 0 & \text { if }(i, j) \notin \Omega .\end{cases}
$$

It is noted that while $\boldsymbol{M}$ is unknown, the projection $\mathcal{P}_{\Omega}(\boldsymbol{M})$ is unambiguously determined by the observed entries in $\boldsymbol{M}$. In the literature, the PGD algorithm for solving (3.59) is also known as the Singular Value Projection (SVP) algorithm for matrix completion $[43,55,104,105]$, with the update

$$
\boldsymbol{X}^{(k+1)}=\mathcal{P}_{\mathcal{M}_{\leq r}}\left(\boldsymbol{X}^{(k)}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X}^{(k)}-\boldsymbol{M}\right)\right)
$$

Here, $\mathcal{M}_{\leq r}$ is the set of matrices of rank at most $r$, i.e.,

$$
\mathcal{M}_{\leq r}=\left\{\boldsymbol{X} \in \mathbb{R}^{m \times n} \mid \operatorname{rank}(\boldsymbol{X}) \leq r\right\}
$$

In addition, the orthogonal projection $\mathcal{P}_{\mathcal{M}_{\leq r}}: \mathbb{R}^{m \times n} \rightarrow \mathcal{M}_{\leq r}$ is defined by Eckart-Young-Mirsky theorem [61] as follows. Let $\operatorname{SVD}(\boldsymbol{X})$ be the set of all triples $(\boldsymbol{\Sigma}, \boldsymbol{U}, \boldsymbol{V})$ such that $\boldsymbol{X}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{\top}$ and

$$
\left\{\begin{array}{l}
\boldsymbol{\Sigma}=\operatorname{diag}\left(\sigma_{1}(\boldsymbol{X}), \ldots, \sigma_{n}(\boldsymbol{X})\right) \\
\boldsymbol{U} \in \mathbb{R}^{m \times n}, \boldsymbol{V} \in \mathbb{R}^{n \times n}: \boldsymbol{U}^{\top} \boldsymbol{U}=\boldsymbol{V}^{\top} \boldsymbol{V}=\boldsymbol{I}_{n}
\end{array}\right.
$$

Denote $\boldsymbol{u}_{i}(\boldsymbol{X})$ and $\boldsymbol{v}_{i}(\boldsymbol{X})$ the $i$ th columns of $\boldsymbol{U}$ and $\boldsymbol{V}$, respectively. Then, the set of all projections of $\boldsymbol{X}$ onto $\mathcal{M}_{\leq r}$ is given by

$$
\begin{equation*}
\Pi_{\mathcal{M}_{\leq r}}(\boldsymbol{X})=\left\{\sum_{i=1}^{r} \sigma_{i}(\boldsymbol{X}) \boldsymbol{u}_{i}(\boldsymbol{X}) \boldsymbol{v}_{i}(\boldsymbol{X})^{\top} \mid(\boldsymbol{\Sigma}, \boldsymbol{U}, \boldsymbol{V}) \in \operatorname{SVD}(\boldsymbol{X})\right\} . \tag{3.60}
\end{equation*}
$$

The set $\Pi_{\mathcal{M}_{\leq r}}(\boldsymbol{X})$ is singleton if and only if $\sigma_{r}(\boldsymbol{X})=0$ or $\sigma_{r}(\boldsymbol{X})>\sigma_{r+1}(\boldsymbol{X})$. In the case $\Pi_{\mathcal{M}_{\leq r}}(\boldsymbol{X})$ has multiple elements, we define $\mathcal{P}_{\mathcal{M}_{\leq r}}(\boldsymbol{X})$ as the greatest element in $\Pi_{\mathcal{M}_{\leq r}}(\boldsymbol{X})$ based on the lexicographical order. We re-emphasize that our subsequent analysis holds independently of this choice.

In differential geometry, it is well-known that $\mathcal{M}_{\leq r}$ is a closed set of $\mathbb{R}^{m \times n}$ but non-smooth in those points of rank strictly less than $r$ [126]. Similar to sparse recovery, the smooth part of $\mathcal{M}_{\leq r}$ is the set of matrices of fixed rank $r$ :

$$
\mathcal{M}_{=r}=\left\{\boldsymbol{X} \in \mathbb{R}^{m \times n} \mid \operatorname{rank}(\boldsymbol{X})=r\right\} .
$$

At any $\boldsymbol{X}^{*} \in \mathcal{M}_{=r}$, it is shown [211] that derivative of $\mathcal{P}_{\mathcal{M}_{\leq r}}$ is a linear mapping from $\mathbb{R}^{m \times n}$ to $\mathbb{R}^{m \times n}$ satisfying

$$
\begin{equation*}
\nabla \mathcal{P}_{\mathcal{M}_{\leq r}}\left(\boldsymbol{X}^{*}\right)(\boldsymbol{\Delta})=\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{\perp}} \tag{3.61}
\end{equation*}
$$

where $\boldsymbol{P}_{\boldsymbol{U}_{\perp}}$ and $\boldsymbol{P}_{\boldsymbol{V}_{\perp}}$ are the projections onto the left and right null spaces of $\boldsymbol{X}^{*}$, respectively. More importantly, for any $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$, Theorem 3 in [211] asserts
that

$$
\begin{equation*}
\sup _{\boldsymbol{Y} \in \Pi_{\mathcal{M}_{\leq r}}\left(\boldsymbol{X}^{*}+\boldsymbol{\Delta}\right)}\left\|\boldsymbol{Y}-\boldsymbol{X}^{*}-\nabla \mathcal{P}_{\mathcal{M}_{\leq r}}\left(\boldsymbol{X}^{*}\right)(\boldsymbol{\Delta})\right\|_{F} \leq \frac{4(1+\sqrt{2})}{\sigma_{r}\left(\boldsymbol{X}^{*}\right)}\|\boldsymbol{\Delta}\|_{F}^{2} \tag{3.62}
\end{equation*}
$$

### 3.4.4.2 Vectorized version of matrix completion

To apply our proposed framework to matrix completion, we consider a vectorized version of (3.59) as follows. Slightly extending the notation, we denote $\mathcal{C}=\left\{\operatorname{vec}(\boldsymbol{X}) \mid \boldsymbol{X} \in \mathcal{M}_{\leq r}\right\}$ and $\operatorname{vec}(\Omega)=\{(j-1) m+i \mid(i, j) \in \Omega\}$ with $s$ distinct elements $1 \leq i_{1}<\ldots<i_{s} \leq m n$. Let $\boldsymbol{S}_{\Omega}=\left[\boldsymbol{e}_{i_{1}}, \ldots, \boldsymbol{e}_{i_{s}}\right] \in \mathbb{R}^{m n \times s}$ be the selection matrix satisfying

$$
\left\{\begin{array}{l}
\boldsymbol{S}_{\Omega}^{\top} \boldsymbol{S}_{\Omega}=\boldsymbol{I}_{s}, \\
\operatorname{vec}\left(\mathcal{P}_{\Omega}(\boldsymbol{X})\right)=\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \operatorname{vec}(\boldsymbol{X})
\end{array}\right.
$$

Then, problem (3.59) can be represented as

$$
\min _{\boldsymbol{x} \in \mathbb{R}^{m n}} \frac{1}{2}\left\|\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{x}-\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \operatorname{vec}(\boldsymbol{M})\right\|^{2} \text { s.t. } \boldsymbol{x} \in \mathcal{C} .
$$

Step 1: In this vectorized version of matrix completion, we have $\boldsymbol{A}=\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top}$, $\boldsymbol{b}=\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \operatorname{vec}(\boldsymbol{M})$, and $\mathcal{C}$ is a closed non-convex set. For any vector $\boldsymbol{x} \in \mathbb{R}^{m n}$, let $\boldsymbol{X}=\operatorname{vec}^{-1}(\boldsymbol{x})$ with $\mathcal{P}_{\mathcal{M}_{\leq r}}(\boldsymbol{X})=\sum_{i=1}^{r} \sigma_{i}(\boldsymbol{X}) \boldsymbol{u}_{i}(\boldsymbol{X}) \boldsymbol{v}_{i}(\boldsymbol{X})^{\top}$, for some $(\boldsymbol{\Sigma}, \boldsymbol{U}, \boldsymbol{V}) \in$ $\operatorname{SVD}(\boldsymbol{X})$. The projection $\mathcal{P}_{\mathcal{C}}$ is given by $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\operatorname{vec}\left(\sum_{i=1}^{r} \sigma_{i}(\boldsymbol{X}) \boldsymbol{u}_{i}(\boldsymbol{X}) \boldsymbol{v}_{i}(\boldsymbol{X})^{\top}\right)$. Using the fact that $\operatorname{vec}\left(\boldsymbol{u} \boldsymbol{v}^{\top}\right)=\boldsymbol{v} \otimes \boldsymbol{u}$, for any vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ of compatible
dimensions, $\mathcal{P}_{\mathcal{C}}$ can then be represented as

$$
\begin{equation*}
\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\sum_{i=1}^{r} \sigma_{i}(\boldsymbol{X})\left(\boldsymbol{v}_{i}(\boldsymbol{X}) \otimes \boldsymbol{u}_{i}(\boldsymbol{X})\right) . \tag{3.63}
\end{equation*}
$$

Step 2: In the following, we show that $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at any point in the set

$$
\mathcal{C}_{=r}=\left\{\operatorname{vec}(\boldsymbol{X}) \mid \boldsymbol{X} \in \mathcal{M}_{=r}\right\} .
$$

In particular, for any $\boldsymbol{x}^{*} \in \mathcal{C}_{=r}$, we prove that $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $\boldsymbol{x}^{*}$ with

$$
\nabla \mathcal{P}_{C}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp}, \quad c_{1}\left(\boldsymbol{x}^{*}\right)=\infty, \quad c_{2}\left(\boldsymbol{x}^{*}\right)=\frac{4(1+\sqrt{2})}{\sigma_{r}\left(\boldsymbol{X}^{*}\right)},
$$

where $\boldsymbol{X}^{*}=\operatorname{vec}^{-1}\left(\boldsymbol{x}^{*}\right)$. Indeed, the constants $c_{1}\left(\boldsymbol{x}^{*}\right)$ and $c_{2}\left(\boldsymbol{x}^{*}\right)$ are obtained from the matrix inequality form (3.62). Regarding $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)$, let $\boldsymbol{P}_{\boldsymbol{U}_{\perp}}$ and $\boldsymbol{P}_{\boldsymbol{V}_{\perp}}$ be the projections onto the left and right null spaces of $\boldsymbol{X}^{*}$, respectively. Denote $\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}=$ $\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}$ and $\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp}=\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}$. Since vec $(\boldsymbol{A B C})=\left(\boldsymbol{C}^{\top} \otimes \boldsymbol{A}\right) \operatorname{vec}(\boldsymbol{B})$, for any matrices $\boldsymbol{A}, \boldsymbol{B}$, and $\boldsymbol{C}$ of compatible dimensions, (3.61) can be vectorized to obtain $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)(\boldsymbol{\delta})=\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{\delta}=\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp} \boldsymbol{\delta}$ for any $\boldsymbol{\delta} \in \mathbb{R}^{m n}$.

Next, the stationarity condition (3.8) can be represented using $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)(\boldsymbol{\delta})=$ $\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp} \boldsymbol{\delta}$ as $\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top}\left(\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{x}^{*}-\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \operatorname{vec}(\boldsymbol{M})\right)=\mathbf{0}$. Denote $\boldsymbol{Q}_{\perp} \in \mathbb{R}^{m n \times r(m+n-r)}$ the matrix satisfying $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{Q}_{\perp}=\boldsymbol{I}_{r(m+n-r)}$ and $\boldsymbol{Q}_{\perp} \boldsymbol{Q}_{\perp}^{\top}=\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp}$. Then, we obtain
the conditions for $\boldsymbol{x}^{*}$ to be a Lipschitz stationary point of (3.59) are $\boldsymbol{x}^{*} \in \mathcal{C}_{=r}$ and

$$
\begin{equation*}
\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top}\left(\boldsymbol{x}^{*}-\operatorname{vec}(\boldsymbol{M})\right)=\mathbf{0} \tag{3.64}
\end{equation*}
$$

Step 3: The stationarity condition (3.64) leads to two cases. The first case is when $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega}$ has full (row-)rank and hence,

$$
\begin{equation*}
\boldsymbol{S}_{\Omega}^{\top}\left(\boldsymbol{x}^{*}-\operatorname{vec}(\boldsymbol{M})\right)=\mathbf{0} . \tag{3.65}
\end{equation*}
$$

In matrix form, (3.65) can be rewritten as $\mathcal{P}_{\Omega}\left(\boldsymbol{X}^{*}\right)=\mathcal{P}_{\Omega}(\boldsymbol{M})$, which implies $\boldsymbol{X}^{*}$ is a global minimizer of (3.59). Interestingly, this case enjoys the special setting considered in Corollary 3.1 as

$$
\begin{equation*}
\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-\eta \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top}\left(\boldsymbol{x}^{*}-\operatorname{vec}(\boldsymbol{M})\right)=\boldsymbol{x}^{*}, \tag{3.66}
\end{equation*}
$$

for any $\eta>0$. In the second case, if $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega}$ has rank strictly less than $r(m+n-$ $r$ ), then $\boldsymbol{S}_{\Omega}^{\top}\left(\boldsymbol{x}^{*}-\operatorname{vec}(\boldsymbol{M})\right)$ may not be $\mathbf{0}$ (e.g., a non-zero right singular vector of $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega}$ ). This implies $\boldsymbol{z}_{\eta}^{*} \neq \boldsymbol{x}^{*}$ and one needs to characterize the Lipschitzcontinuous differentiability of the projection $\mathcal{P}_{\mathcal{C}}$ onto the set of low-rank matrices at $\boldsymbol{z}_{\eta}^{*}$ that may not have exact rank $r$. While the derivative of $\mathcal{P}_{\mathcal{C}}$ at a matrix with rank greater than $r$ has been studied in [64,211], it requires complete development of the error bound on the first-order expansion of this operator to obtain the constants $c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)$ and $c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)$. For the purpose of demonstration, we restrict our subsequent analysis to the first case when $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega}$ has full (row-)rank. Since $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}$
in this case, $\mathcal{P}_{\mathcal{C}}$ is Lipschitz-continuously differentiable at $\boldsymbol{z}_{\eta}^{*}$ with

$$
\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp}, c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)=\infty, c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)=\frac{4(1+\sqrt{2})}{\sigma_{r}\left(\boldsymbol{X}^{*}\right)}
$$

Step 4: Since $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp}$, using (3.19), we obtain the asymptotic linear rate as

$$
\begin{equation*}
\rho=\max \left\{\left|1-\eta \lambda_{1}\right|,\left|1-\eta \lambda_{r(m+n-r)}\right|\right\}, \tag{3.67}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{r(m+n-r)}$ are the largest and smallest eigenvalues of $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}$, respectively.

Step 5: From (3.67), we have $\rho<1$ if and only if $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}$ has full rank and

$$
0<\eta<\frac{2}{\left\|\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right\|_{2}}
$$

Here, we would like to point out the condition $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}$ has full rank implies $s \geq r(m+n-r)$, which can be interpreted as a requirement for the number of observations being no less than the degree of freedom in matrix completion. The invertibility of $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}$ is also equivalent to the injectivity of the sampling operator restricted to the tangent space $T$ to $\mathcal{M}_{\leq r}$ at $\boldsymbol{X}^{*}$, denoted by $\mathcal{A}_{\Omega T}$ in [33]Section 4.2. It is interesting to note that under the standard assumptions on uniform sampling and incoherence property, Candès and Recht [33] showed that $\mathcal{A}_{\Omega T}$ is injective with high probability.

Step 6: Recall that $c_{1}\left(\boldsymbol{x}^{*}\right)=c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)=\infty$. Since $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}}^{\perp}$,
using (3.20), the region of linear convergence is given by

$$
\begin{equation*}
\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\| \leq \frac{(1-\rho) \sigma_{r}\left(\boldsymbol{X}^{*}\right)}{8(1+\sqrt{2})} \tag{3.68}
\end{equation*}
$$

Remark 3.8. Similar to (3.38) and (3.39), the optimal step size and the optimal convergence rate are given by

$$
\begin{align*}
\eta_{o p t} & =\frac{2}{\lambda_{1}\left(\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right)+\lambda_{r(m+n-r)}\left(\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right)} \\
\rho_{\text {opt }} & =1-\frac{2}{\kappa\left(\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right)+1} \tag{3.69}
\end{align*}
$$

We consider the following numerical experiment to verify the analytical rate in (3.67). The data is generated randomly as follows. First, we sample two matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ with i.i.d normally distributed entries, of dimensions $50 \times 3$ and $40 \times 3$, respectively. Next, we obtain the rank-3 matrix of dimension $50 \times 40$ as the product $\boldsymbol{X}^{*}=\boldsymbol{A} \boldsymbol{B}^{\top}$. Third, we select 800 observations uniformly at random among the 2000 positions in $\boldsymbol{X}^{*}$. We apply PGD with different step sizes (listed in Fig. 3.3) including $\eta_{\text {opt }}$ in (3.69) and record the value of $\left\|\boldsymbol{X}^{(k)}-\boldsymbol{X}^{*}\right\|_{F}$ as a function of $k$. It can be seen from Fig. 3.3 that the theoretical rate matches well the empirical rate, reassuring the correctness of our analysis in the previous section.

Remark 3.9. The rate in (3.67) has not been proposed in the literature. However, in the special case of using unit step size, it matches the rate established for the IHTSVD algorithm in [46]. In their work, the authors provide the result relative to the matrix $\left(\boldsymbol{S}_{\bar{\Omega}}\right)^{\top} \boldsymbol{P}_{\boldsymbol{U}_{\perp} \boldsymbol{V}_{\perp}} \boldsymbol{S}_{\bar{\Omega}}$ instead of $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}$, where $\boldsymbol{S}_{\bar{\Omega}} \in \mathbb{R}^{m n \times(m n-s)}$ is the


Figure 3.3: (Log-scale) plot of the distance between the current iterate and the local minimizer of the matrix completion problem, as a function of the number of iterations. Each solid line corresponds to PGD with a different fixed step size. Each dashed line represents the respective exponential bound $\rho^{k}$ up to a constant, where the theoretical rate $\rho$ is given by (3.67). In the experiment, we select $m=$ $50, n=40, r=3$, and $s=800$. The optimal step size $\eta_{\text {opt }}=2.2833$ is given by (3.69), with the corresponding optimal rate $\rho_{\text {opt }}=0.9265$.
selection matrix that is complement to $\boldsymbol{S}_{\Omega}$. It can be shown that the two matrices share the same set of eigenvalues while may only differ by the eigenvalues at 1. Since IHTSVD uses $\eta=1$, these unit eigenvalues do not affect the maximization in (3.67). Compared to the local convergence result in [46], our application in this subsection not only considers PGD with different step sizes but also includes the region of linear convergence in (3.68).

### 3.5 Conclusion and Future Work

We presented a unified framework to analyze the local convergence of projected gradient descent for constrained least squares. Our analysis provides the asymptotic rate of convergence in a closed-form expression, the number of iterations required to reach certain accuracy, and the local region of convergence. Notably, our technique relies on the Lipschitz-continuous differentiability of the projection operator at two key points: $\boldsymbol{x}^{*}$ and $\boldsymbol{z}_{\eta}^{*}$. Finally, we demonstrated the application of our proposed framework to local convergence analysis of PGD in four well-known problems: linear equality-constrained least squares, sparse recovery, least squares with a unit norm constraint, and matrix completion.

While the work here focuses on the specific setting of linear converges of the PGD algorithm, we believe it can be expanded in several directions. First, our framework can be utilized to analyze the following cases: (i) adaptive step size schemes (e.g., the backtracking line search rule), (ii) accelerated methods (e.g., the Nesterov's accelerated gradient and the Heavy Ball method), (iii) general ob-
jective functions other than least squares, and (iv) other algorithms for manifold optimization such as Riemannian gradient descent. Another interesting research direction is to sharpen the theoretical bound on the ROC in order to better explain the actual region in which the algorithm converges to the desired solution. Finally, the proposed framework can be used to further study the performance of PGD for a variety of constrained least squares problems arising in the area of phase-only beamforming [206], online power system optimization [94], spectral compressed sensing [28], and linear dimensionality reduction [50].

### 3.6 Appendix

### 3.6.1 Proof of Lemma 3.1

Our goal in the proof of Lemma 3.1 is to show that if the fixed point condition $\boldsymbol{x}^{*}=$ $\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)\right)$ holds, then the stationarity condition $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\right.$ $\boldsymbol{b})=\mathbf{0}$ holds. Note that if $\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\mathbf{0}$, then the stationarity condition holds trivially. Hence, we focus on the proof for $\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right) \neq \mathbf{0}$. We first show that for any $0 \leq \alpha<1, \boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)\right)$ is a sufficient condition for

$$
\begin{equation*}
\Pi_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\alpha \eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)\right)=\left\{\boldsymbol{x}^{*}\right\} \tag{3.70}
\end{equation*}
$$

Then, using (3.70) and the differentiability of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{x}^{*}$, we prove $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\right.$ $\boldsymbol{b})=\mathbf{0}$. We proceed with the detailed proof.

First, let $\boldsymbol{v}^{*}=\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$ and $\boldsymbol{z}_{\alpha \eta}^{*}=\boldsymbol{x}^{*}-\alpha \eta \boldsymbol{v}^{*}$. On the one hand, for any
$0 \leq \alpha<1$ and $\boldsymbol{y} \in \Pi_{\mathcal{C}}\left(\boldsymbol{z}_{\alpha \eta}^{*}\right)$, we have

$$
\begin{align*}
\left\|\boldsymbol{y}-\boldsymbol{z}_{\eta}^{*}\right\| & =\left\|\left(\boldsymbol{y}-\boldsymbol{z}_{\alpha \eta}^{*}\right)+\left(\boldsymbol{z}_{\alpha \eta}^{*}-\boldsymbol{z}_{\eta}^{*}\right)\right\| \\
& \leq\left\|\boldsymbol{y}-\boldsymbol{z}_{\alpha \eta}^{*}\right\|+\left\|\boldsymbol{z}_{\alpha \eta}^{*}-\boldsymbol{z}_{\eta}^{*}\right\| \\
& =d\left(\boldsymbol{z}_{\alpha \eta}^{*}, \mathcal{C}\right)+\left\|\boldsymbol{z}_{\alpha \eta}^{*}-\boldsymbol{z}_{\eta}^{*}\right\| \\
& \leq\left\|\boldsymbol{x}^{*}-\boldsymbol{z}_{\alpha \eta}^{*}\right\|+\left\|\boldsymbol{z}_{\alpha \eta}^{*}-\boldsymbol{z}_{\eta}^{*}\right\| \tag{3.71}
\end{align*}
$$

where the first inequality uses the triangle inequality that holds when $\boldsymbol{y}-\boldsymbol{z}_{\alpha \eta}^{*}=$ $\beta\left(\boldsymbol{z}_{\alpha \eta}^{*}-\boldsymbol{z}_{\eta}^{*}\right)$, for some $\beta \geq 0$. Using the fact that $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-\eta \boldsymbol{v}^{*}$ and $\boldsymbol{z}_{\alpha \eta}^{*}=\boldsymbol{x}^{*}-\alpha \eta \boldsymbol{v}^{*}$, we obtain

$$
\begin{align*}
\left\|\boldsymbol{x}^{*}-\boldsymbol{z}_{\alpha \eta}^{*}\right\|+\left\|\boldsymbol{z}_{\alpha \eta}^{*}-\boldsymbol{z}_{\eta}^{*}\right\| & =\left\|\alpha \eta \boldsymbol{v}^{*}\right\|+\left\|(1-\alpha) \eta \boldsymbol{v}^{*}\right\| \\
& =\left\|\alpha \eta \boldsymbol{v}^{*}+(1-\alpha) \eta \boldsymbol{v}^{*}\right\| \\
& =\left\|\eta \boldsymbol{v}^{*}\right\| \\
& =\left\|\boldsymbol{x}^{*}-\boldsymbol{z}_{\eta}^{*}\right\| . \tag{3.72}
\end{align*}
$$

From (3.71) and (3.72), we have

$$
\begin{equation*}
\left\|\boldsymbol{y}-\boldsymbol{z}_{\eta}^{*}\right\| \leq\left\|\boldsymbol{x}^{*}-\boldsymbol{z}_{\eta}^{*}\right\| \tag{3.73}
\end{equation*}
$$

with the equality holding if and only if

$$
\left\{\begin{array}{l}
\boldsymbol{y}-\boldsymbol{z}_{\alpha \eta}^{*}=\beta\left(\boldsymbol{z}_{\alpha \eta}^{*}-\boldsymbol{z}_{\eta}^{*}\right),  \tag{3.74}\\
\left\|\boldsymbol{y}-\boldsymbol{z}_{\alpha \eta}^{*}\right\|=\left\|\boldsymbol{x}^{*}-\boldsymbol{z}_{\alpha \eta}^{*}\right\| .
\end{array}\right.
$$

Using the fact that $\boldsymbol{z}_{\eta}^{*}=\boldsymbol{x}^{*}-\eta \boldsymbol{v}^{*}$ and $\boldsymbol{z}_{\alpha \eta}^{*}=\boldsymbol{x}^{*}-\alpha \eta \boldsymbol{v}^{*}$, (3.74) holds if and only if

$$
\begin{equation*}
\beta=\frac{\alpha}{1-\alpha} \text { and } \boldsymbol{y}=\boldsymbol{x}^{*} . \tag{3.75}
\end{equation*}
$$

On the other hand, since $\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$ and $\boldsymbol{y} \in \mathcal{C}$, we have

$$
\begin{equation*}
\left\|\boldsymbol{y}-\boldsymbol{z}_{\eta}^{*}\right\| \geq\left\|\boldsymbol{x}^{*}-\boldsymbol{z}_{\eta}^{*}\right\| . \tag{3.76}
\end{equation*}
$$

From (3.73) and (3.76), we conclude that $\left\|\boldsymbol{y}-\boldsymbol{z}_{\eta}^{*}\right\|=\left\|\boldsymbol{x}^{*}-\boldsymbol{z}_{\eta}^{*}\right\|$. Moreover, from (3.75), the equality holds if and only if $\boldsymbol{y}=\boldsymbol{x}^{*}$. Since this holds for any $\boldsymbol{y} \in \Pi_{\mathcal{C}}\left(\boldsymbol{z}_{\alpha \eta}^{*}\right)$, we conclude that $\Pi_{\mathcal{C}}\left(\boldsymbol{z}_{\alpha \eta}^{*}\right)=\left\{\boldsymbol{x}^{*}\right\}$ for all $0 \leq \alpha<1$.

Next, using the differentiability of the projection $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{x}^{*}$ from Definition 3.1, we have

$$
\lim _{\alpha \rightarrow 0} \sup _{\boldsymbol{y} \in \Pi_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\alpha \eta \boldsymbol{v}^{*}\right)} \frac{\left\|\boldsymbol{y}-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)-\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)\left(\alpha \eta \boldsymbol{v}^{*}\right)\right\|}{\left\|\alpha \eta \boldsymbol{v}^{*}\right\|}=0 .
$$

Substituting $\Pi_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\alpha \eta \boldsymbol{v}^{*}\right)=\Pi_{\mathcal{C}}\left(\boldsymbol{z}_{\alpha \eta}^{*}\right)=\left\{\boldsymbol{x}^{*}\right\}$ and $\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{x}^{*}$ into the last
equation, we obtain

$$
\begin{aligned}
0 & =\lim _{\alpha \rightarrow 0} \frac{\left\|\boldsymbol{x}^{*}-\boldsymbol{x}^{*}-\alpha \eta \nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{v}^{*}\right\|}{\left\|\alpha \eta \boldsymbol{v}^{*}\right\|} \\
& =\lim _{\alpha \rightarrow 0} \frac{\alpha \eta\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{v}^{*}\right\|}{\alpha \eta\left\|\boldsymbol{v}^{*}\right\|} \\
& =\frac{\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{v}^{*}\right\|}{\left\|\boldsymbol{v}^{*}\right\|}
\end{aligned}
$$

which only holds if $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{v}^{*}=\mathbf{0}$. This completes our proof of the lemma.

### 3.6.2 Proof of Corollary 3.1

In the following, under the assumption $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{U}_{\boldsymbol{x}^{*}} \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top}$, we show that (i) the asymptotic convergence rate $\rho(\boldsymbol{H})$ is given by (3.19), (ii) the sufficient conditions for $\rho(\boldsymbol{H})<1$ are $\left(\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$ is full rank and (3.18) holds, and (iii) the region of linear convergence can be simplified from (3.13) to (3.20).

First, we prove (3.19) by simplifying the expression of $\boldsymbol{H}$ in (3.17) and the fact that $\boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{U}_{\boldsymbol{x}^{*}}=\boldsymbol{I}_{d}$ as follows. Substituting $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)$ and $\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)$ by $\boldsymbol{U}_{\boldsymbol{x}^{*}} \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top}$ into (3.12) yields

$$
\begin{aligned}
\boldsymbol{H} & =\boldsymbol{U}_{\boldsymbol{x}^{*}} \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top}\left(\boldsymbol{I}_{n}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{U}_{\boldsymbol{x}^{*}} \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \\
& =\boldsymbol{U}_{\boldsymbol{x}^{*}}\left(\boldsymbol{I}_{d}-\eta \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right) \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top}
\end{aligned}
$$

where the second equality stems from $\boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{U}_{\boldsymbol{x}^{*}}=\boldsymbol{I}_{d}$. Since $\boldsymbol{H}$ is symmetric, its
spectral radius equals to its spectral norm:

$$
\rho(\boldsymbol{H})=\left\|\boldsymbol{U}_{\boldsymbol{x}^{*}}\left(\boldsymbol{I}_{d}-\eta \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right) \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top}\right\|_{2}
$$

Using the fact that the spectral norm is invariant under left-multiplication by matrices with orthonormal columns and right-multiplication by matrices with orthonormal rows (see [151] - Exercise 5.6.9), we further have

$$
\begin{equation*}
\rho(\boldsymbol{H})=\left\|\boldsymbol{I}_{d}-\eta \boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right\|_{2} . \tag{3.77}
\end{equation*}
$$

Let $\boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}=\hat{\boldsymbol{U}} \hat{\boldsymbol{\Lambda}} \hat{\boldsymbol{U}}^{\top}$ be an eigendecomposition, where $\hat{\boldsymbol{U}} \in \mathbb{R}^{d \times d}$ is an orthogonal matrix and $\hat{\boldsymbol{\Lambda}}=\operatorname{diag}\left(\lambda_{1}\left(\boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right), \ldots, \lambda_{d}\left(\boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)\right)$. Since $\hat{\boldsymbol{U}}^{\top} \hat{\boldsymbol{U}}=\boldsymbol{I}_{d}$, (3.77) can be represented as

$$
\rho(\boldsymbol{H})=\left\|\hat{\boldsymbol{U}}\left(\boldsymbol{I}_{d}-\eta \hat{\boldsymbol{\Lambda}}\right) \hat{\boldsymbol{U}}^{\top}\right\|_{2}=\left\|\boldsymbol{I}_{d}-\eta \hat{\boldsymbol{\Lambda}}\right\|_{2} .
$$

Now using the fact that the spectral norm of a diagonal matrix is the maximum of the absolute values of its diagonal entries, we obtain

$$
\begin{aligned}
\rho(\boldsymbol{H}) & =\max _{1 \leq i \leq d}\left|1-\eta \lambda_{i}\left(\boldsymbol{U}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)\right| \\
& =\max \left\{\left|1-\eta \lambda_{1}\right|,\left|1-\eta \lambda_{d}\right|\right\} .
\end{aligned}
$$

Second, we establish the sufficient conditions for $\rho(\boldsymbol{H})<1$ by bounding each
term inside the maximum in (3.19) as follows. Since $\lambda_{d} \geq 0$, we have

$$
-1<1-\eta \lambda_{1} \leq 1-\eta \lambda_{d} \leq 1, \text { for } i=1, \ldots, d
$$

if $0<\eta<2 / \lambda_{1}$. It is also noted from the definition of the spectral norm that $\left\|\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right\|_{2}^{2}=\lambda_{1}$. Therefore, $\rho(\boldsymbol{H}) \leq 1$ provided that (3.18) holds. The equality $\rho(\boldsymbol{H})=1$ holds if and only if $\lambda_{d}=0$, i.e., $\left(\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$ is singular. In other words, when $\left(\boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}\right)^{\top} \boldsymbol{A} \boldsymbol{U}_{\boldsymbol{x}^{*}}$ is full rank and (3.18) holds, the linear convergence is guaranteed as $\rho(\boldsymbol{H})<1$.

Finally, the region of linear convergence in (3.20) is determined based on simplifying (3.13) as follows. First, using Remark 3.1, we obtain $\kappa(\boldsymbol{Q})=1$. Second, from (3.17), we have $\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2}=\left\|\mathcal{P}_{T_{\boldsymbol{x}^{*}}(\mathcal{C})}\right\|_{2}=1$. Third, substituting $\kappa(\boldsymbol{Q})=1$ and $\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2}=1$ into (3.13) yields (3.20). This completes our proof of the corollary.

### 3.6.3 Proof of Lemma 3.2

Our goal is to show the error vector $\boldsymbol{\delta}^{(k)}$ satisfies the asymptotically-linear quadratic system dynamic in (3.25) and to bound the norm of the residual $\boldsymbol{q}_{2}$ by (3.26).

First, our key idea in proving (3.25) is the Lipschitz-continuous differentiability of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{x}^{*}$ and at $\boldsymbol{z}_{\eta}^{*}$. Specifically, for any $k$ such that $\boldsymbol{\delta}^{(k)}$ admits a perturbation
$\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}$ that satisfies

$$
\begin{equation*}
\left\|\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right\|<c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right) \tag{3.78}
\end{equation*}
$$

applying the Lipschitz-continuous differentiability of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{z}_{\eta}^{*}$ to (3.23) yields

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}+\boldsymbol{q}_{1}\left(\boldsymbol{\delta}^{(k)}\right) \tag{3.79}
\end{equation*}
$$

where the residual $\boldsymbol{q}_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ satisfies

$$
\begin{align*}
\left\|\boldsymbol{q}_{1}\left(\boldsymbol{\delta}^{(k)}\right)\right\| & \leq c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)\left\|\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right\|^{2} \\
& \leq c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right) u_{\eta}^{2}\left\|\boldsymbol{\delta}^{(k)}\right\|^{2} . \tag{3.80}
\end{align*}
$$

On the other hand, using the fact that $\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right), \boldsymbol{x}^{(k)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}\right)$, and the Lipschitz-continuous differentiability of $\mathcal{P}_{\mathcal{C}}$ at $\boldsymbol{x}^{*}$ with the perturbation $\boldsymbol{\delta}^{(k)} \in$ $\mathcal{B}\left(\mathbf{0}, c_{1}\left(\boldsymbol{x}^{*}\right)\right)$, we obtain

$$
\begin{align*}
\boldsymbol{\delta}^{(k)} & =\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*} \\
& =\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}\right)-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \\
& =\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right) \boldsymbol{\delta}^{(k)}+\boldsymbol{q}_{\boldsymbol{x}^{*}}\left(\boldsymbol{\delta}^{(k)}\right), \tag{3.81}
\end{align*}
$$

where the residual $\boldsymbol{q}_{\boldsymbol{x}^{*}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ satisfies $\left\|\boldsymbol{q}_{\boldsymbol{x}^{*}}\left(\boldsymbol{\delta}^{(k)}\right)\right\| \leq c_{2}\left(\boldsymbol{x}^{*}\right)\left\|\boldsymbol{\delta}^{(k)}\right\|^{2}$. We proceed with the proof of (3.25) by combining the results from (3.79) and (3.81) as follows. Since $\left\|\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right\| \leq\left\|\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right\|_{2}\left\|\boldsymbol{\delta}^{(k)}\right\|=u_{\eta}\left\|\boldsymbol{\delta}^{(k)}\right\|$, the sufficient condition
for (3.78) is $\left\|\boldsymbol{\delta}^{(k)}\right\|<c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right) / u_{\eta}$. Thus, $\left\|\boldsymbol{\delta}^{(k)}\right\|<\min \left\{c_{1}\left(\boldsymbol{x}^{*}\right), c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right) / u_{\eta}\right\}$ is sufficient for both (3.79) and (3.81). Substituting (3.81) into the RHS of (3.79), we obtain (3.25) with $\boldsymbol{q}_{2}\left(\boldsymbol{\delta}^{(k)}\right)=\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{q}_{\boldsymbol{x}^{*}}\left(\boldsymbol{\delta}^{(k)}\right)+\boldsymbol{q}_{1}\left(\boldsymbol{\delta}^{(k)}\right)$. Next, to bound the norm of the residual $\boldsymbol{q}_{2}$, we apply the triangle inequality as follows

$$
\begin{equation*}
\left\|\boldsymbol{q}_{2}\left(\boldsymbol{\delta}^{(k)}\right)\right\| \leq\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{q}_{\boldsymbol{x}^{*}}\left(\boldsymbol{\delta}^{(k)}\right)\right\|+\left\|\boldsymbol{q}_{1}\left(\boldsymbol{\delta}^{(k)}\right)\right\| . \tag{3.82}
\end{equation*}
$$

On the one hand, the first term on the RHS of (3.82) can be bounded by

$$
\begin{align*}
\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\left(\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{q}_{\boldsymbol{x}^{*}}\left(\boldsymbol{\delta}^{(k)}\right)\right\| & \leq\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2}\left\|\boldsymbol{I}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right\|_{2}\left\|\boldsymbol{q}_{\boldsymbol{x}^{*}}\left(\boldsymbol{\delta}^{(k)}\right)\right\| \\
& \leq\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2} u_{\eta} c_{2}\left(\boldsymbol{x}^{*}\right)\left\|\boldsymbol{\delta}^{(k)}\right\|^{2} \tag{3.83}
\end{align*}
$$

On the other hand, the second term on the RHS of (3.82) can be bounded by (3.80). Combining the two bounds, we obtain (3.26).

### 3.6.4 Proof of Lemma 3.3

In this section, our goal is to show the recursion on the transformed error vector (3.29) holds at any $k \in \mathbb{N}$ provided that the initial error vector lies within the region of linear convergence described by (3.13). In the first step, we prove that if the current transformed error vector lies within the region of linear convergence

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|<\min \left\{\frac{c_{1}\left(\boldsymbol{x}^{*}\right)}{\|\boldsymbol{Q}\|_{2}}, \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{\|\boldsymbol{Q}\|_{2} u_{\eta}}, \frac{1-\rho(\boldsymbol{H})}{q /\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\right\} . \tag{3.84}
\end{equation*}
$$

then $\tilde{\boldsymbol{\delta}}^{(k+1)}=\boldsymbol{\Lambda} \tilde{\boldsymbol{\delta}}^{(k)}+\boldsymbol{q}_{3}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)$ and moreover, the next transformed error vector also lies within the region of linear convergence

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\|<\min \left\{\frac{c_{1}\left(\boldsymbol{x}^{*}\right)}{\|\boldsymbol{Q}\|_{2}}, \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{\|\boldsymbol{Q}\|_{2} u_{\eta}}, \frac{1-\rho(\boldsymbol{H})}{q /\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\right\} . \tag{3.85}
\end{equation*}
$$

Therefore, by the principle of induction, the initial condition on the transformed error vector, i.e., (3.84) holds at $k=0$, is the sufficient condition for (3.29) to hold at any $k \in \mathbb{N}$. In the second step, we show that (3.84) holds at $k=0$ if the initial condition on the error vector (3.13) holds and hence, completes the proof of lemma. We proceed with our detailed proof below.

First, let us assume that (3.84) holds. We have

$$
\begin{align*}
\left\|\boldsymbol{\delta}^{(k)}\right\| & =\left\|\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq\|\boldsymbol{Q}\|_{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \\
& <\|\boldsymbol{Q}\|_{2} \min \left\{\frac{c_{1}\left(\boldsymbol{x}^{*}\right)}{\|\boldsymbol{Q}\|_{2}}, \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{\|\boldsymbol{Q}\|_{2} u_{\eta}}, \frac{1-\rho(\boldsymbol{H})}{q /\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\right\} \\
& \leq \min \left\{c_{1}\left(\boldsymbol{x}^{*}\right), \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{u_{\eta}}\right\}, \tag{3.86}
\end{align*}
$$

Thus, by Lemma 3.2, we have $\boldsymbol{\delta}^{(k+1)}=\boldsymbol{H} \boldsymbol{\delta}^{(k)}+\boldsymbol{q}_{2}\left(\boldsymbol{\delta}^{(k)}\right.$. Substituting $\boldsymbol{H}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{-1}$ and multiplying both sides with $\boldsymbol{Q}^{-1}$ yields $\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k+1)}=\boldsymbol{\Lambda} \boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k)}+\boldsymbol{Q}^{-1} \boldsymbol{q}_{2}\left(\boldsymbol{\delta}^{(k)}\right)$. Replacing $\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k)}$ by $\tilde{\boldsymbol{\delta}}^{(k)}$ and $\boldsymbol{\delta}^{(k)}$ by $\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}$ in the last equation, we obtain (3.29),
i.e., $\tilde{\boldsymbol{\delta}}^{(k+1)}=\boldsymbol{\Lambda} \tilde{\boldsymbol{\delta}}^{(k)}+\boldsymbol{q}_{3}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)$. Here, the second term $\boldsymbol{q}_{3}$ can be bounded as follows

$$
\begin{align*}
& \left\|\boldsymbol{q}_{3}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\|=\left\|\boldsymbol{Q}^{-1} \boldsymbol{q}_{2}\left(\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \leq\left\|\boldsymbol{Q}^{-1}\right\|_{2}\left\|\boldsymbol{q}_{2}\left(\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \\
& \quad \leq\left\|\boldsymbol{Q}^{-1}\right\|_{2}\left(c_{2}\left(\boldsymbol{x}^{*}\right)+\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2} c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)\right)\left\|\boldsymbol{Q} \tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \\
& \quad \leq\left\|\boldsymbol{Q}^{-1}\right\|_{2}\left(c_{2}\left(\boldsymbol{x}^{*}\right)+\left\|\nabla \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{z}_{\eta}^{*}\right)\right\|_{2} c_{2}\left(\boldsymbol{z}_{\eta}^{*}\right)\right)\|\boldsymbol{Q}\|_{2}^{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \\
& \quad=\frac{q}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \tag{3.87}
\end{align*}
$$

Now, taking the norms of both sides of (3.29) and applying the triangle inequality yield

$$
\begin{align*}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| & \leq\left\|\boldsymbol{\Lambda} \tilde{\boldsymbol{\delta}}^{(k)}\right\|+\left\|\boldsymbol{q}_{3}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \\
& \leq \rho(\boldsymbol{H})\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+\frac{q}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \\
& <\rho(\boldsymbol{H})\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+(1-\rho(\boldsymbol{H}))\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \\
& =\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \tag{3.88}
\end{align*}
$$

where the second inequality stems from $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|<(1-\rho(\boldsymbol{H})) /\left(q /\left\|\boldsymbol{Q}^{-1}\right\|_{2}\right)$. From (3.84) and (3.88), we conclude that (3.85) holds. By the principle of induction, we have (3.84) holds for all $k \in \mathbb{N}$ provided that it holds at $k=0$, i.e.,

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|<\min \left\{\frac{c_{1}\left(\boldsymbol{x}^{*}\right)}{\|\boldsymbol{Q}\|_{2}}, \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{\|\boldsymbol{Q}\|_{2} u_{\eta}}, \frac{1-\rho(\boldsymbol{H})}{q /\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\right\} . \tag{3.89}
\end{equation*}
$$

Second, we prove that (3.13) is sufficient for (3.89). Using the definition $\tilde{\boldsymbol{\delta}}^{(k)}=$
$\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k)}$, we have

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|=\left\|\boldsymbol{Q}^{-1} \boldsymbol{\delta}^{(k)}\right\| \leq\left\|\boldsymbol{Q}^{-1}\right\|_{2}\left\|\boldsymbol{\delta}^{(k)}\right\| . \tag{3.90}
\end{equation*}
$$

Upper-bounding $\left\|\boldsymbol{\delta}^{(k)}\right\|$ by the LHS of (3.13) and substituting back into (3.90) yield

$$
\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|<\left\|\boldsymbol{Q}^{-1}\right\|_{2} \min \left\{\frac{c_{1}\left(\boldsymbol{x}^{*}\right)}{\kappa(\boldsymbol{Q})}, \frac{c_{1}\left(\boldsymbol{z}_{\eta}^{*}\right)}{\kappa(\boldsymbol{Q}) u_{\eta}}, \frac{1-\rho(\boldsymbol{H})}{q}\right\}
$$

Finally, replacing $\kappa(\boldsymbol{Q})$ by the product $\|\boldsymbol{Q}\|_{2}\left\|\boldsymbol{Q}^{-1}\right\|_{2}$ and simplifying yield (3.89). This completes our proof of the lemma.

### 3.6.5 Proof of Lemma 3.4

In this section, we show the convergence of $\left\{\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|\right\}_{k=0}^{\infty}$ using Theorem 1 in [216].
Our idea is to consider a surrogate sequence $\left\{a_{k}\right\}_{k=0}^{\infty}$ that upper-bounds $\left\{\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|\right\}_{k=0}^{\infty}$ :

$$
\left\{\begin{array}{l}
a_{0}=\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| \\
a_{k+1}=\rho(\boldsymbol{H}) a_{k}+\frac{q}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}} a_{k}^{2}
\end{array}\right.
$$

First, we prove by induction that

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq a_{k} \quad \forall k \in \mathbb{N} \tag{3.91}
\end{equation*}
$$

The base case when $k=0$ holds trivially as $a_{0}=\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$. In the induction step, given $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq a_{k}$ for some integer $k \geq 0$, we have

$$
\begin{aligned}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| & \leq \rho(\boldsymbol{H})\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+\frac{q}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \\
& \leq \rho a_{k}+\frac{q}{\left\|\boldsymbol{Q}^{-1}\right\|_{2}} a_{k}^{2} \\
& =a_{k+1} .
\end{aligned}
$$

By the principle of induction, (3.91) holds for all $k \in \mathbb{N}$. Next, applying Theorem 1 in [216], under the condition $a_{0}=\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|<(1-\rho(\boldsymbol{H})) /\left(q /\left\|\boldsymbol{Q}^{-1}\right\|_{2}\right)$, yields $a_{k} \leq \tilde{\epsilon} a_{0}$ for any integer $k$ satisfies (3.31). From (3.91), we further have $\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq a_{k} \leq \tilde{\epsilon} a_{0}=$ $\tilde{\epsilon}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|$. This completes our proof of the lemma.

### 3.6.6 Related Work

In this section, we review existing approaches to convergence analysis of iterative first-order methods in optimization including projected gradient descent. We present several aspects of convergence, namely, convergence to a global versus a local optimum and speed of convergence. Finally, we clarify our contribution in this work with regard to previous works in the literature.

### 3.6.6.1 Convergence of Iterative First-Order Methods

Convergence properties of iterative algorithms such as PGD often involve two key aspects: the quality of convergent points and the speed of convergence. On the one hand, the quality of convergent points provides useful insights into when the algorithm converges, whether it converges to a stationary point or a set of stationary points of the problem, and how big is the gap between the objective function at the convergent point and the optimal objective value. On the other hand, the speed of convergence concerns the order of convergence, the rate of convergence, and the number of iterations required to obtain sufficiently small errors. Let $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ be the sequence of updates generated by a certain iterative first-order method (e.g., PGD). In order to prove the convergence of the algorithm, it is common $[16,24,140,160,167]$ to consider the convergence of the following quantities to $\mathbf{0}$ as $k \rightarrow \infty$ : (i) the norm of the generalized gradient $\left(\| \frac{1}{\eta}\left(\boldsymbol{x}^{(k+1)}-\right.\right.$ $\left.\boldsymbol{x}^{(k)}\right) \|$ ), (ii) the gap between current objective function and the optimal value $\left(\left|f\left(\boldsymbol{x}^{(k)}\right)-f^{*}\right|\right)$, and (iii) the distance to a convergent point $\left(\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|\right)$. Here, we note that $f^{*}$ and $\boldsymbol{x}^{*}$ are the limiting points of the objective function $f\left(\boldsymbol{x}^{(k)}\right)$ and the parameter $\boldsymbol{x}^{(k)}$ as the number of iterations $k$ goes to infinity, respectively. In (i), the convergence of the generalized gradient norm to 0 implies the stationarity condition of the constrained problem is satisfied. It follows that the algorithm converges to $a$ set of stationary points of the problem. In (ii), the convergence on the function side is often obtained via the monotonicity of the objective-value sequence $\left\{f\left(\boldsymbol{x}^{(k)}\right)\right\}_{k=0}^{\infty}$ (e.g., decreasing to a limiting value $f^{*}$ ). This in turn implies the sequence $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$
converges to $a$ set of local optima that yields the same objective function value $f^{*} .{ }^{8}$ In (iii), the convergence of $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|$ implies convergence to a unique point that is often an isolated local optimum point of the problem. Typically, convergence on the domain side is used in linear convergence proofs for strongly convex settings.

### 3.6.6.2 Convergence to a Global Optimum

In general, a stationary point can be a saddle point, a local/global minimum, or local/global maximum of the problem. When both the objective function and the constraint set are convex, it is well-known that all stationary points are also global optima of the problem. Convergence analysis of iterative algorithm (e.g., PGD) in convex optimization therefore focus on providing a universal upper bound on the distance to the global solutions. Analysis on the domain side (iii) is usually used in the presence of strong convexity that guarantees the uniqueness of the global optimum [140]-Section 8.6. Without the strong convexity, one may resort to analysis on the function side (ii) in order to prove convergence to a set of global optima [12]-Section 10.4.3. When convexity is not guaranteed, due to a non-convex objective and/or a non-convex constraint set, convergence analysis has recourse to a set of stationary points by bounding the generalized gradient norm through iterations (i) [16]-Section 2.3.2. Notwithstanding, recent advances

[^11]in structured non-convex optimization have shed light on convergence guarantees to global solutions of the problem. By exploiting the special structure of some classes of non-convex problems and using appropriate initialization, PGD can be shown to converge to a unique global optimum despite the non-convexity of these problems. Examples of such powerful results include sparse recovery with restricted isometry properties [21], matrix completion with incoherence properties [144], empirical risk minimization with restricted strong convexity and smoothness properties [116], and spherically constrained quadratic minimization with hidden convexity [13].

### 3.6.6.3 Convergence to a Local Optimum

In general non-convex settings, domain-side convergence analysis is restricted to the local region around the convergence point $\boldsymbol{x}^{*}$. Such points can be a saddle point, a local minimum, or a local maximum of the problem. The ROC associated with $\boldsymbol{x}^{*}$ is the neighborhood in which the algorithm (e.g., PGD) is guaranteed to converge to $\boldsymbol{x}^{*}$ when initialized inside this region. To a certain extent, the ROC in the aforementioned global convergence analysis is the entire feasible space. However, while global convergence analysis does not require the initialization to be close to the global solution, it often ignores the local structure near the solution needed for establishing sharp bounds on the speed of convergence. In particular, bounding techniques employed in global convergence analysis hold universally, including worst-case scenarios. Thus, in many problem-specific settings where the solution lies in a benign neighborhood, the global analysis could lead to conser-
vative convergence rate bounds. As an illustration, in minimizing a smooth and strongly convex function $f$, gradient descent with a fixed step size achieves the rate of convergence at most $(\kappa-1) /(\kappa+1)$ [168], where $\kappa$ is the (global) condition number of $f$. Recall that the condition number of a differentiable convex function is the ratio of its smoothness $L$ to strong convexity $\mu$ [160]. For any quadratic function, this global bound is also an exact and attainable estimate thanks to the fact that the objective curvature is unchanged everywhere. For non-quadratic objectives, on the other hand, this global bound may be loose as $\kappa$ takes into account the worst-case scenario, in which the objective function is most ill-conditioned. The asymptotic behavior of gradient descent near the solution indeed relies on the condition number of the local Hessian $\kappa\left(\boldsymbol{x}^{*}\right)$ of the objective function, defining as $\lambda_{\max }\left(\nabla^{2} f\left(\boldsymbol{x}^{*}\right)\right) / \lambda_{\min }\left(\nabla^{2} f\left(\boldsymbol{x}^{*}\right)\right)$. Generally, we have $\mu \leq \lambda_{\min }\left(\nabla^{2} f(\boldsymbol{x})\right) \leq \lambda_{\max }\left(\nabla^{2} f\left(\boldsymbol{x}^{*}\right)\right) \leq L$, for any $\boldsymbol{x}$ in the domain of $f$, which implies $\kappa\left(\boldsymbol{x}^{*}\right) \leq \kappa$. This local condition number $\kappa\left(\boldsymbol{x}^{*}\right)$ can be significantly smaller than the global condition number $\kappa$ and hence, a local convergence analysis can yield a tighter bound that reflects the actual convergence speed of the algorithm near the solution. Similar situation also occurs for constrained least squares in which the Hessian restricted to the constrained set can depend on the local structure of the set.

### 3.6.6.4 Speed of Convergence

To illustrate the concept of convergence speed, let us consider the convergence on the domain side, i.e., the distance $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|$. Let $\mu$ be a number between 0 and 1. The convergence of $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ to $\boldsymbol{x}^{*}$ is said to be at rate $\mu \triangleq \mu\left(\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}\right)$ if $\mu=\inf _{\left\{\epsilon_{k}\right\}_{k=0}^{\infty}} \lim _{k \rightarrow \infty} \epsilon_{k+1} / \epsilon_{k}$, for any monotonically decreasing sequence $\left\{\epsilon_{k}\right\}_{k=0}^{\infty}$ satisfying $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\| \leq \epsilon_{k}$ for all index $k$. The asymptotic rate of convergence of gradient descent to $\boldsymbol{x}^{*}$, denoted by $\rho$, is defined by the worst-case rate of convergence among all possible sequences $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ that are generated by the algorithm and converge to $\boldsymbol{x}^{*}$, i.e., $\rho=\sup _{\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}} \mu\left(\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}\right)$. Depending on the value of $\rho$ in the interval $[0,1]$, the convergence is said to be sublinear when $\rho=1$, linear when $0<\rho<1$, or superlinear when $\rho=0$. The lower the value of $\rho$ is, the faster the speed of convergence is and the fewer the number of iterations needed is to obtain a close approximation of the solution. Thus, analytical estimation of the convergence rate plays a pivotal role in convergence analysis. We would like to note two distinct methods for linear convergence rate analysis dating back to the 1960s. The first approach was proposed by Polyak [167], based on his earlier study into nonlinear difference equations [166]. The author analyzed the asymptotic convergence of gradient descent for minimizing some objective function $f$. Assuming $\boldsymbol{x}^{*}$ is a non-singular local minimum of $f$, Polyak showed that for any $\delta>0$, there exists $\epsilon>0$ such that if $\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|<\epsilon$ then the sequence $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ generated by
gradient descent satisfies

$$
\begin{equation*}
\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\| \leq\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|(\rho+\delta)^{k} \tag{3.92}
\end{equation*}
$$

where $\rho=\max \left\{\left|1-\eta \lambda_{\text {max }}\right|,\left|1-\eta \lambda_{\text {min }}\right|\right\}$ and $\lambda_{\text {max }}$ and $\lambda_{\text {min }}$ are the largest and smallest eigenvalues of $\nabla^{2} f\left(\boldsymbol{x}^{*}\right)$, respectively. Here we emphasize that $f$ does not need to be smooth and strongly convex everywhere but only so around $\boldsymbol{x}^{*}$. By setting $\eta_{\text {opt }}=2 /\left(\lambda_{\max }+\lambda_{\min }\right)$, the optimal rate of convergence is given by $\rho_{\text {opt }}=\left(\kappa^{*}-1\right) /\left(\kappa^{*}+1\right)$, where $\kappa^{*}=\lambda_{\max } / \lambda_{\text {min }}$ is the condition number of the local Hessian $\nabla^{2} f\left(\boldsymbol{x}^{*}\right)$. When $f$ is a strongly convex quadratic, the local result coincides with the aforementioned global result in $[168]\left(\kappa^{*}=\kappa\right)$. The expression of $\rho$ in (3.92) is called the asymptotic convergence rate of gradient descent with fixed step size $\eta .{ }^{9}$ The second approach was developed by Daniel [51] in 1967, while studying gradient descent with exact line search, i.e., choosing $\eta$ that minimizes the objective at each iteration. Utilizing the Kantorovich inequality [114], the author proved that if $\boldsymbol{x}^{(0)}$ is sufficiently close to $\boldsymbol{x}^{*}$, there exist a constant $\epsilon$ and a sequence $\left\{q_{k}\right\}_{k=0}^{\infty}$ such that

$$
\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\| \leq \epsilon \prod_{i=0}^{k} q_{i}, \quad \lim _{k \rightarrow \infty} q_{k}=\left(\kappa^{*}-1\right) /\left(\kappa^{*}+1\right)
$$

[^12]Note that here the characteristics of convergence are also exploited through the Hessian $\nabla^{2} f\left(\boldsymbol{x}^{*}\right)$. This result was then extended to study the asymptotic convergence of projected gradient descent for constrained optimization [71, 132, 139].

### 3.6.7 Proof of Example 3.1

Our goal in this proof is to establish the Lipschitz differentiability of the projection operator onto the unit sphere $\mathcal{C}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\|\boldsymbol{x}\|=1\right\}$. We start by establishing the Lipschitz differentiability at a point on $\mathcal{C}$ and then extend it to any nonzero point in $\mathbb{R}^{n}$. For the Lipschitz differentiability on $\mathcal{C}$, we introduce the following lemma:

Lemma 3.5. For any $\boldsymbol{x}^{*} \in \mathcal{C}$, we have

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in \Pi_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}\right)}\left\|\boldsymbol{y}-\boldsymbol{x}^{*}-\left(\boldsymbol{I}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}\right) \boldsymbol{\delta}\right\| \leq 2\|\boldsymbol{\delta}\|^{2} \tag{3.93}
\end{equation*}
$$

Proof. We consider two cases:
Case 1: If $\boldsymbol{x}^{*}+\boldsymbol{\delta}=\mathbf{0}$, then $\Pi_{\mathcal{C}}(\mathbf{0})=\mathcal{C}$ and $\|\boldsymbol{\delta}\|=\left\|\boldsymbol{x}^{*}\right\|=1$. For any $\boldsymbol{y} \in \mathcal{C}$, substituting $\boldsymbol{\delta}=-\boldsymbol{x}^{*}$ and then using the fact that $\boldsymbol{I}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}$ is the projection onto the null space of $\boldsymbol{x}^{*}$, we have

$$
\begin{aligned}
\boldsymbol{y}-\boldsymbol{x}^{*}-\left(\boldsymbol{I}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}\right) \boldsymbol{\delta} & =\boldsymbol{y}-\boldsymbol{x}^{*}+\left(\boldsymbol{I}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}\right) \boldsymbol{x}^{*} \\
& =\boldsymbol{y}-\boldsymbol{x}^{*}
\end{aligned}
$$

Next, taking the norm and using the triangle inequality yield

$$
\begin{aligned}
\left\|\boldsymbol{y}-\boldsymbol{x}^{*}-\left(\boldsymbol{I}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}\right) \boldsymbol{\delta}\right\| & =\left\|\boldsymbol{y}-\boldsymbol{x}^{*}\right\| \\
& \leq\|\boldsymbol{y}\|+\left\|\boldsymbol{x}^{*}\right\|=2\|\boldsymbol{\delta}\|^{2},
\end{aligned}
$$

where the last step stems from $\|\boldsymbol{y}\|=\left\|\boldsymbol{x}^{*}\right\|=\|\boldsymbol{\delta}\|=1$. Thus, (3.93) holds in this case.

Case 2: If $\boldsymbol{x}^{*}+\boldsymbol{\delta} \neq \mathbf{0}$, then $\Pi_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}\right)$ is singleton containing the unique projection

$$
\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}\right)=\frac{\boldsymbol{x}^{*}+\boldsymbol{\delta}}{\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|} .
$$

Hence, (3.93) is equivalent to

$$
\begin{equation*}
\left\|\frac{\boldsymbol{x}^{*}+\boldsymbol{\delta}}{\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|}-\boldsymbol{x}^{*}-\left(\boldsymbol{I}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}\right) \boldsymbol{\delta}\right\| \leq 2\|\boldsymbol{\delta}\|^{2} . \tag{3.94}
\end{equation*}
$$

We prove (3.94) by (i) showing that for any scalars $u>0$ and $(1-u)^{2} \leq v \leq$ $(1+u)^{2}:$

$$
\begin{equation*}
(17 u-2) v^{2}-2 u(1-u)^{2} v+(1-u)^{4}(u+2) \geq 0 \tag{3.95}
\end{equation*}
$$

and (ii) showing that (3.95) is equivalent to (3.94) with $u=\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|>0$ and $v=\|\boldsymbol{\delta}\|^{2} \geq 0$.
(i) To prove (3.95), let us consider the following cases:

1. If $0<u \leq 2 / 17$, then for $v \leq(1+u)^{2}$, we have

$$
\begin{aligned}
(17 u-2) v^{2} & -2 u(1-u)^{2} v+(1-u)^{4}(u+2) \\
& \geq(17 u-2)(1+u)^{4}-2 u(1-u)^{2}(1+u)^{2}+(1-u)^{4}(u+2) \\
& =16 u^{2}(u+2)\left(u^{2}+2 u+2\right) \geq 0
\end{aligned}
$$

2. If $2 / 17<u \leq 1 / 2$, then for $(1-u)^{2} \leq v \leq(1+u)^{2}$, the following holds

$$
\begin{aligned}
(17 u-2) v^{2} & -2 u(1-u)^{2} v+(1-u)^{4}(u+2) \\
& \geq(17 u-2)(1-u)^{4}-2 u(1-u)^{2}(1+u)^{2}+(1-u)^{4}(u+2) \\
& =8 u(1-u)^{2}(2-u)(1-2 u) \geq 0
\end{aligned}
$$

3. If $u>1 / 2$, using the quadratic vertex at $v=u(1-u)^{2} /(17 u-2)$ as the minimum point, we obtain

$$
(17 u-2) v^{2}-2 u(1-u)^{2} v+(1-u)^{4}(u+2) \geq \frac{4(1-u)^{4}\left(4 u^{2}+8 u-1\right)}{17 u-2} \geq 0
$$

(ii) Now for $u=\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|>0$ and $v=\|\boldsymbol{\delta}\|^{2} \geq 0$, we have $\left(\boldsymbol{x}^{*}\right)^{\top} \boldsymbol{\delta}=\left(u^{2}-v-1\right) / 2$
and

$$
\begin{align*}
& \Leftrightarrow\left\|\frac{\boldsymbol{x}^{*}+\boldsymbol{\delta}}{\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|}-\boldsymbol{x}^{*}-\left(\boldsymbol{I}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top}\right) \boldsymbol{\delta}\right\| \leq 2\|\boldsymbol{\delta}\|^{2}  \tag{3.94}\\
& \Leftrightarrow\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}-\right\| \boldsymbol{x}^{*}+\boldsymbol{\delta}\left\|\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}-\boldsymbol{x}^{*}\left(\boldsymbol{x}^{*}\right)^{\top} \boldsymbol{\delta}\right)\right\|^{2} \leq 4\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|^{2}\|\boldsymbol{\delta}\|^{4} \\
& \Leftrightarrow\left\|(1-u)\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}\right)+u\left(\left(\boldsymbol{x}^{*}\right)^{\top} \boldsymbol{\delta}\right) \boldsymbol{x}^{*}\right\|_{2}^{2} \leq 4 u^{2} v^{2} \\
& \Leftrightarrow(1-u)^{2} u^{2}+u^{2}\left(\frac{u^{2}-v-1}{2}\right)^{2}+2 u(1-u) \frac{u^{2}-v-1}{2} \frac{u^{2}-v+1}{2} \leq 4 u^{2} v^{2} \\
& \Leftrightarrow(3.95) .
\end{align*}
$$

Finally, by the triangle inequality, we have

$$
\left|\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|-\left\|\boldsymbol{x}^{*}\right\|\right| \leq\|\boldsymbol{\delta}\| \leq\left\|-\boldsymbol{x}^{*}\right\|+\left\|\boldsymbol{x}^{*}+\boldsymbol{\delta}\right\|
$$

which in turn verifies $(1-u)^{2} \leq v \leq(1+u)^{2}$. This completes our proof of the lemma.

Next, to extend the result in Lemma 3.5 to any $\boldsymbol{x} \in \mathbb{R} \backslash\{0\}$, we substitute $\boldsymbol{x}^{*}=\boldsymbol{x} /\|\boldsymbol{x}\|$ and $\boldsymbol{\delta}=\boldsymbol{\delta} /\|\boldsymbol{x}\|$ into (3.93) and obtain

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in \Pi_{\mathcal{C}}\left(\frac{x}{\|\boldsymbol{x}\|}+\frac{\boldsymbol{\delta}}{\| \boldsymbol{x})}\right)}\left\|\boldsymbol{y}-\frac{\boldsymbol{x}}{\|\boldsymbol{x}\|}-\left(\boldsymbol{I}_{n}-\frac{\boldsymbol{x} \boldsymbol{x}^{\top}}{\|\boldsymbol{x}\|^{2}}\right) \frac{\boldsymbol{\delta}}{\|\boldsymbol{x}\|}\right\| \leq 2 \frac{\|\boldsymbol{\delta}\|^{2}}{\|\boldsymbol{x}\|^{2}} \tag{3.96}
\end{equation*}
$$

Since the projection onto the unit sphere is scale-invariant,

$$
\begin{equation*}
\Pi_{\mathcal{C}}\left(\frac{\boldsymbol{x}}{\|\boldsymbol{x}\|}+\frac{\boldsymbol{\delta}}{\|\boldsymbol{x}\|}\right)=\Pi_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta}) \tag{3.97}
\end{equation*}
$$

Substituting (3.97) into (3.96) yields (3.6). Thus, by Definition 3.2, for any $\boldsymbol{x} \neq \mathbf{0}$ we obtain

$$
\nabla \mathcal{P}_{\mathcal{C}}(\boldsymbol{x})=\frac{1}{\|\boldsymbol{x}\|}\left(\boldsymbol{I}_{n}-\frac{\boldsymbol{x} \boldsymbol{x}^{\top}}{\|\boldsymbol{x}\|^{2}}\right), \quad c_{1}(\boldsymbol{x})=\infty, \quad c_{2}(\boldsymbol{x})=\frac{2}{\|\boldsymbol{x}\|^{2}}
$$

### 3.6.8 Details of Application 3.4.2 - Sparse Recovery

### 3.6.8.1 Proof of (3.42)

In this subsection, we first show that any $\boldsymbol{x}^{*} \in \Phi_{=s}$ and $\boldsymbol{x} \in \mathcal{B}\left(\boldsymbol{x}^{*},\left|x_{[s]}^{*}\right| / \sqrt{2}\right)$ share the same index set of $s$-largest elements (in magnitude), i.e., $\Omega_{s}\left(\boldsymbol{x}^{*}\right)$. Then, we construct a counter-example to demonstrate that $\left|x_{[s]}^{*}\right| / \sqrt{2}$ is the largest possible radius so that (3.42) holds.

First, we show that for any $i \in \Omega_{s}\left(\boldsymbol{x}^{*}\right)$ and $j \in\{1, \ldots, n\} \backslash \Omega_{s}\left(\boldsymbol{x}^{*}\right),\left|x_{j}\right|<\left|x_{i}\right|$ as follows. In particular, we have

$$
\begin{aligned}
\left|x_{j}-x_{j}^{*}\right|+\left|x_{i}-x_{i}^{*}\right| & \leq \sqrt{2\left(\left(x_{j}-x_{[j]}^{*}\right)^{2}+\left(x_{i}-x_{i}^{*}\right)^{2}\right)} \\
& \leq \sqrt{2\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\|^{2}}<\left|x_{[s]}^{*}\right|
\end{aligned}
$$

where the last inequality stems from the fact that $\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\|<\left|x_{[s]}^{*}\right| / \sqrt{2}$. Now,
since $x_{j}^{*}=0$ for all $j \in\{1, \ldots, n\} \backslash \Omega_{s}\left(\boldsymbol{x}^{*}\right)$, we have

$$
\begin{align*}
\left|x_{j}\right| & =\left|x_{j}-x_{j}^{*}\right| \\
& <\left|x_{[s]}^{*}\right|-\left|x_{i}-x_{i}^{*}\right| \\
& \leq\left|x_{i}^{*}\right|-\left|x_{i}-x_{i}^{*}\right| \\
& \leq\left|x_{i}^{*}+\left(x_{i}-x_{i}^{*}\right)\right|=\left|x_{i}\right|, \tag{3.98}
\end{align*}
$$

Therefore, every $\boldsymbol{x} \in \mathcal{B}\left(\boldsymbol{x}^{*},\left|x_{[s]}^{*}\right| / \sqrt{2}\right)$ shares the same index set of $s$-largest (in magnitude) elements with $\boldsymbol{x}^{*}$, i.e., $\Omega_{s}(\boldsymbol{x})=\Omega_{s}\left(\boldsymbol{x}^{*}\right)$, which implies (3.42).

We now construct the counter-example as a point $\boldsymbol{x}$ such that $\Omega_{s}(\boldsymbol{x}) \neq \Omega_{s}\left(\boldsymbol{x}^{*}\right)$ and $\boldsymbol{x}$ is not in $\mathcal{B}\left(\boldsymbol{x}^{*},\left|x_{[s]}^{*}\right| / \sqrt{2}\right)$ but arbitrarily close to its boundary. Without loss of generality, assume that $\left|x_{1}^{*}\right| \geq \ldots \geq\left|x_{s}^{*}\right|>\left|x_{s+1}^{*}\right|=\ldots=\left|x_{n}^{*}\right|=0$. For arbitrarily small $\epsilon>0$, define $\boldsymbol{x}$ as

$$
x_{i}= \begin{cases}x_{s}^{*} / 2 & \text { if } i=s \\ x_{s}^{*} / 2+\epsilon & \text { if } i=s+1 \\ x_{i} & \text { otherwise }\end{cases}
$$

Then, since $x_{s+1}<x_{s}, \boldsymbol{x}$ does not shares the same index set of $s$-largest (in magnitude) elements with $\boldsymbol{x}^{*}$. On the other hand, as $\epsilon \rightarrow 0$, we have

$$
\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\|=\sqrt{\sum_{i=1}^{n}\left(x_{i}-x_{i}^{*}\right)^{2}}=\sqrt{\left(-\frac{x_{s}^{*}}{2}\right)^{2}+\left(\frac{x_{s}^{*}}{2}+\epsilon\right)^{2}} \rightarrow \frac{1}{\sqrt{2}}\left|x_{[s]}^{*}\right| .
$$

This means $\boldsymbol{x} \notin \mathcal{B}\left(\boldsymbol{x}^{*},\left|x_{[s]}^{*}\right| / \sqrt{2}\right)$ but it can approach the boundary of the ball as $\epsilon$ decreases to 0 .

### 3.6.8.2 Proof of Remark 3.6

In the following, we show any stationary point $\boldsymbol{x}^{*}$ of (3.40) is also a local minimum by proving that the objective function does not decrease if we add any perturbation to $\boldsymbol{x}^{*}$ on $\mathcal{C}$. Let us consider any perturbation $\boldsymbol{\delta}$ such that $\boldsymbol{\delta} \in \mathcal{B}\left(\mathbf{0}, c_{1}\left(\boldsymbol{x}^{*}\right)\right)$ and $\boldsymbol{x}=\boldsymbol{x}^{*}+\boldsymbol{\delta} \in \mathcal{C}$. Since $\boldsymbol{x} \in \mathcal{B}\left(\boldsymbol{x}^{*}, c_{1}\left(\boldsymbol{x}^{*}\right)\right)$, using (3.98), we have $\left|x_{[1]}\right| \geq \ldots\left|x_{[s]}\right|>0$. On the other hand, since $\boldsymbol{x}$ has no more than $s$ non-zero entries, it must hold that $\left|x_{[s+1]}\right|=\ldots=\left|x_{[n]}\right|=0$. Therefore, $\boldsymbol{x}=\boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{x}$, which implies $\boldsymbol{\delta}=\boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{\delta}$. Now we represent the change in the objective function as

$$
\begin{align*}
\frac{1}{2}\left\|\boldsymbol{A}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}\right)-\boldsymbol{b}\right\|^{2}-\frac{1}{2} & \left\|\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right\|^{2}=\frac{1}{2} \boldsymbol{\delta}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{\delta}+\boldsymbol{\delta}^{\top} \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right) \\
& =\frac{1}{2} \boldsymbol{\delta}^{\top} \boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{\delta}+\boldsymbol{\delta}^{\top} \boldsymbol{S}_{\boldsymbol{x}^{*}} \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right) \\
& =\frac{1}{2} \boldsymbol{\delta}^{\top} \boldsymbol{S}_{\boldsymbol{x}^{*}}\left(\boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{S}_{\boldsymbol{x}^{*}}\right) \boldsymbol{S}_{\boldsymbol{x}^{*}}^{\top} \boldsymbol{\delta} \geq 0 \tag{3.99}
\end{align*}
$$

where the last equality uses the stationarity condition in (3.43). From (3.99), we conclude $\boldsymbol{x}^{*}$ is a local minimum of (3.40).

## Chapter 4: On Convergence of Projected Gradient Descent for Minimizing a Large-Scale Quadratic over the Unit Sphere ${ }^{1}$

Unit sphere-constrained quadratic optimization has been studied extensively over the past decades. While state-of-art algorithms for solving this problem often rely on relaxation or approximation techniques, there has been little research into scalable first-order methods that tackle the problem in its original form. These firstorder methods are often more well-suited for the big data setting. In this chapter, we provide a novel analysis of the simple projected gradient descent method for minimizing a quadratic over a sphere. When the gradient step size is sufficiently small, we show that convergence is locally linear and provide a closed-form expression for the rate. Moreover, a careful selection of the step size can stimulate convergence to the global solution while preventing convergence to local minima.

[^13]
### 4.1 Introduction

This chapter studies the problem of minimizing a quadratic with a norm constraint:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \frac{1}{2} \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}^{T} \boldsymbol{x} \quad \text { subject to }\|\boldsymbol{x}\| \leq 1 \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{A} \in \mathbb{R}^{n \times n}, \boldsymbol{b} \in \mathbb{R}^{n}$ and $\|\cdot\|$ is the Euclidean norm. ${ }^{2}$ This optimization problem arises frequently in many machine learning and signal processing applications including contour grouping [73], graph partitioning [88] and seismic inversion [149].

If the global solution $\boldsymbol{x}_{\star}$ of (4.1) lies in the interior of the unit sphere, i.e., $\left\|\boldsymbol{x}_{\star}\right\|<1$, then $\boldsymbol{x}_{\star}$ is also the solution of the unconstrained problem. Thus, it is more challenging to consider the case when $\left\|\boldsymbol{x}_{\star}\right\|=1$. To that end, we restrict our interest to the following problem of minimizing a quadratic over a sphere:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \frac{1}{2} \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}^{T} \boldsymbol{x} \quad \text { subject to }\|\boldsymbol{x}\|^{2}=1 \tag{4.2}
\end{equation*}
$$

In this formulation, we assume that $\boldsymbol{A}$ is symmetric, but not necessarily positive semidefinite. Hence, the objective function is potentially non-convex. Additionally, the norm constraint is non-convex. Both (4.1) and (4.2) are instances of quadratic constrained quadratic program with only one constraint (QCQP-1) and they have been extensively studied in the literature. State-of-art methods for solving this type of QCQP-1 problems in polynomial time include semidefinite relaxation (SDR)

[^14][142] and Lagrangian relaxation [165]. However, the problem size for these methods often grows quadratically, making them inapplicable to large-scale problems.

From a different standpoint, problems (4.1) and (4.2) also arise in linear algebra and optimization as the trust-region subproblem. There have been a few extensions to large-scale settings. In [80], Golub and von Matt leveraged the theory of Gauss quadrature and proposed a method to approximately solve (4.1) by tridiagonalizing $\boldsymbol{A}$ using the Lanczos process. In another approach, Sorensen [187] recast the trust-region subproblem in terms of a parameterized eigenvalue problem and developed an implicitly restarted Lanczos method. Related schemes can also be found in $[175,179]$. In 2001, Hager introduced sequential subspace method (SSM) $[86,87]$, carrying out the minimization over a sequence of subspaces that are adjusted after each sequential quadratic programming (SQP) iterate. Similar to the aforementioned methods, SSM relies on Lanczos process to compute the smallest eigenvalue and the corresponding eigenvector of $\boldsymbol{A}$.

In this chapter, we focus on scalable first-order methods for solving (4.2) directly. We leverage the use of simple gradient projection and establish convergence results in the non-convex setting of the spherically constrained quadratic minimization problem, where most convergence guarantees in convex optimization start to break. Our analysis provides a novel insight into behaviors of the algorithm in the neighborhoods of the local optima. Understanding these convergence properties enables us to (i) accommodate acceleration near the optimum - e.g., by using optimal step size selection or momentum methods-and (ii) identify ways of enabling convergence to global solution. Finally, we present numerical results that illustrate
the theory developed in the chapter.

### 4.2 Solution Properties

Consider the Lagrange function

$$
\mathcal{L}(\boldsymbol{x}, \gamma)=\frac{1}{2} \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}^{T} \boldsymbol{x}-\frac{1}{2} \gamma\left(\|\boldsymbol{x}\|^{2}-1\right)
$$

where $\gamma$ is the Lagrange multiplier. The first-order Lagrangian conditions for optimality can be specified as

$$
\left\{\begin{array}{l}
\nabla_{\boldsymbol{x}} \mathcal{L}(\boldsymbol{x}, \gamma)=\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}-\gamma \boldsymbol{x}=\mathbf{0} \\
\nabla_{\gamma} \mathcal{L}(\boldsymbol{x}, \gamma)=\|\boldsymbol{x}\|^{2}-1=0
\end{array}\right.
$$

For notational simplicity, we denote the residual by $\boldsymbol{r}=\boldsymbol{A x}-\boldsymbol{b}$ and the unit sphere by $\mathcal{S}^{n-1}=\left\{\boldsymbol{x} \in \mathbb{R}^{n}:\|\boldsymbol{x}\|=1\right\}$. Formally, these conditions are given in the following lemma.

Lemma 4.1 (Stationary conditions). The vector $\boldsymbol{x}_{*}$ is a stationary point of problem (4.2) if and only if $\boldsymbol{x}_{*} \in \mathcal{S}^{n-1}$ and there exists a constant $\gamma\left(\boldsymbol{x}_{*}\right)$ such that $\boldsymbol{r}_{*}=\boldsymbol{A} \boldsymbol{x}_{*}-\boldsymbol{b}=\gamma\left(\boldsymbol{x}_{*}\right) \cdot \boldsymbol{x}_{*}$.

For the rest of this chapter, we use the shorthand notation $\gamma$ to refer $\gamma\left(\boldsymbol{x}_{*}\right)$. Lemma 4.1 also implies $\gamma=\boldsymbol{r}_{*}^{T} \boldsymbol{x}_{*}$. Denote $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}=\boldsymbol{I}-\boldsymbol{x}_{*} \boldsymbol{x}_{*}^{T}$. Let $\lambda_{n}=0$ be the zero eigenvalue corresponding to the eigenvector $\boldsymbol{x}_{*}$ of the matrix $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}$ and $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n-1}$ be the remaining $n-1$ eigenvalues. Noticeably, the


Figure 4.1: Examples of minimizing a quadratic over a sphere. Stationary points are given in red stars. In 2D scenario, they can be either local minima or local maxima (a-c). Furthermore, it is possible that a local optimum lies in a continuum of optima (d).
eigenvalues of $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}$ can be bounded by

$$
\lambda_{\min }(\boldsymbol{A}) \leq \lambda_{n-1} \leq \ldots \leq \lambda_{1} \leq \lambda_{\max }(\boldsymbol{A})
$$

where $\lambda_{\min }(\boldsymbol{A})$ and $\lambda_{\max }(\boldsymbol{A})$ are the smallest and largest eigenvalues of $\boldsymbol{A}$, respectively. Moreover, the relationship among those eigenvalues and the Lagrange multiplier provides necessary and sufficient conditions for determining the type of a stationary point.

Lemma 4.2. A stationary point $\boldsymbol{x}_{*}$ of problem (4.2) is a strict local minimum if and only if $\gamma\left(\boldsymbol{x}_{*}\right)<\lambda_{n-1}\left(\boldsymbol{x}_{*}\right)$. Furthermore, $\boldsymbol{x}_{\star}$ is a global minimizer of problem (4.2) if and only if $\gamma\left(\boldsymbol{x}_{\star}\right) \leq \lambda_{\text {min }}(\boldsymbol{A})$.

Example 4.1. Figure 4.1 demonstrates various cases where there are different numbers of stationary points. As an exemplification, let us examine the derivation of the problem in Fig. 4.1(b):

$$
\min _{x_{1}, x_{2}} \frac{1}{2}\left(4 x_{1}^{2}+x_{2}^{2}\right)-2 x_{1} \quad \text { s.t. } x_{1}^{2}+x_{2}^{2}=1
$$

For each stationary point $\boldsymbol{x}_{*}$, the matrix $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}$ has one zero eigenvalue corresponding to the eigenvector $\boldsymbol{x}_{*}$, and the other non-zero eigenvalue $\lambda_{1}=\lambda_{n-1}$ (since $n=2$ ) lies between $\lambda_{\min }(\boldsymbol{A})=1$ and $\lambda_{\max }(\boldsymbol{A})=4$. Omitting the detailed calculation, we list the four stationary points of this problem as follows: (i) a global maximum at $\left[x_{1}, x_{2}\right]=[-1,0]$ with $\gamma=6, \lambda_{1}=1$; (ii) a local maximum at $\left[x_{1}, x_{2}\right]=[1,0]$ with $\gamma=2, \lambda_{1}=1$; and (iii) 2 local (also global) minima at

$$
\left[x_{1}, x_{2}\right]=\left[\frac{2}{3}, \pm \frac{\sqrt{5}}{3}\right] \text { with } \gamma=1, \lambda_{1}=\frac{8}{3} .
$$

### 4.3 The Projected Gradient Algorithm

The projected gradient descent approach (see Algorithm 4.1) starts at an initial point $x^{(0)}$, then performs the update

$$
\begin{equation*}
\boldsymbol{x}^{(t+1)}=\boldsymbol{f}_{\alpha}\left(\boldsymbol{x}^{(t)}\right)=\mathcal{P}_{\mathcal{S}^{n-1}}\left(\boldsymbol{x}^{(t)}-\alpha\left(\boldsymbol{A} \boldsymbol{x}^{(t)}-\boldsymbol{b}\right)\right) \tag{4.3}
\end{equation*}
$$

where $\alpha>0$ is the step size and $\mathcal{P}_{\mathcal{S}^{n-1}}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the spherical projection uniquely given by

$$
\mathcal{P}_{\mathcal{S}^{n-1}}(\boldsymbol{x})= \begin{cases}\frac{\boldsymbol{x}}{\|\boldsymbol{x}\|} & \text { if } \boldsymbol{x} \neq \mathbf{0} \\ \boldsymbol{e} & \text { if } \boldsymbol{x}=\mathbf{0}\end{cases}
$$

with $\boldsymbol{e} \in \mathcal{S}^{n-1}$ such that $\boldsymbol{e}$ and $\boldsymbol{A} \boldsymbol{e}-\boldsymbol{b}$ are not collinear. The definition of projection at $\mathbf{0}$ is just for numerical issues when the algorithm encounters the origin at some iteration. In practice, we can choose $\boldsymbol{e}$ to be one of the natural basis, i.e., $[1,0, \ldots, 0]$. Next, let us consider some important properties associated with Algorithm 4.1.

Definition 4.1. A fixed point of $\boldsymbol{f}_{\alpha}$ is defined as any vector $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$ such that

$$
\boldsymbol{f}_{\alpha}(\overline{\boldsymbol{x}})=\mathcal{P}_{\mathcal{S}^{n-1}}(\overline{\boldsymbol{x}}-\alpha(\boldsymbol{A} \overline{\boldsymbol{x}}-\boldsymbol{b}))=\overline{\boldsymbol{x}}
$$

Lemma 4.3. The vector $\overline{\boldsymbol{x}}$ is a fixed point of $\boldsymbol{f}_{\alpha}$ if and only if $\overline{\boldsymbol{x}} \in \mathcal{S}^{n-1}$ and there exists a constant $\gamma<\frac{1}{\alpha}$ such that $\overline{\boldsymbol{r}}=\boldsymbol{A} \overline{\boldsymbol{x}}-\boldsymbol{b}=\gamma \overline{\boldsymbol{x}}$.

Proof. Since $\overline{\boldsymbol{x}}$ is a fixed point of $\boldsymbol{f}_{\alpha}$, we have

$$
\overline{\boldsymbol{x}}=\boldsymbol{f}_{\alpha}(\overline{\boldsymbol{x}})=\mathcal{P}_{\mathcal{S}^{n-1}}(\overline{\boldsymbol{x}}-\alpha(\boldsymbol{A} \overline{\boldsymbol{x}}-\boldsymbol{b})) .
$$

Consequently, $\overline{\boldsymbol{x}} \in \mathcal{S}^{n-1}$. Furthermore, if $\overline{\boldsymbol{x}}-\alpha(\boldsymbol{A} \overline{\boldsymbol{x}}-\boldsymbol{b})=\mathbf{0}$, then $\overline{\boldsymbol{x}}=\mathcal{P}_{\mathcal{S}^{n-1}}(\mathbf{0})=$ $\boldsymbol{e}$. But this contradicts with the non-collinearity of $\boldsymbol{e}$ and $\boldsymbol{A} \boldsymbol{e}-\boldsymbol{b}$. Thus, it must be the case that $\overline{\boldsymbol{x}}-\alpha(\boldsymbol{A} \overline{\boldsymbol{x}}-\boldsymbol{b}) \neq \mathbf{0}$, and hence $\overline{\boldsymbol{x}}=\frac{\overline{\boldsymbol{x}}-\alpha \overline{\boldsymbol{r}}}{\|\overline{\boldsymbol{x}}-\alpha \overline{\boldsymbol{r}}\|}$. There exists a constant $\gamma$ such that $\overline{\boldsymbol{r}}=\gamma \overline{\boldsymbol{x}}$. Substituting back into the fixed-point equation yields

$$
\overline{\boldsymbol{x}}=\frac{(1-\alpha \gamma) \overline{\boldsymbol{x}}}{|1-\alpha \gamma|\|\overline{\boldsymbol{x}}\|}=\frac{1-\alpha \gamma}{|1-\alpha \gamma|} \frac{\overline{\boldsymbol{x}}}{\|\overline{\boldsymbol{x}}\|}=\operatorname{sign}(1-\alpha \gamma) \cdot \overline{\boldsymbol{x}} .
$$

Therefore, the sign of $1-\alpha \gamma$ must be 1 or $1-\alpha \gamma>0$.

From Lemma 4.2 and 4.3, we can establish the necessary and sufficient conditions for a fixed point of $\boldsymbol{f}_{\alpha}$ to be a stationary point as follows.

Corollary 4.1. The vector $\boldsymbol{x}_{*}$ is a stationary point of problem (4.2) if and only if there exists $\alpha>0$ such that $\boldsymbol{x}_{*}$ is a fixed point of $\boldsymbol{f}_{\alpha}$.

Example 4.2. Continued from Example 4.1, we illustrate fixed points with different step sizes in Fig. 4.2. When $\alpha$ is small enough, all stationary points can be fixed points. As $\alpha$ increases, only stationary points with the multiplier $\gamma<1 / \alpha$ remains to be fixed points of $\boldsymbol{f}_{\alpha}$. Interestingly, while any convergence point of Algorithm 4.1 with step size $\alpha$ is a fixed point of the iterated function $\boldsymbol{f}_{\alpha}$, the vice

```
Algorithm 4.1 Projected Gradient Descent (PGD)
    Initialize \(\boldsymbol{x}^{(0)} \in \mathcal{S}^{n-1}\)
    for \(t=0,1, \ldots\) do
        \(\boldsymbol{z}^{(t+1)}=\boldsymbol{x}^{(t)}-\alpha\left(\boldsymbol{A} \boldsymbol{x}^{(t)}-\boldsymbol{b}\right)\)
        \(\boldsymbol{x}^{(t+1)}=\mathcal{P}_{\mathcal{S}^{n-1}}\left(\boldsymbol{z}^{(t+1)}\right)\)
```


(a) $0<\alpha<1 / 6$
(b) $1 / 6<\alpha<1 / 2$
(c) $1 / 2<\alpha<1$
(d) $\alpha>1$

Figure 4.2: Stationary points (red stars) versus fixed points (blue circles) with different step size $\alpha$ in optimizing the quadratic objective $\frac{1}{2}\left(4 x_{1}^{2}+x_{2}^{2}\right)-2 x_{1}$ over the unit circle. Dashed lines are the contour levels of the objective value.
versa is not true: the global maximum at $\left[x_{1}, x_{2}\right]=[-1,0]$ is a fixed point of $\boldsymbol{f}_{\alpha}$, for $\alpha<1 / 6$, but as can be seen in the next section, it is not a convergence point of the algorithm.

### 4.4 Convergence Analysis

In this section, we present our result on the local uniform convergence of Algorithm 4.1 with a certain choice of step size to a strict local optimum. The convergence is shown to be linear and the asymptotic rate is given in a closed-form expression. The challenges come the non-convexity of the norm constraint and (potentially) the negative curvature of the objective function. Let us begin with the analysis of the projection operator.

Lemma 4.4 (Taylor series expansion of the projection). Let $\boldsymbol{x} \in \mathbb{R}^{n}$ be a nonzero vector and $\boldsymbol{\delta}$ be a small perturbation such that $\|\boldsymbol{\delta}\| \ll\|\boldsymbol{x}\|$. Then,

$$
\mathcal{P}_{\mathcal{S}^{n-1}}(\boldsymbol{x}+\boldsymbol{\delta})=\mathcal{P}_{\mathcal{S}^{n-1}}(\boldsymbol{x})+\frac{1}{\|\boldsymbol{x}\|}\left(\boldsymbol{I}-\frac{\boldsymbol{x} \boldsymbol{x}^{T}}{\|\boldsymbol{x}\|^{2}}\right) \boldsymbol{\delta}+O\left(\|\boldsymbol{\delta}\|^{2}\right) .
$$

Now, considering the convergence of Algorithm 4.1 in the region near a strict local minimum $\boldsymbol{x}_{*}$ where $\boldsymbol{r}_{*}=\boldsymbol{A} \boldsymbol{x}_{*}-\boldsymbol{b}=\gamma \boldsymbol{x}_{*}$. Denote $\boldsymbol{\delta}^{(t)}=\boldsymbol{x}^{(t)}-\boldsymbol{x}_{*}$ and reorganize the update equation (4.3) as

$$
\begin{aligned}
\boldsymbol{\delta}^{(t+1)} & =\mathcal{P}_{\mathcal{S}^{n-1}}\left(\boldsymbol{x}_{*}-\alpha\left(\boldsymbol{A} \boldsymbol{x}_{*}-\boldsymbol{b}\right)+(\boldsymbol{I}-\alpha \boldsymbol{A}) \boldsymbol{\delta}^{(t)}\right)-\boldsymbol{x}_{*} \\
& =\mathcal{P}_{\mathcal{S}^{n-1}}\left((1-\alpha \gamma) \boldsymbol{x}_{*}+(\boldsymbol{I}-\alpha \boldsymbol{A}) \boldsymbol{\delta}^{(t)}\right)-\mathcal{P}_{\mathcal{S}^{n-1}}\left((1-\alpha \gamma) \boldsymbol{x}_{*}\right) .
\end{aligned}
$$

Substituting $\boldsymbol{x}=(1-\alpha \gamma) \boldsymbol{x}_{*}$ and $\boldsymbol{\delta}=(\boldsymbol{I}-\alpha \boldsymbol{A}) \boldsymbol{\delta}^{(t)}$ into Lemma 4.4 yields

$$
\boldsymbol{\delta}^{(t+1)}=\frac{1}{\left\|(1-\alpha \gamma) \boldsymbol{x}_{*}\right\|}\left(\boldsymbol{I}-\frac{(1-\alpha \gamma) \boldsymbol{x}_{*}(1-\alpha \gamma) \boldsymbol{x}_{*}^{T}}{\left\|(1-\alpha \gamma) \boldsymbol{x}_{*}\right\|^{2}}\right)(\boldsymbol{I}-\alpha \boldsymbol{A}) \boldsymbol{\delta}^{(t)}+O\left(\left\|\boldsymbol{\delta}^{(t)}\right\|^{2}\right) .
$$

Assume the step size is chosen such that $\alpha \gamma<1$, and recall that $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}=\boldsymbol{I}-\boldsymbol{x}_{*} \boldsymbol{x}_{*}^{T}$ for $\left\|\boldsymbol{x}_{*}\right\|=1$. The recursion can be rewritten as

$$
\begin{equation*}
\boldsymbol{\delta}^{(t+1)}=\frac{1}{1-\alpha \gamma} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}(\boldsymbol{I}-\alpha \boldsymbol{A}) \boldsymbol{\delta}^{(t)}+O\left(\left\|\boldsymbol{\delta}^{(t)}\right\|^{2}\right) \tag{4.4}
\end{equation*}
$$

The stability of a general nonlinear difference equation of the form $x^{k+1}=T x^{k}+$ $o\left(\left\|x^{k}\right\|\right)$ has been well-studied in $[15,166]$. In particular, let $\rho_{\alpha}$ be the spectral radius of $(1-\alpha \gamma)^{-1} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}(\boldsymbol{I}-\alpha \boldsymbol{A})$, i.e., the largest absolute value of its eigenvalues.

If $\rho_{\alpha}<1$, then the series $\left\{\boldsymbol{\delta}^{(t)}\right\}$ approaches zeros with sufficiently small $\boldsymbol{\delta}^{(0)}$, where

$$
\left\|\boldsymbol{\delta}^{(t)}\right\| \leq K\left\|\boldsymbol{\delta}^{(0)}\right\|\left(\rho_{\alpha}+o(1)\right)^{t}
$$

Therefore, to prove the local convergence of the PGD algorithm, it is sufficient to show that $\rho_{\alpha}<1$. We present our main result on the local uniform convergence to a strict local minimum as follows.

Definition 4.2. Algorithm 4.1 with a fixed step size $\alpha$ is said to converges locally uniformly to $\boldsymbol{x}_{*}$ if and only if there exists a constant $\epsilon$ such that for any $\boldsymbol{x}^{(0)}$ satisfying $\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}_{*}\right\| \leq \epsilon$, we have $\left\|\boldsymbol{x}^{(t)}-\boldsymbol{x}_{*}\right\| \leq \epsilon$, for all $t=0,1, \ldots$ and $\lim _{t \rightarrow \infty}\left\|\boldsymbol{x}^{(t)}-\boldsymbol{x}_{*}\right\|=0$.

Theorem 4.1. The vector $\boldsymbol{x}_{*}$ is a strict local minimum of problem (4.2) such that $\gamma<\lambda_{n-1}$ if and only if there exists $\alpha>0$ such that Algorithm 4.1 with step size $\alpha$ converges locally uniformly to $\boldsymbol{x}_{*}$. Furthermore, for any step size $\alpha>0$ such that $\alpha\left(\lambda_{1}+\gamma\right)<2$, the sequence $\left\{\boldsymbol{x}^{(t)}\right\}$ satisfies

$$
\left\|\boldsymbol{x}^{(t)}-\boldsymbol{x}_{*}\right\| \leq K\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}_{*}\right\|\left(\rho_{\alpha}+o(1)\right)^{t}
$$

for some constant $K>0$ and $\rho_{\alpha}=\max _{1 \leq i \leq n-1} \frac{\left|1-\alpha \lambda_{i}\right|}{1-\alpha \gamma}$.
The proof of Theorem 4.1 is given in the appendix. The theorem reveals PGD converges to a local minimum at an asymptotic linear rate $\rho_{\alpha}$. Note that in our problem, $\boldsymbol{A}$ is not necessarily PSD, meaning $\lambda_{i}$ could be negative. To facilitate acceleration, one can speed up the convergence by optimizing over the step size $\alpha$.

Lemma 4.5. The optimal rate of local convergence and the optimal step size for Algorithm 4.1 are given by ${ }^{3}$

$$
\left\{\begin{array}{lll}
\rho_{*}=\frac{\lambda_{1}-\lambda_{n-1}}{\lambda_{1}+\lambda_{n-1}-2 \gamma}, & \alpha_{*}=\frac{2}{\lambda_{1}+\lambda_{n-1}} & \text { if } \lambda_{1}+\lambda_{n-1}>0 \\
\rho_{*}=\frac{\lambda_{n-1}}{\gamma}, & \alpha_{*}=\infty & \text { otherwise }
\end{array}\right.
$$

Example 4.3. Continued from Example 4.2, Theorem 4.1 states that the PGD algorithm only converges locally uniformly to the two local minima at $[2 / 3, \pm \sqrt{(5) / 3]}$ with $\lambda_{1}=\frac{8}{3}$. Notice that these points are fixed points of $\boldsymbol{f}_{\alpha}$ for $\alpha<1$. Since $\lambda_{1}=\lambda_{n-1}$, the optimal rate is $\rho_{*}=0$ with step size $\alpha_{*}=\frac{3}{8}$. In this case, the convergence is quadratic due to the residual term in (4.4).

Global convergence of the PGD algorithm. Theorem 4.1 also implies that for any step size $\alpha$ satisfying $\rho_{\alpha}>1$, the algorithm tends to move away from the local minimum $\boldsymbol{x}_{*}$. This intuition leads us to the following strategy for step size selection: choosing $\alpha$ large enough such that $g\left(\alpha, \boldsymbol{x}_{*}\right) \geq 2$, where $g\left(\alpha, \boldsymbol{x}_{*}\right) \triangleq$ $\alpha\left(\lambda_{1}\left(\boldsymbol{x}_{*}\right)+\gamma\left(\boldsymbol{x}_{*}\right)\right)$, for all strict local minimum $\boldsymbol{x}_{*}$ except the global minimum $\boldsymbol{x}_{\star}$.

Remark 4.1. Assume that there exists sufficiently large $\alpha$ satisfying $g\left(\alpha, \boldsymbol{x}_{\star}\right)<2$ for any global minimum $\boldsymbol{x}_{\star}$ and $g\left(\alpha, \boldsymbol{x}_{*}\right) \geq 2$ for any strict local minimum $\boldsymbol{x}_{*}$. Then Algorithm 4.1 with step size $\alpha$ converges to one of the optimal solutions $\boldsymbol{x}_{\star}$ at an asymptotic geometric rate of $\rho_{\alpha}\left(\boldsymbol{x}_{\star}\right)$.

[^15]

Figure 4.3: (a) Local convergence of the projected gradient method with different step sizes for solving a unit-constrained least squares. (b-c) Empirical evidence of the convergence to global optimum where $\boldsymbol{x}^{(0)}$ is initialized near a local optimum and $\alpha$ is chosen according to Remark 4.1. Dashed lines are added as an illustration for the theoretical bounds for the convergence rate of fixed step size methods (up to a constant).

### 4.5 Numerical Results

Motivating applications of problem (4.1) are the well-known trust-region subproblem in nonlinear optimization [49], the variational problem in structural limit analysis [74], and the optimizing precoder method in transmitter based CDMA optimization [97]. For the purpose of demonstrating the theoretical analysis, we will focus on numerical results for local convergence of Algorithm 4.1 with different step sizes, and empirical evidence for our conjecture about the global convergence with an appropriate step size. In our experiment, we first generate a random symmetric matrix $\boldsymbol{A}$ of size $n=1000$ such that the smallest eigenvalue is far away from the other eigenvalues. Then, we choose one multiplier for the global solution $\gamma\left(\boldsymbol{x}_{\star}\right)<$ $\lambda_{\min }(\boldsymbol{A})$ and one multiplier for the local solution $\gamma\left(\boldsymbol{x}_{*}\right)>\lambda_{\min }(\boldsymbol{A})$. Next, the coefficient vector $\boldsymbol{b}$ is chosen such that $\boldsymbol{b}^{T}\left(\boldsymbol{A}-\gamma\left(\boldsymbol{x}_{\star}\right) \boldsymbol{I}\right)^{-2} \boldsymbol{b}=\boldsymbol{b}^{T}\left(\boldsymbol{A}-\gamma\left(\boldsymbol{x}_{*}\right) \boldsymbol{I}\right)^{-2} \boldsymbol{b}=1$. Finally, we compute $\boldsymbol{x}_{\star}=\left(\boldsymbol{A}-\gamma\left(\boldsymbol{x}_{\star}\right) \boldsymbol{I}\right)^{-1} \boldsymbol{b}$ and $\boldsymbol{x}_{*}=\left(\boldsymbol{A}-\gamma\left(\boldsymbol{x}_{*}\right) \boldsymbol{I}\right)^{-1} \boldsymbol{b}$.

For local convergence, starting at an initial point $\boldsymbol{x}^{(0)}$ close to the local minimum $\boldsymbol{x}_{*}$, we examine four PGD algorithms with different step sizes:
(i) Commonly used step size: $\alpha=1 / L$, where $L$ is the spectral radius of $\boldsymbol{A}$. This step size selection is often used in many classic proofs of convergence in convex optimization, where an $L$-smooth objective function can be guaranteed to monotonically decrease through PGD iterations.
(ii) Optimal step size: $\alpha=\alpha_{*}$ as in Lemma 4.5. We choose $\boldsymbol{A}$ and $\boldsymbol{x}_{*}$ such that $\lambda_{1}+\lambda_{n-1}>0$, hence $\alpha_{*}=2 /\left(\lambda_{1}+\lambda_{n-1}\right)$.
(iii) Projected backtracking line search: rewriting the PGD update as generalized gradient step $\boldsymbol{x}^{(t+1)}=\boldsymbol{x}^{(t)}-\alpha_{t} \boldsymbol{G}_{\alpha_{t}}\left(\boldsymbol{x}^{(t)}\right)$, where $\boldsymbol{G}_{\alpha}(\boldsymbol{x})=\frac{1}{\alpha}\left(\boldsymbol{x}-\mathcal{P}_{\mathcal{S}^{n-1}}(\boldsymbol{x}-\alpha(\boldsymbol{A} \boldsymbol{x}-\right.$ $\boldsymbol{b}))$ ). Denote the quadratic objective by $q(\boldsymbol{x})$. Starting with $\alpha=1$, we shrink $\alpha=\beta \alpha$, for $0<\beta<1$, while

$$
q\left(\boldsymbol{x}-\alpha \boldsymbol{G}_{\alpha}(\boldsymbol{x})\right)>q(\boldsymbol{x})-\alpha(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})^{T} \boldsymbol{G}_{\alpha}(\boldsymbol{x})+\frac{\alpha}{2}\left\|\boldsymbol{G}_{\alpha}(\boldsymbol{x})\right\|^{2} .
$$

In our case, this backtracking condition can be simplified to

$$
\boldsymbol{G}_{\alpha}(\boldsymbol{x})^{T} \boldsymbol{A} \boldsymbol{G}_{\alpha}(\boldsymbol{x})>\frac{1}{\alpha}\left\|\boldsymbol{G}_{\alpha}(\boldsymbol{x})\right\|^{2}
$$

(iv) Exact line search: finding the step size that maximizes the decrease in objective function

$$
\alpha_{\min }=\min _{\alpha>0} q\left(\mathcal{P}_{\mathcal{S}^{n-1}}(\boldsymbol{x}-\alpha(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}))\right)
$$

As can be seen from Fig. 4.3(a), the convergence of PGD with step size $\alpha=$ $1 / L$ (blue) is the slowest among the considered methods, followed by the one
with optimal step size $\alpha=2 /\left(\lambda_{1}+\lambda_{n-1}\right)$ (red). Note that they both match the asymptotic rate predicted in theory. The adaptive schemes, namely projected backtracking (yellow) and exact line search (magenta) perform slightly better than the optimal fixed step size scheme.

For global convergence, we purposely initialize the algorithm at the same $\boldsymbol{x}^{(0)}$ that is close to the local minimum $\boldsymbol{x}_{*}$, and run the PGD algorithm with step size $\alpha=\frac{1}{2}\left(\frac{2}{\lambda_{1}\left(\boldsymbol{x}_{*}\right)+\gamma\left(\boldsymbol{x}_{*}\right)}+\frac{2}{\lambda_{1}\left(\boldsymbol{x}_{*}\right)+\gamma\left(\boldsymbol{x}_{*}\right)}\right)$. It is easy to verify that $\alpha$ satisfies the condition in Remark 4.1: $g\left(\alpha, \boldsymbol{x}_{*}\right)<2<g\left(\alpha, \boldsymbol{x}_{\star}\right)$. Figure 4.3 demonstrates the convergence of the algorithm to the global minimizer $\boldsymbol{x}_{\star}$, in terms of the distance to the solution (b) and the decrease in the objective value (c). In the first 5000 iterations, the algorithm tries to escape from the local minimum. Then it experiences a period of fluctuation before getting attracted by the global minimum. Notice that when it reaches the neighborhood of $\boldsymbol{x}_{\star}$, (monotonic) linear convergence is observed. ${ }^{4}$

### 4.6 Conclusion and Future Work

We analyzed the projected gradient descent approach to minimizing a quadratic over a sphere. We showed that the algorithm always converges linearly to a strict local minimum in its neighborhood. Further, we provided the closed-form expression for convergence rate and identified ways of achieving optimal rate of convergence near the optimum. Our analysis can be extended in the following directions: (i)

[^16]minimizing a quadratic over an ellipsoid; (ii) acceleration of gradient projection using momentum; and (iii) analysis of convergence to a continuum of optima.

### 4.7 Appendix

### 4.7.1 Proof of Lemma 2

Recall our optimization problem:

$$
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} \frac{1}{2} \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}^{T} \boldsymbol{x} \quad \text { subject to }\|\boldsymbol{x}\|^{2}=1
$$

The proof of the global minimizers is given by Lemmas 2.4 and 2.8 in [186]. Below we provide the proof of the sufficient condition for strict local minima of problem (4.2). This is a consequence of the second-order sufficient condition for optimality in constrained optimization (see Chapter 3 - [16]). Notice that in our case, the Hessian of the Lagrange function is $\nabla_{\boldsymbol{x} \boldsymbol{x}}^{2} \mathcal{L}(\boldsymbol{x}, \gamma)=\boldsymbol{A}-\gamma \boldsymbol{I}$ and the Jacobian of the constraint $\boldsymbol{x}^{T} \boldsymbol{x}-1=0$ is $\boldsymbol{J}(\boldsymbol{x})=\boldsymbol{x}$. Let $\boldsymbol{x}_{*}$ be a stationary point of problem (4.2). Then $\boldsymbol{x}_{*}$ is a strict local minimum if

$$
\begin{equation*}
\boldsymbol{y}^{T}(\boldsymbol{A}-\gamma \boldsymbol{I}) \boldsymbol{y}>0 \quad \forall \boldsymbol{y} \text { s.t. } \boldsymbol{y} \perp \boldsymbol{x}_{*}\left(\text { i.e. } \boldsymbol{y}^{T} \boldsymbol{x}_{*}=0\right) . \tag{4.5}
\end{equation*}
$$

Since $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{y}=\boldsymbol{y}$ for all $\boldsymbol{y} \perp \boldsymbol{x}$, we have

$$
\begin{aligned}
\boldsymbol{y}^{T}(\boldsymbol{A}-\gamma \boldsymbol{I}) \boldsymbol{y} & =\boldsymbol{y}^{T} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}(\boldsymbol{A}-\gamma \boldsymbol{I}) \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{y} \\
& =\boldsymbol{y}^{T} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{y}-\gamma \boldsymbol{y}^{T} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{y} \\
& =\boldsymbol{y}^{T}\left(\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}-\gamma \boldsymbol{I}\right) \boldsymbol{y} .
\end{aligned}
$$

Thus, condition (4.5) is equivalent to $\boldsymbol{y}^{T}\left(\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}-\gamma \boldsymbol{I}\right) \boldsymbol{y}>0$, or

$$
\begin{equation*}
\gamma<\frac{\boldsymbol{y}^{T} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{y}}{\|\boldsymbol{y}\|^{2}} \quad \forall \boldsymbol{y} \text { s.t. } \boldsymbol{y} \perp \boldsymbol{x}_{*} \text {. } \tag{4.6}
\end{equation*}
$$

On the other hand, by the definition of $\lambda_{n-1}$, we have

$$
\begin{equation*}
\lambda_{n-1}=\min _{\boldsymbol{y} \perp \boldsymbol{x}_{*}} \frac{\boldsymbol{y}^{T} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{y}}{\|\boldsymbol{y}\|^{2}}=\min _{\boldsymbol{y} \perp \boldsymbol{x}_{*}} \frac{\boldsymbol{y}^{T} \boldsymbol{A} \boldsymbol{y}}{\|\boldsymbol{y}\|^{2}}=\min _{\substack{\boldsymbol{y} \perp \boldsymbol{x}_{*} \\\|\boldsymbol{y}\|=1}} \boldsymbol{y}^{T} \boldsymbol{A} \boldsymbol{y} . \tag{4.7}
\end{equation*}
$$

Combining (4.5), (4.6) and (4.7), we conclude $\gamma<\lambda_{n-1}$ implies $\boldsymbol{x}_{*}$ is a strict local minimum of problem (4.2).

It is noteworthy that the necessary condition for local minima of problem (4.2), following a similar argument, is given by $\gamma \leq \lambda_{n-1}$. However, it is possible that a strict local minimum associates with $\gamma=\lambda_{n-1}$. For example, consider the 2D-case

$$
\boldsymbol{A}=\left[\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right], \quad \boldsymbol{x}_{*}=\left[\begin{array}{l}
1 / \sqrt{2} \\
1 / \sqrt{2}
\end{array}\right], \quad \boldsymbol{b}=\left[\begin{array}{c}
\sqrt{2} \\
\sqrt{2}
\end{array}\right], \quad \gamma=\lambda_{n-1}=1 .
$$

It can be seen that the curvature of the objective function almost coincides with
that of the unit sphere at $\boldsymbol{x}_{*}$ in the above example. The following lemma states the necessary condition for strict local minima of problem (4.2):

Lemma 4.6. If $\boldsymbol{x}_{*}$ is a strict local minimum of problem (4.2), then either of the following condition holds

- $\gamma<\lambda_{n-1}$
- $\boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}>\boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}=\gamma=\lambda_{n-1}$ and $\boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{u}=0$ for $\boldsymbol{u}=\underset{\substack{\boldsymbol{y} \perp \boldsymbol{x}_{*} \\\|\boldsymbol{y}\|=1}}{\operatorname{argmin}} \boldsymbol{y}^{T} \boldsymbol{A} \boldsymbol{y}$.

Proof. By definition of strict local minima, for any $\boldsymbol{x} \in \mathcal{S}^{n-1}$ such that $0<$ $\left\|\boldsymbol{x}-\boldsymbol{x}_{*}\right\|<\epsilon$ with sufficiently small $\epsilon>0$, we have

$$
\begin{aligned}
0< & f(\boldsymbol{x})-f\left(\boldsymbol{x}_{*}\right) \\
= & \left(\frac{1}{2} \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}^{T} \boldsymbol{x}\right)-\left(\frac{1}{2} \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}-\boldsymbol{b}^{T} \boldsymbol{x}_{*}\right) \\
= & \left(\frac{1}{2} \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}-\left(\boldsymbol{A} \boldsymbol{x}_{*}-\gamma \boldsymbol{x}_{*}\right)^{T} \boldsymbol{x}\right)-\left(\frac{1}{2} \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}-\left(\boldsymbol{A} \boldsymbol{x}_{*}-\gamma \boldsymbol{x}_{*}\right)^{T} \boldsymbol{x}_{*}\right) \\
& \quad\left(\text { since } \boldsymbol{A} \boldsymbol{x}_{*}-\boldsymbol{b}=\gamma \boldsymbol{x}_{*}\right) \\
= & \frac{1}{2}\left(\boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}-2 \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}_{*}+\boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}-\gamma\left(2 \boldsymbol{x}_{*}^{T} \boldsymbol{x}_{*}-2 \boldsymbol{x}^{T} \boldsymbol{x}_{*}\right)\right) \\
= & \frac{1}{2}\left(\left(\boldsymbol{x}-\boldsymbol{x}_{*}\right)^{T} \boldsymbol{A}\left(\boldsymbol{x}-\boldsymbol{x}_{*}\right)-\gamma\left\|\boldsymbol{x}-\boldsymbol{x}_{*}\right\|^{2}\right) \quad\left(\text { since }\|\boldsymbol{x}\|=\left\|\boldsymbol{x}_{*}\right\|=1\right)
\end{aligned}
$$

Denote $\boldsymbol{\delta}=\boldsymbol{x}-\boldsymbol{x}_{*}=\boldsymbol{\delta}_{x}+\boldsymbol{\delta}_{\perp}$, where $\boldsymbol{\delta}_{x}$ is collinear to $\boldsymbol{x}_{*}$ and $\boldsymbol{\delta}_{\perp}$ is orthogonal to $\boldsymbol{x}_{*}$. The last inequality becomes

$$
\begin{equation*}
\gamma<\frac{\boldsymbol{\delta}^{T} \boldsymbol{A} \boldsymbol{\delta}}{\|\boldsymbol{\delta}\|^{2}}=\frac{\boldsymbol{\delta}_{x}^{T} \boldsymbol{A} \boldsymbol{\delta}_{x}+2 \boldsymbol{\delta}_{x}^{T} \boldsymbol{A} \boldsymbol{\delta}_{\perp}+\boldsymbol{\delta}_{\perp} \boldsymbol{A} \boldsymbol{\delta}_{\perp}}{\|\boldsymbol{\delta}\|^{2}} \tag{4.8}
\end{equation*}
$$

Using the fact that $\|\boldsymbol{\delta}\|^{2}=\left\|\boldsymbol{\delta}_{x}\right\|^{2}+\left\|\boldsymbol{\delta}_{\perp}\right\|^{2}$ and

$$
1=\|\boldsymbol{x}\|^{2}=\left\|\boldsymbol{x}_{*}+\boldsymbol{\delta}\right\|^{2}=\left\|\boldsymbol{x}_{*}\right\|^{2}+\|\boldsymbol{\delta}\|^{2}+2 \boldsymbol{x}_{*}^{T} \boldsymbol{\delta}=1+\left\|\boldsymbol{\delta}_{x}\right\|^{2}+\left\|\boldsymbol{\delta}_{\perp}\right\|^{2}+2 \boldsymbol{x}_{*}^{T} \boldsymbol{\delta}_{x}
$$

we obtain $\boldsymbol{\delta}_{x}=-\left\|\boldsymbol{\delta}_{x}\right\| \boldsymbol{x}_{*}$ and $\left\|\boldsymbol{\delta}_{\perp}\right\|=\sqrt{2\left\|\boldsymbol{\delta}_{x}\right\|-\left\|\boldsymbol{\delta}_{x}\right\|^{2}}$. Substituting back into (4.8) yields

$$
\begin{align*}
\gamma & <\frac{\left\|\boldsymbol{\delta}_{x}\right\|^{2} \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}-2\left\|\boldsymbol{\delta}_{x}\right\| \sqrt{2\left\|\boldsymbol{\delta}_{x}\right\|-\left\|\boldsymbol{\delta}_{x}\right\|^{2}} \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{u}+\left(2\left\|\boldsymbol{\delta}_{x}\right\|-\left\|\boldsymbol{\delta}_{x}\right\|^{2}\right) \boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}}{2\left\|\boldsymbol{\delta}_{x}\right\|} \\
& =\frac{1}{2}\left(\left\|\boldsymbol{\delta}_{x}\right\| \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}-2 \sqrt{2\left\|\boldsymbol{\delta}_{x}\right\|-\left\|\boldsymbol{\delta}_{x}\right\|^{2}} \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{u}-\left\|\boldsymbol{\delta}_{x}\right\| \boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}\right)+\boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}, \tag{4.9}
\end{align*}
$$

where $\boldsymbol{u}$ is the unit-length vector that is collinear to $\boldsymbol{\delta}_{\perp}$. Now since $\left\|\boldsymbol{\delta}_{x}\right\|$ can be chosen arbitrarily small and $\boldsymbol{u}$ can be chosen in any direction that is orthogonal to $\boldsymbol{x}_{*}$, taking $\left\|\boldsymbol{\delta}_{x}\right\| \rightarrow 0$ in (4.9) yields $\boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u} \geq \gamma$ for any unit-length vector $\boldsymbol{u} \perp \boldsymbol{x}_{*}$. Thus, from (4.7), we conclude that $\lambda_{n-1} \geq \gamma$. Furthermore, if $\lambda_{n-1}=\boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}=\gamma$, then it holds that

$$
\begin{equation*}
\left\|\boldsymbol{\delta}_{x}\right\| \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}-2 \sqrt{2\left\|\boldsymbol{\delta}_{x}\right\|-\left\|\boldsymbol{\delta}_{x}\right\|^{2}} \boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{u}-\left\|\boldsymbol{\delta}_{x}\right\| \boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}>0 \quad \text { for all }\left\|\boldsymbol{\delta}_{x}\right\| \tag{4.10}
\end{equation*}
$$

Notice that if $\boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{u}>0$, we can always choose sufficiently small $\left\|\boldsymbol{\delta}_{x}\right\|$ so that the second term $\left(\mathcal{O}\left(\left\|\boldsymbol{\delta}_{x}\right\|^{1 / 2}\right)\right)$ on the LHS of (4.10) dominates the other terms $\left(\mathcal{O}\left(\left\|\boldsymbol{\delta}_{x}\right\|\right)\right)$, which in turn forces the LHS to be negative. Otherwise, if $\boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{u}<0$, we can replace $\boldsymbol{u}$ by $-\boldsymbol{u}$ and follows the same argument to expose the contradiction. Therefore, it must hold that $\boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{u}=0$ in the case $\boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}=\gamma$. In addition,
substituting these quantities back into (4.10) yields $\boldsymbol{x}_{*}^{T} \boldsymbol{A} \boldsymbol{x}_{*}>\boldsymbol{u}^{T} \boldsymbol{A} \boldsymbol{u}$.

### 4.7.2 Proof of Lemma 4

This lemma stems from the fact that the first-order derivative of the function $f(\boldsymbol{x})=\frac{\boldsymbol{x}}{\|\boldsymbol{x}\|}$ is given by

$$
\nabla f(\boldsymbol{x})=\frac{1}{\|\boldsymbol{x}\|} \boldsymbol{I}-\frac{1}{\|\boldsymbol{x}\|^{3}} \boldsymbol{x} \boldsymbol{x}^{T}
$$

### 4.7.3 Proof of Theorem 4.1

The proof of Theorem 4.1 is given as follows.
$\left[\Rightarrow\right.$ ] First, if Algorithm 4.1 converges locally uniformly to $\boldsymbol{x}_{*}$, our goal is to prove $\gamma<\lambda_{n-1}$. By contradiction, assume that $\gamma>\lambda_{n-1}{ }^{5}$. Then choosing $\boldsymbol{x}^{(0)}=$ $\boldsymbol{x}_{*}+\epsilon \boldsymbol{u}_{n-1}$, where $\boldsymbol{u}_{n-1}$ is the eigenvector corresponding to $\lambda_{n-1}$, leads to

$$
\begin{aligned}
& \boldsymbol{\delta}^{(1)}=\frac{\left|1-\alpha \lambda_{n-1}\right|}{1-\alpha \gamma} \boldsymbol{\delta}^{(0)}=\frac{1-\alpha \lambda_{n-1}}{1-\alpha \gamma} \boldsymbol{\delta}^{(0)} \\
\Rightarrow \quad & \left\|\boldsymbol{x}^{(1)}-\boldsymbol{x}_{*}\right\|=\left\|\boldsymbol{\delta}^{(1)}\right\|=\left|\frac{1-\alpha \lambda_{n-1}}{1-\alpha \gamma}\right|\left\|\epsilon \boldsymbol{u}_{n-1}\right\|=\frac{1-\alpha \lambda_{n-1}}{1-\alpha \gamma} \epsilon>\epsilon
\end{aligned}
$$

This contradicts with the assumption that the sequence $\left\{\boldsymbol{x}^{(t)}\right\}$ lies inside the $\epsilon$ vicinity of $\boldsymbol{x}_{*}$.
[ $\Leftarrow$ ] Conversely, we will show that if $\boldsymbol{x}_{*}$ is a strict local minimum, then for any

[^17]$\alpha>0$ such that $\alpha\left(\lambda_{1}+\gamma\right)<2$, Algorithm 4.1 with step size $\alpha$ converges locally uniformly to $\boldsymbol{x}_{*}$. By the same argument in [166], to prove the local stability of equation (4.4), it is sufficient to consider the linear equation without the quadratic residual
$$
\boldsymbol{\delta}^{(t+1)}=\frac{1}{1-\alpha \gamma} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}(\boldsymbol{I}-\alpha \boldsymbol{A}) \delta^{(t)} .
$$

The above equation implies $\boldsymbol{\delta}^{(t)}=\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{\delta}^{(t)}$ for $t=1,2, \ldots$. Thus, we have

$$
\begin{aligned}
\boldsymbol{\delta}^{(t+1)} & =\frac{\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}(\boldsymbol{I}-\alpha \boldsymbol{A}) \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}}{1-\alpha \gamma} \delta^{(t)}=\frac{\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}-\alpha \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}}{1-\alpha \gamma} \boldsymbol{\delta}^{(t)} \\
& =\frac{\left(\boldsymbol{I}-\alpha \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}\right) \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}}{1-\alpha \gamma} \boldsymbol{\delta}^{(t)}=\frac{\boldsymbol{I}-\alpha \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}}{1-\alpha \gamma} \boldsymbol{\delta}^{(t)} .
\end{aligned}
$$

Now consider the matrix $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}$. There exists an eigenvalue decomposition $\boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp} \boldsymbol{A} \boldsymbol{P}_{\boldsymbol{x}_{*}}^{\perp}=\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{U}^{T}$ where $\boldsymbol{U}=\left[\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n-1}, \boldsymbol{x}_{*}\right]$ is an orthogonal matrix and $\boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n-1}, 0\right)$. Let $\boldsymbol{y}^{(t)}=\boldsymbol{U}^{T} \boldsymbol{\delta}^{(t)}$. Then

$$
\begin{equation*}
\boldsymbol{y}^{(t+1)}=\boldsymbol{U}^{T} \boldsymbol{\delta}^{(t+1)}=\frac{\boldsymbol{I}-\alpha \boldsymbol{\Lambda}}{1-\alpha \gamma} \boldsymbol{y}^{(t)}=\left(\frac{\boldsymbol{I}-\alpha \boldsymbol{\Lambda}}{1-\alpha \gamma}\right)^{t} \boldsymbol{y}^{(1)} \tag{4.11}
\end{equation*}
$$

In addition, since the last column of $\boldsymbol{U}$ is $\boldsymbol{x}_{*}$, we can compute the last element of $\boldsymbol{y}^{(1)}$ by

$$
\begin{equation*}
y_{n}^{(1)}=\boldsymbol{x}_{*}^{T} \boldsymbol{\delta}^{(1)}=\boldsymbol{x}_{*}^{T}\left(\boldsymbol{I}-\boldsymbol{x}_{*} \boldsymbol{x}_{*}^{T}\right) \boldsymbol{\delta}^{(0)}=0 . \tag{4.12}
\end{equation*}
$$

From (4.11) and (4.12), we obtain

$$
\left\|\boldsymbol{y}^{(t+1)}\right\| \leq \max _{1 \leq i \leq n-1}\left|\frac{1-\alpha \lambda_{i}}{1-\alpha \gamma}\right|^{t} \cdot\left\|\boldsymbol{y}^{(1)}\right\|
$$

Since $\boldsymbol{x}_{*}$ is a strict local minimum, it follows from Lemma 4.2 that $\gamma<\lambda_{n-1} \leq \lambda_{1}$. Combining with the condition $\alpha \lambda_{1}+\alpha \gamma<2$, we obtain $\alpha \gamma<1$. In order to show convergence, it remains to prove the inequality

$$
\max _{1 \leq i \leq n-1} \frac{\left|1-\alpha \lambda_{i}\right|}{1-\alpha \gamma}<1 \Leftrightarrow\left|1-\alpha \lambda_{i}\right|<1-\alpha \gamma, \forall 1 \leq i \leq n-1
$$

Indeed, this inequality stems from the fact that $\alpha \lambda_{1}+\alpha \gamma<2$ and $\gamma<\lambda_{n-1} \leq$ $\ldots \leq \lambda_{1}$.

### 4.7.4 Proof of Lemma 5

We have

$$
\begin{equation*}
\alpha_{*}=\underset{\substack{\alpha>0 \\ \alpha\left(\lambda_{1}+\gamma\right)<2}}{\operatorname{argmin}} \max _{1 \leq i \leq n-1} \frac{\left|1-\alpha \lambda_{i}\right|}{1-\alpha \gamma} . \tag{4.13}
\end{equation*}
$$

For $\gamma<\lambda$, the function $\frac{1-\alpha \lambda}{1-\alpha \gamma}$ is monotonically decreasing. Denote $f(\alpha)=$ $\max _{1 \leq i \leq n-1} \frac{\left|1-\alpha \lambda_{i}\right|}{1-\alpha \gamma}$. Consider the following three cases:

- If $1-\alpha \lambda_{n-1} \geq 1-\alpha \lambda_{1} \geq 0$, then (4.13) becomes

$$
\min _{\alpha} f(\alpha)=\min _{\alpha \lambda_{1} \leq 1} \frac{1-\alpha \lambda_{n-1}}{1-\alpha \gamma}= \begin{cases}f\left(\frac{1}{\lambda_{1}}\right)=\frac{\lambda_{1}-\lambda_{n-1}}{\lambda_{1}-\gamma} & \text { if } \lambda_{1}>0 \\ f(\infty)=\frac{\lambda_{n-1}}{\gamma} & \text { otherwise }\end{cases}
$$

- If $1-\alpha \lambda_{1} \leq 1-\alpha \lambda_{n-1} \leq 0$, then (4.13) becomes

$$
\min _{\alpha} f(\alpha)=\min _{\alpha \lambda_{n-1} \geq 1} \frac{\alpha \lambda_{1}-1}{1-\alpha \gamma}=f\left(\frac{1}{\lambda_{n-1}}\right)=\frac{\lambda_{1}-\lambda_{n-1}}{\lambda_{n-1}-\gamma}
$$

- If $1-\alpha \lambda_{1} \leq 0$ and $1-\alpha \lambda_{n-1} \geq 0$, then (4.13) becomes

$$
\begin{aligned}
\min _{\alpha} f(\alpha) & =\min _{\alpha\left(\lambda_{1}+\lambda_{n-1}\right) \leq 2}\left\{\frac{\alpha \lambda_{1}-1}{1-\alpha \gamma}, \frac{1-\alpha \lambda_{n-1}}{1-\alpha \gamma}\right\} \\
& = \begin{cases}f\left(\frac{2}{\lambda_{1}+\lambda_{n-1}}\right)=\frac{\lambda_{1}-\lambda_{n-1}}{\lambda_{1}+\lambda_{n-1}-2 \gamma} & \text { if } \alpha\left(\lambda_{1}+\lambda_{n-1}\right)<2 \\
f(\infty)=\frac{\lambda_{n-1}}{\gamma} & \text { otherwise }\end{cases}
\end{aligned}
$$

In summary, we have

- If $\lambda_{1}+\lambda_{n-1} \leq 0$, then

$$
\min _{\alpha} f(\alpha)=\min \left\{f\left(\frac{1}{\lambda_{1}}\right), f(\infty)\right\}=f(\infty)
$$

- If $\lambda_{1}+\lambda_{n-1}>0$, then

$$
\min _{\alpha} f(\alpha)=\min \left\{f\left(\frac{1}{\lambda_{1}}\right), f\left(\frac{1}{\lambda_{n-1}}\right), f\left(\frac{2}{\lambda_{1}+\lambda_{n-1}}\right)\right\}=f\left(\frac{2}{\lambda_{1}+\lambda_{n-1}}\right)
$$

# Chapter 5: On Local Linear Convergence of Projected Gradient Descent for Unit-Modulus Least Squares ${ }^{1}$ 

The unit-modulus least squares (UMLS) problem has a wide spectrum of applications in signal processing, e.g., phase-only beamforming, phase retrieval, radar code design, and sensor network localization. Scalable first-order methods such as projected gradient descent (PGD) have recently been studied as a simple yet efficient approach to solving the UMLS problem. Existing results on the convergence of PGD for UMLS often focus on global convergence to stationary points. As a non-convex problem, only a sublinear convergence rate has been established. However, these results do not explain the fast convergence of PGD frequently observed in practice. This chapter presents a novel analysis of convergence of PGD for UMLS, justifying the linear convergence behavior of the algorithm near the solution. By exploiting the local structure of the objective function and the constraint set, we establish an exact expression of the convergence rate and characterize the conditions for linear convergence. Simulations show that our theoretical analysis corroborates numerical examples. Furthermore, variants of PGD with adaptive step sizes are proposed based on the new insight revealed in our convergence analysis. The variants show substantial acceleration in practice.
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### 5.1 Introduction

Unit-modulus least squares (UMLS) is formulated as the following optimization problem:

$$
\begin{array}{cl}
\min _{\boldsymbol{w} \in \mathbb{C}^{N}} & \frac{1}{2}\|\boldsymbol{\Phi} \boldsymbol{w}-\boldsymbol{h}\|^{2} \\
\text { s.t. } & \left|w_{i}\right|^{2}=1 \text { for } i=1, \ldots, N, \tag{5.1}
\end{array}
$$

where $\boldsymbol{\Phi} \in \mathbb{C}^{M \times N}$ and $\boldsymbol{h} \in \mathbb{C}^{M}$. This problem arises in numerous machine learning and signal processing applications including, but not limited to, phase-only beamforming [138,206], phase retrieval [35,220], radar code design [184,203], and sensor network localization [70]. For instance, in phase-only beamforming applications, the goal is to design a weight vector $\boldsymbol{w}$ associated with $N$ antennas so that it retains the power of each antenna and enhances reception of the signals from certain directions while mitigating interference located at other directions. For a uniform linear antenna array, $\boldsymbol{\Phi}$ can be the steering vector matrix with a Vandermonde structure.

It is well-known that UMLS is a non-convex NP-hard problem [237]. One traditional approach to this problem is semi-definite relaxation (SDR). In [141], Luo et. al. recast (5.1) as a quadratically constrained quadratic programming (QCQP) problem and then lifted it to an $N^{2}$-dimensional problem with a rank-1 constraint. By dropping the non-convex rank constraint, the resulting problem is convex and can be solved via interior point methods. The major disadvantage
of SDR is the high computational complexity ( $O\left(N^{7}\right)$ flops and $O\left(N^{2}\right)$ memory), which is not suitable for large-scale problems in modern applications. Another approach that has recently been proposed by Tranter et. al. [206] is non-convex projected gradient descent (PGD). Since the projection onto the unit-modulus manifold is simple and low-cost, PGD was shown to be efficient in large-scale settings. Notably, the authors in [206] showed that, despite the lack of convexity, the algorithm converges globally to a set of stationary points of (5.1) and the rate of convergence is at least sublinear.

Motivated by Tranter's result, this chapter studies an in-depth convergence analysis of PGD for UMLS. First, we observe in practice that the algorithm frequently exhibits linear convergence near a local minimum of the problem. This is significantly faster than the sublinear convergence proven in [206]. Second, we believe the bound technique in [206] is rather conservative since it focuses on global characterization yet ignores the local structure of the problem around the solution. In particular, while UMLS is not a globally convex problem, it can still possess a benign geometry around a local minimum. In such scenario, one can expect that PGD will converge linearly to the local minimum similar to gradient descent for unconstrained minimization of a smooth and strongly convex function [160]. With this intuition, our goal here is to provide an analytical framework to uncover the fast linear convergence behavior of PGD near a local minimum of the UMLS problem. ${ }^{2}$ By exploiting the local structure of the problem near local minima, we are

[^19]able to identify the sufficient conditions for local linear convergence of PGD with a fixed step size and obtain an exact expression of the convergence rate. In addition, we establish the region of convergence in which initializing the algorithm is guaranteed to converge to the desired local minimum. The theoretical rate predicts accurately the empirical convergence rate in our numerical simulation. Finally, in practical applications where prior knowledge of the solution is not available, we propose two adaptive-step-size variants of PGD that requires the same iteration complexity while offering faster linear convergence compared to the optimal fixed step size in theory.

The rest of the chapter is organized as follows. Section 5.2 presents the realvalued formulation of UMLS that is considered in this chapter and the PGD algorithm for solving this problem. Section 5.3 summarizes existing results on the convergence of PGD for UMLS in the literature, highlighting the fundamental similarity between the UMLS problem and the spherically constrained problem. Our convergence analysis is presented in Section 5.4, including solution properties, algorithm properties, and linear convergence properties. In Section 5.5, we propose two variants of PGD for UMLS that use adaptive step size schemes to effectively obtain fast linear convergence without the prior knowledge of the solution. Finally, in Section 5.6, we perform numerical experiments to verify our theoretical analysis. problem and the spherically constrained LS problem coincide. For $N>1$, UMLS introduces a more complex constraint set in the form of the cross product of multiple spherical constrains.

### 5.2 Problem Statement

In this section, we introduce fundamental concepts in formulating the UMLS problem as a standard constrained least-squares optimization and the PGD algorithm for solving it.

### 5.2.1 Notation

Throughout the chapter, we use the notations $\|\cdot\|_{F}$ and $\|\cdot\|_{2}$ to denote the Frobenius norm and the spectral norm of a matrix, respectively. Additionally, $\|\cdot\|$ is used on a vector to denote the Euclidean norm. Boldfaced symbols are reserved for vectors and matrices. The $t \times t$ identity matrix is denoted by $\boldsymbol{I}_{t}$. The $t$-dimensional vector of all zeros and the $t$-dimensional vector of all ones are denoted by $\mathbf{0}_{t}$ and $\mathbf{1}_{t}$, respectively. The notations $\otimes$ denotes the Kronecker product between two matrices and $\operatorname{vec}(\cdot)$ denotes the vectorization of a matrix by stacking its columns on top of one another. For a complex number $z, \Re$ and $\Im$ denote the real and imaginary parts of $z$, respectively. Given an $n$-dimensional vector $\boldsymbol{x}, x_{i}$ denotes the $i$ th element of $\boldsymbol{x}$ and $\operatorname{diag}(\boldsymbol{x})$ denotes the $n \times n$ diagonal matrix with the corresponding diagonal entries $x_{1}, \ldots, x_{n}$. Given a matrix $\boldsymbol{X} \in \mathbb{R}^{m \times n}$, the $i$ th largest eigenvalue and the $i$ th largest singular value of $\boldsymbol{X}$ are denoted by $\lambda_{i}(\boldsymbol{X})$ and $\sigma_{i}(\boldsymbol{X})$, respectively. The spectral radius of $\boldsymbol{X}$ is defined as $\rho(\boldsymbol{X})=\max _{i}\left|\lambda_{i}(\boldsymbol{X})\right|$ and is less than or equal to the spectral norm, i.e., $\rho(\boldsymbol{X}) \leq\|\boldsymbol{X}\|_{2}$ [151]. If $\boldsymbol{X}$ is square and invertible, the condition number of $\boldsymbol{X}$ is defined as $\kappa(\boldsymbol{X})=\sigma_{1}(\boldsymbol{X}) / \sigma_{n}(\boldsymbol{X})$. Finally, we use $\boldsymbol{X} \succ 0$ to indicate the matrix $\boldsymbol{X}$ is positive definite (PD) and $\boldsymbol{X} \succeq 0$
to indicate the matrix $\boldsymbol{X}$ is positive semi-definite (PSD).

### 5.2.2 Real-valued Formulation of UMLS

For the convenience of analysis, we consider the following real-valued parametrization of (5.1):

$$
\begin{align*}
\min _{\boldsymbol{x} \in \mathbb{R}^{2 N}} & \frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} \\
\text { s.t. } & x_{2 i-1}^{2}+x_{2 i}^{2}=1 \text { for } i=1, \ldots, N \tag{5.2}
\end{align*}
$$

where $\boldsymbol{A} \in \mathbb{R}^{2 M \times 2 N}$ is partitioned into $2 \times 2$ blocks of form

$$
\tilde{\boldsymbol{A}}_{i j}=\left[\begin{array}{cc}
\Re\left(\Phi_{i j}\right) & -\Im\left(\Phi_{i j}\right)  \tag{5.3}\\
\Im\left(\Phi_{i j}\right) & \Re\left(\Phi_{i j}\right)
\end{array}\right]
$$

for $i=1, \ldots, M$ and $j=1, \ldots, N$. In addition, $\boldsymbol{x}=\left[\Re\left(w_{1}\right), \Im\left(w_{1}\right), \ldots, \Re\left(w_{N}\right), \Im\left(w_{N}\right)\right]^{\top}$ and $\boldsymbol{b}=\left[\Re\left(h_{1}\right), \Im\left(h_{1}\right), \ldots, \Re\left(h_{M}\right), \Im\left(h_{M}\right)\right]^{\top}$ are real-valued vectors. Next, we introduce the concepts of the 2 -selection operator that selects the $i$ th coordinate pair of a $2 N$-dimensional vector. Since the unit-modulus constraint involves every pair of coordinates of $\boldsymbol{x}$, this operator allows us to simplify the representation of our result in the rest of the chapter:

Definition 5.1. For each $i=1, \ldots, N$, the $i$ th 2-selection operator is defined
by $\boldsymbol{S}_{i}: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2}$ such that

$$
\boldsymbol{S}_{i}(\boldsymbol{x})=\left[\begin{array}{c}
x_{2 i-1} \\
x_{2 i}
\end{array}\right]
$$

where $\boldsymbol{x}=\left[x_{1}, x_{2}, \ldots, x_{2 N}\right]^{\top}$.

It is noteworthy that the 2-selection operators is linear. Using this operator, we can represent any vector $\boldsymbol{x} \in \mathbb{R}^{2 N}$ as

$$
\begin{equation*}
\boldsymbol{x}=\sum_{i=1}^{N} \boldsymbol{e}_{i} \otimes \boldsymbol{S}_{i}(\boldsymbol{x}), \tag{5.4}
\end{equation*}
$$

where $\boldsymbol{e}_{i}$ is the $i$ th vector in the natural basis of $\mathbb{R}^{N}$. Then, we define the constraint set of the UMLS problem (5.6) based on the 2-selection operator.

Definition 5.2. The unit-modulus set is defined by

$$
\begin{equation*}
\mathcal{C}=\left\{\boldsymbol{x} \in \mathbb{R}^{2 N}:\left\|\boldsymbol{S}_{i}(\boldsymbol{x})\right\|^{2}=1, \forall i=1, \ldots, N\right\} . \tag{5.5}
\end{equation*}
$$

Using Definition 5.2, one can rewrite the optimization problem (5.2) as follows

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathcal{C}} \frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} \tag{5.6}
\end{equation*}
$$

For convenience, we denote the objective $f(\boldsymbol{x})=\frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2}$.

### 5.2.3 Projected Gradient Descent for UMLS

To define the projection onto the unit-modulus set $\mathcal{C}$, let us introduce the distance function from a point $\boldsymbol{x} \in \mathbb{R}^{2 N}$ to $\mathcal{C}$ as

$$
\begin{equation*}
d(\boldsymbol{x}, \mathcal{C})=\inf _{\boldsymbol{y} \in \mathcal{C}}\{\|\boldsymbol{y}-\boldsymbol{x}\|\} . \tag{5.7}
\end{equation*}
$$

The set of all projections of $\boldsymbol{x}$ onto $\mathcal{C}$ is then given by

$$
\begin{equation*}
\Pi_{\mathcal{C}}(\boldsymbol{x})=\{\boldsymbol{y} \in \mathcal{C} \mid\|\boldsymbol{y}-\boldsymbol{x}\|=d(\boldsymbol{x}, \mathcal{C})\} \tag{5.8}
\end{equation*}
$$

It is well-known [210] that if $\mathcal{C}$ is closed, then for any $\boldsymbol{x} \in \mathbb{R}^{n}, \Pi_{\mathcal{C}}(\boldsymbol{x})$ is non-empty. Additionally, since the unit-modulus set $\mathcal{C}$ is non-convex, $\Pi_{\mathcal{C}}(\boldsymbol{x})$ can have more than one element. An orthogonal projection onto $\mathcal{C}$ is defined as $\mathcal{P}_{\mathcal{C}}: \mathbb{R}^{2 N} \rightarrow \mathcal{C}$ such that $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})$ is chosen as an element of $\Pi_{\mathcal{C}}(\boldsymbol{x})$ based on a prescribed scheme (e.g., based on lexicographic order). In particular, we define the orthogonal projection $\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})$ as projecting each coordinate pair of $\boldsymbol{x} \in \mathbb{R}^{2 N}$ onto the unit 1 -sphere

$$
\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})\right)= \begin{cases}\frac{\boldsymbol{S}_{i}(\boldsymbol{x})}{\left\|\boldsymbol{S}_{i}(\boldsymbol{x})\right\|} & \text { if } \boldsymbol{S}_{i}(\boldsymbol{x}) \neq \mathbf{0}_{2}  \tag{5.9}\\ {[1,0]^{\top} \triangleq \boldsymbol{s}} & \text { if } \boldsymbol{S}_{i}(\boldsymbol{x})=\mathbf{0}_{2}\end{cases}
$$

for $i=1, \ldots, N$. Here we recall that $\boldsymbol{S}_{i}$ is defined in Definition 5.1. It is noted that when $\boldsymbol{S}_{i}(\boldsymbol{x})=\mathbf{0}_{2}$, the set of projections of $\mathbf{0}_{2}$ onto the unit 1-sphere is nonsingleton, i.e., the entire unit 1 -sphere. In such case, we choose a certain element $\boldsymbol{s}$

```
Algorithm 5.1 Projected Gradient Descent (PGD)
Require: \(\boldsymbol{x}^{(0)} \in \mathbb{R}^{2 N}\)
Ensure: \(\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}\)
    for \(k=0,1, \ldots\) do
        \(\boldsymbol{x}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{(k)}-\boldsymbol{b}\right)\right)\)
        \(\triangleright\) where \(\mathcal{P}_{\mathcal{C}}\) is defined in (5.9)
```

in this set (e.g., $[1,0]^{\top}$ ) as the value of $\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}(\boldsymbol{x})\right)$. We emphasize that this choice of the projection does not affect our subsequent analysis of local convergence.

Starting from some initial point $\boldsymbol{x}^{(0)}$, the PGD algorithm for solving (5.6) performs the following iterative update (see Algorithm 5.1):

$$
\begin{equation*}
\boldsymbol{x}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{(k)}-\boldsymbol{b}\right)\right), \tag{5.10}
\end{equation*}
$$

where $\eta>0$ is a fixed step size. In the literature, PGD is also known as the gradient projection (GP) algorithm (e.g., [206]).

### 5.3 Preliminaries

This section presents a brief overview of existing results on convergence analysis of PGD for UMLS and the related problem of least squares with unit-norm constraint.

### 5.3.1 Existing Convergence Results on PGD for UMLS

The sublinear convergence of PGD to a set of stationary points of UMLS was studied in [206]. First, Tranter et. al. showed that any limiting point $\boldsymbol{x}^{*}$ of the
sequence $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ generated by Algorithm 5.1 is also a stationary point of (5.6). Second, they proved that for PGD with a fixed step size $0<\eta<1 /\|\boldsymbol{A}\|_{2}^{2}$, the convergence of $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty}$ to a set of stationary points of (5.6) is sublinear. In particular, the authors provided a sublinear bound on the distance between two consecutive iterates as follows ${ }^{3}$

$$
\begin{equation*}
\min _{0 \leq l \leq k-1}\left\|\boldsymbol{x}^{(l+1)}-\boldsymbol{x}^{(l)}\right\| \leq \sqrt{\frac{2 \eta\left(f\left(\boldsymbol{x}^{(0)}\right)-f\left(\boldsymbol{x}^{*}\right)\right)}{\left(1-\eta\|\boldsymbol{A}\|_{2}^{2}\right) k}} \tag{5.11}
\end{equation*}
$$

However, it is noted that the sublinear bound given by (5.11) is based on the worst-case analysis. In practice, we observe the algorithm enjoys fast linear convergence to a local minimum $\boldsymbol{x}^{*}$ of (5.6). Figure 5.1 illustrates the striking difference between the bound on $\left\|\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{(k)}\right\|$ given by the RHS of (5.11) (sublinear in blue dashed line) and the corresponding empirical value obtained by running the PGD algorithm (linear in blue solid line). The additional bound on $\left\|\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{(k)}\right\|$ (red dashed line) is derived from the bound on $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|$ given later in (5.21) and the application of the triangle inequality: $\left\|\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{(k)}\right\| \leq$ $\left\|\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{*}\right\|+\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|$. We observe the red dashed line and the blue solid line are parallel to each other, while the blue dashed line deviates quickly from the other two lines as $k$ increases. In the next section, we study this unexplained convergence phenomenon of PGD for UMLS. We will provide exact formulations

[^20]

Figure 5.1: Plot of $\left\|\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{(k)}\right\|$ (blue solid) generated by PGD for UMLS with a fixed step size $\eta=0.9 /\|\boldsymbol{A}\|_{2}^{2}$. The blue dashed line represents the sublinear bound given by (5.11). The red dashed line is based on our linear upper bound proposed in this work. Further details of the data generated for this figure are given later in our simulation in Section 5.6.
of the region of convergence and the linear convergence rate. The selection of the fixed step size $\eta<1 /\|\boldsymbol{A}\|_{2}^{2}$ is conservative as it may not be the optimal choice to attain a quick convergence speed. We will demonstrate in our simulation that larger step sizes enable faster convergence of PGD for UMLS.

### 5.3.2 Least Squares with Unit-Norm Constraint

A closely-related problem to UMLS is the unit-norm least squares (UNLS)

$$
\begin{array}{ll}
\min _{\boldsymbol{x} \in \mathbb{R}^{N}} & \frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} \\
\text { s.t. } & \|\boldsymbol{x}\|^{2}=1, \tag{5.12}
\end{array}
$$

where $\boldsymbol{A} \in \mathbb{R}^{M \times N}$ and $\boldsymbol{b} \in \mathbb{R}^{N}$. While UMLS requires each of the $N$ coordinate pairs of the solution lies on the unit 1-sphere, UNLS requires the solution itself lies on the $N-1$-sphere. Unlike the case of unit-modulus constraint, minimizing a quadratic form over the unit sphere is not NP-hard and is solvable as an eigenvalue problem [87, 187]. The convergence of PGD for UNLS has recently been studied in [13,218]. Table 5.1 summarizes the existing convergence result on UNLS and the new convergence result on UMLS we derive in this chapter, highlighting the connection between the two works.

### 5.4 Convergence Analysis

This section presents the convergence analysis of PGD for UMLS. We begin with the properties of the solution of the problem and the PGD algorithm. Next, we present the main result on the convergence of PGD for UMLS. Finally, we provide the detailed proof at the end of the section.

[^21]Table 5.1: Comparison between the existing convergence analysis of PGD for least squares with unit-norm constraint [218] and the novel convergence analysis of PGD for unit-modulus constraint proposed in this work. In each case, $\boldsymbol{x}^{*}$ is a stationary point and $\boldsymbol{Z}$ is a basis matrix for the null space of the Jacobian of all constraints at $\boldsymbol{x}^{*}$.

|  | Unit-norm constraint $[218]$ | Unit-modulus constraint (this work) |
| :--- | :---: | :---: |
| Problem formulation | $\min _{\boldsymbol{x} \in \mathbb{R}^{N}} \frac{1}{2}\\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\\|^{2}$ s.t. $\\|\boldsymbol{x}\\|=1$ | $\min _{\boldsymbol{x} \in \mathbb{R}^{2 N}} \frac{1}{2}\\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\\|^{2}$ s.t. $\left\\|\boldsymbol{S}_{i}(\boldsymbol{x})\right\\|=1, \forall i=1, \ldots, N$ |
| First-order necessary condition | $\exists \gamma \in \mathbb{R}^{\top}: \boldsymbol{A}^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\gamma \boldsymbol{x}^{*}$ | $\exists \boldsymbol{\gamma} \in \mathbb{R}^{N}: \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\left(\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}^{*}$ |
| Reduced Riemannian Hessian | $\boldsymbol{H}=\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\gamma \boldsymbol{I}_{N}$ | $\boldsymbol{H}=\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\operatorname{diag}(\boldsymbol{\gamma})$ |
| Second-order necessary condition | $\boldsymbol{H} \succeq \mathbf{0}_{N}$ | $\boldsymbol{H} \succeq \mathbf{0}_{N}$ |
| Second-order sufficient condition | $\boldsymbol{H} \succ \mathbf{0}_{N}$ | $\boldsymbol{H} \succ \mathbf{0}_{N}$ |
| Fixed-point condition on step size | $1-\eta \gamma>0$ | $\boldsymbol{I}_{N}-\eta \operatorname{diag}(\boldsymbol{\gamma}) \succ \mathbf{0}_{N}$ |
| Convergence condition on the step size | $\eta\left(\lambda_{1}(\boldsymbol{H})+2 \gamma\right)<2$ | $\eta\left(\lambda_{1}(\boldsymbol{H})+2 \max _{i} \gamma_{i}\right)<2^{4}$ |
| Linear convergence rate | $\rho\left(\boldsymbol{I}_{N}-\eta(1-\eta \gamma)^{-1} \boldsymbol{H}\right)$ | $\rho\left(\boldsymbol{I}_{N}-\eta\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}^{4}(\boldsymbol{\gamma})\right)^{-1} \boldsymbol{H}\right)$ |

### 5.4.1 Solution Properties

The Lagrange function corresponding to (5.6) is given by

$$
L(\boldsymbol{x}, \boldsymbol{\gamma})=\frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2}-\frac{1}{2} \sum_{i=1}^{N} \gamma_{i}\left(x_{2 i-1}^{2}+x_{2 i}^{2}-1\right)
$$

where $\gamma \in \mathbb{R}^{N}$ is the Lagrange multiplier. The derivatives of $L$ with respect to $\boldsymbol{x}$ can be computed as

$$
\begin{cases}\nabla_{\boldsymbol{x}} L(\boldsymbol{x}, \boldsymbol{\gamma}) & =\boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})-\left(\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}  \tag{5.13}\\ \nabla_{\boldsymbol{x}}^{2} L(\boldsymbol{x}, \gamma) & =\boldsymbol{A}^{\top} \boldsymbol{A}-\operatorname{diag}(\gamma) \otimes \boldsymbol{I}_{2}\end{cases}
$$

It can be shown that any feasible point $\boldsymbol{x} \in \mathcal{C}$ is also a regular point of the constraint set. Specifically, we first represent the constraints as $\boldsymbol{h}: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{N}$ such that $\boldsymbol{h}(\boldsymbol{x})=\mathbf{0}_{N}$, where $h_{i}(\boldsymbol{x})=\left\|\boldsymbol{S}_{i}(\boldsymbol{x})\right\|^{2}-1$ for $i=1, \ldots, N$. Then, the Jacobian of all the constraints at $\boldsymbol{x}$, defined as $J_{i j}=\partial h_{i}(\boldsymbol{x}) / \partial x_{j}$, is given by

$$
\boldsymbol{J}(\boldsymbol{x})=\left[\begin{array}{c}
\boldsymbol{e}_{1}^{\top} \otimes \boldsymbol{S}_{1}^{\top}(\boldsymbol{x}) \\
\cdots \\
\boldsymbol{e}_{N}^{\top} \otimes \boldsymbol{S}_{N}^{\top}(\boldsymbol{x})
\end{array}\right] \in \mathbb{R}^{N \times 2 N}
$$

Since $\boldsymbol{J}(\boldsymbol{x})$ is full row rank for any $\boldsymbol{x} \in \mathcal{C}$, we have $\boldsymbol{x}$ is a regular point of the constraint set (see Chapter 11 in [140]). The following lemma establishes the firstorder necessary conditions for local optima of UMLS problems.

Lemma 5.1. The first-order necessary conditions for $\boldsymbol{x}^{*} \in \mathbb{R}^{2 N}$ to be a local
minimum of (5.6) are $\boldsymbol{x}^{*} \in \mathcal{C}$ and there exists a Lagrange multiplier $\gamma \triangleq \gamma\left(\boldsymbol{x}^{*}\right) \in$ $\mathbb{R}^{N}$ such that

$$
\begin{equation*}
\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\left(\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}^{*} \tag{5.14}
\end{equation*}
$$

Any point satisfying the foregoing first-order necessary conditions is called a stationary point of (5.6).

By setting $\nabla_{\boldsymbol{x}} L(\boldsymbol{x}, \boldsymbol{\gamma})$ in (5.13) to $\mathbf{0}$, the proof of Lemma 5.1 follows the same derivation in [140]-Chapter 11.3. Next, we examine the second-order conditions for local optima of problem (5.6) via the basis of the tangent plane to $\mathcal{C}$ at $\boldsymbol{x}^{*}$. The following lemma provides further insight into these conditions.

Lemma 5.2. Let $\boldsymbol{x}^{*}$ be a stationary point of problem (5.6) with the corresponding Lagrange multiplier $\boldsymbol{\gamma}$. A basis of the tangent space to $\mathcal{C}$ at $\boldsymbol{x}^{*}$ is given by the semi-orthogonal matrix $\boldsymbol{Z} \in \mathbb{R}^{2 N \times N}$ such that

$$
\begin{equation*}
\boldsymbol{Z}=\sum_{i=1}^{N} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top} \otimes \boldsymbol{v}_{i} \tag{5.15}
\end{equation*}
$$

where $\boldsymbol{v}_{i}=\left[-x_{2 i}^{*}, x_{2 i-1}^{*}\right]^{\top}$. Denote the reduced Riemannian Hessian associated with $\boldsymbol{x}^{*}$ by

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\operatorname{diag}(\gamma) \tag{5.16}
\end{equation*}
$$

The second-order necessary condition for $\boldsymbol{x}^{*}$ to be a local minimum of (5.6) is
$\boldsymbol{H} \succeq \mathbf{0}_{N}$. The second-order sufficient condition for $\boldsymbol{x}^{*}$ to be a strict local minimum of (5.6) is $\boldsymbol{H} \succ \mathbf{0}_{N}$.

The proof of Lemma 5.2 is given in Appendix 5.8.1.

Remark 5.1. The concept of Riemannian Hessian has been well-studied in differential geometry (e.g., [124]). From (5.16), one can see that the first term takes into account the curvature of the objective function restricted to the unit-modulus manifold $\mathcal{C}$. On the other hand, the second term characterizes the curvature of the manifold $\mathcal{C}$. While this is an elementary result in differential geometry, we include the proof detail in Appendix 5.8.2 for self-containedness.

### 5.4.2 Algorithm Properties

The PGD algorithm can be viewed as a fixed-point iteration and hence, can be analyzed via the existing tools from fixed-point theory. We first define the convergent point of the PGD update (5.10) as follows.

Definition 5.3. The point $\boldsymbol{x} \in \mathcal{C}$ is a fixed point of Algorithm 5.1 with step size $\eta>0$ if it satisfies

$$
\begin{equation*}
\boldsymbol{x}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}-\eta \boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})\right) \tag{5.17}
\end{equation*}
$$

If the constraint set $\mathcal{C}$ is convex, any fixed point of Algorithm 5.1 is also an optimal solution of the constrained least squares problem [16]. Since the unit-modulus
constraint set is non-convex, we show that any fixed point of Algorithm 5.1 is a stationary point of (5.6) as follows.

Lemma 5.3. The vector $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 5.1 with step size $\eta>0$ if and only if $\boldsymbol{x}^{*}$ is a stationary point of the non-convex problem (5.6) and the corresponding Lagrange multiplier $\gamma$ satisfies

$$
\left\{\begin{array}{l}
\gamma_{i}<1 / \eta \quad \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right) \neq \boldsymbol{s}  \tag{5.18}\\
\gamma_{i} \leq 1 / \eta \quad \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{s}
\end{array} \quad \forall i=1, \ldots, N\right.
$$

where $\boldsymbol{s}$ is defined in (5.9).

The proof of this lemma is given in Appendix 5.8.3. Lemma 5.3 suggests that when $\eta$ is sufficiently small, all stationary points of (5.6) can be fixed points of Algorithm 5.1. As the step size $\eta$ increases, only fewer stationary points satisfying (5.18) can be fixed points of the algorithm. Next, we study the first-order Taylor expansion of the projection $\mathcal{P}_{\mathcal{C}}$ about a point in $\mathcal{C}$ in the following proposition:

Proposition 5.1. For any $\boldsymbol{x} \in \mathcal{C}$ and $\boldsymbol{\delta} \in \mathbb{R}^{2 N}$, we have

$$
\begin{equation*}
\mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})=\boldsymbol{x}+\boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{\delta}+\boldsymbol{q}(\boldsymbol{\delta}), \tag{5.19}
\end{equation*}
$$

where $\boldsymbol{Z}=\sum_{i=1}^{N} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top} \otimes \boldsymbol{v}_{i}$, for $\boldsymbol{v}_{i}=\left[-x_{2 i}, x_{2 i-1}\right]^{\top}$, and $\boldsymbol{q}: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2 N}$ satisfies $\|\boldsymbol{q}(\boldsymbol{\delta})\| \leq 2\|\boldsymbol{\delta}\|^{2}$.

The proof of this proposition is given in Appendix 5.8.4. It is noteworthy from Proposition 5.1 that the projection $\mathcal{P}_{\mathcal{C}}$ is differentiable at any $\boldsymbol{x} \in \mathcal{C}$. Second, the
derivative of $\mathcal{P}_{\mathcal{C}}$, given by $\boldsymbol{Z} \boldsymbol{Z}^{\top}$, coincides with the orthogonal projection onto the tangent space of $\mathcal{C}$ at $\boldsymbol{x}$ [129]. Third, the expansion (5.19) is universal, regardless of the magnitude of $\boldsymbol{\delta}$.

### 5.4.3 Main Result

We are now in position to state our main result on the linear convergence of PGD for UMLS.

Theorem 5.1. Consider a stationary point $\boldsymbol{x}^{*} \in \mathcal{C}$ of the UMLS problem (5.6) with the corresponding Lagrange multiplier $\gamma \triangleq \gamma\left(\boldsymbol{x}^{*}\right) \in \mathbb{R}^{N}$ defined in (5.14) and the reduced Riemannian Hessian $\boldsymbol{H} \triangleq \boldsymbol{H}\left(\boldsymbol{x}^{*}\right) \in \mathbb{R}^{N \times N}$ defined in (5.16). Let $\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}^{\infty} \subset \mathbb{R}^{2 N}$ be the sequence generated by Algorithm 5.1 with a fixed step size $\eta>0$. Assume that
(C1) $\boldsymbol{H} \succ \mathbf{0}_{N}$ (sufficient condition for $\boldsymbol{x}^{*}$ being a strict local minimum),
(C2) $\eta \gamma_{i} \neq 1$ for all $i=1, \ldots, N$, and
(C3) $\rho\left(\boldsymbol{M}_{\eta}\right)<1$ where

$$
\begin{equation*}
\boldsymbol{M}_{\eta}=\boldsymbol{I}_{N}-\eta\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\gamma)\right)^{-1} \boldsymbol{H} \tag{5.20}
\end{equation*}
$$

Then, there exists a finite constant $c_{0}\left(\boldsymbol{x}^{*}, \eta\right)^{5}$ such that for any $\boldsymbol{x}^{(0)} \in \mathcal{C}$ satisfying $\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|<c_{0}\left(\boldsymbol{x}^{*}, \eta\right)$, the sequence $\left\{\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|\right\}_{k=0}^{\infty}$ converges to 0 . Further-

[^22]more, if $\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|<\rho\left(\boldsymbol{M}_{\eta}\right) c_{0}\left(\boldsymbol{x}^{*}, \eta\right)$, it holds for any integer $k \geq 0$ that
\[

$$
\begin{equation*}
\frac{\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|}{\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|}<\left(1-\frac{\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{*}\right\|}{\rho\left(\boldsymbol{M}_{\eta}\right) c_{0}\left(\boldsymbol{x}^{*}, \eta\right)}\right)^{-1} \rho^{k}\left(\boldsymbol{M}_{\eta}\right) . \tag{5.21}
\end{equation*}
$$

\]

In (5.21), Algorithm 5.1 with fixed step size $\eta$ is said to converge linearly to $\boldsymbol{x}^{*}$ with a rate of $\rho\left(\boldsymbol{M}_{\eta}\right)$.

Theorem 5.1 suggests that PGD in Algorithm 5.1 initialized near a strict local minimum as indicated by (C1) with a proper step size $\eta$ following the requirements in (C2) and (C3) converges linearly to the local minimum. The theorem establishes three key results for the linear convergence of Algorithm 5.1: the region of convergence, the rate of convergence, and the bound on the error through iterations. Notably, while the previous result in [206] proves the sublinear convergence to a set of stationary points of (5.6), our result in Theorem 5.1 shows the linear convergence to a strict local minimum. It is worthwhile mentioning that the linear convergence of $\left\{\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|\right\}_{k=0}^{\infty}$ given by (5.21) matches with the definition of R-linear convergence in [112]-Appendix A. ${ }^{6}$

Note that Theorem 5.1 does not explicitly suggest an upper bound on $\eta$ that ensures convergence and it may appear that PGD with arbitrarily large step size $\eta$ still converges. However, to ensure convergence, the implicit condition on $\eta$ in (C3)

[^23]must hold. To provide an intuition for the step size requirement in this condition, let us consider a more restrictive condition that suffices (C3):

Lemma 5.4. Let $\eta>0$ be a step size such that

$$
\left(C 3^{\prime}\right) \eta\left(\lambda_{1}(\boldsymbol{H})+2 \bar{\gamma}\right)<2 \text {, where } \bar{\gamma}=\max _{i} \gamma_{i} \text {. }
$$

Then, Condition (C3) in Theorem 5.1 holds, i.e., $\rho\left(\boldsymbol{M}_{\eta}\right)<1$.

The proof of Lemma 5.4 is given in Appendix 5.8.5. When $\lambda_{1}(\boldsymbol{H})+2 \bar{\gamma} \leq 0$, any step size $\eta>0$ satisfies (C3') and hence, satisfies (C3). When $\lambda_{1}(\boldsymbol{H})+2 \bar{\gamma}>0$, (C3') suggests an upper bound on $\eta$ that is sufficient but not necessary for (C3), i.e., $\eta<2 /\left(\lambda_{1}(\boldsymbol{H})+2 \bar{\gamma}\right)$. As can be seen from Table 5.1, Condition (C3') is similar to the convergence condition in the case of unit-norm constraint.

In Theorem 5.1, Condition (C3) suggest a non-linear relationship between the convergence rate $\rho\left(\boldsymbol{M}_{\eta}\right)$ and the step size $\eta$. In principle, one can find the optimal step size for local linear convergence by solving the 1-D optimization

$$
\begin{aligned}
\eta^{*} & =\underset{\eta>0}{\operatorname{argmin}} \rho\left(\boldsymbol{M}_{\eta}\left(\boldsymbol{x}^{*}\right)\right) \\
& =\underset{\eta>0}{\operatorname{argmin}} \rho\left(\boldsymbol{I}_{N}-\eta\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}\left(\gamma\left(\boldsymbol{x}^{*}\right)\right)\right)^{-1} \boldsymbol{H}\left(\boldsymbol{x}^{*}\right)\right) .
\end{aligned}
$$

In the last equation, we spell out the dependence on $\boldsymbol{x}^{*}$ to emphasize that the prior knowledge of the local minimum is critical for determining the optimal step size. In the next section, we propose two variants of PGD with adaptive step size schemes that do not require prior knowledge of $\boldsymbol{M}_{\eta}$ to select the optimal step size.

The proposed algorithms enjoy the fast convergence of PGD with a fixed optimal step size while remaining the same computational complexity per iteration.

### 5.4.4 Proof of Theorem 5.1

This subsection presents a proof of Theorem 5.1, arranging the key ideas into lemmas and deferring their proofs to the appendix. Let us begin with the claim that the strict local minimum $\boldsymbol{x}^{*}$ in Theorem 5.1 is also a fixed point of PGD with the appropriate choice of the step size $\eta$.

Lemma 5.5. Consider the same setting as Theorem 5.1. Assume that Conditions (C1)-(C3) in Theorem 5.1 hold. Then, $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 5.1 with the given step size $\eta$ and its corresponding Lagrange multiplier $\gamma$ satisfies $\gamma_{i}<1 / \eta$, for all $i=1, \ldots, N$.

The proof of Lemma 5.5 is given in Appendix 5.8.6. Next, we establish a recursion on the error vector, based on the first-order approximation of the projection in Proposition 5.1.

Lemma 5.6. Consider the same setting as Theorem 5.1. Assume that Conditions (C1)-(C3) in Theorem 5.1 hold. Let $\boldsymbol{D}_{\eta}=\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\gamma)\right)^{-1}$ and $\boldsymbol{\delta}^{(k)}=\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}$ be the error vector at the $k$ th iteration of Algorithm 5.1. Then, for any integer
$k \geq 0$, we have

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}+\boldsymbol{q}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right), \tag{5.22}
\end{equation*}
$$

where $\boldsymbol{Z}$ at $\boldsymbol{x}^{*}$ and $\boldsymbol{q}$ are defined in Proposition 5.1.

The proof of Lemma 5.6 is given in Appendix 5.8.7. Equation (5.22) can be viewed as an approximately linear dynamic on the error $\boldsymbol{\delta}^{(k)}$. As the error becomes sufficiently small, the residual term $\boldsymbol{q}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right)$ is negligible while the linear term $\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}$ dominates. It has been well-studied in the literature $[15,166,215,216,218]$ that the linear convergence rate of (5.22) is the spectral radius of the linear operator $\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right)$. However, following the argument about the structural constraint on the error vector in [215], we emphasize the fact $\boldsymbol{\delta}^{(k)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}\right)-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}\right)$ is the difference between two points on the unit-modulus manifold and show that the error vector is dominated by the component on the tangent plane to $\mathcal{C}$ at $\boldsymbol{x}^{*}$.

Lemma 5.7. Consider the same setting as Theorem 5.1. At the $k$ th iteration of Algorithm 5.1, we have

$$
\begin{equation*}
\boldsymbol{\delta}^{(k)}=\boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\boldsymbol{q}\left(\boldsymbol{\delta}^{(k)}\right) \tag{5.23}
\end{equation*}
$$

where $\boldsymbol{Z}$ at $\boldsymbol{x}^{*}$ and $\boldsymbol{q}$ are defined in Proposition 5.1.

The proof of Lemma 5.7 is given in Appendix 5.8.8. Next, combining Lemmas 5.6
and 5.7, we obtain a recursion on the error vector that implicitly enforces it to lie on the tangent plane to $\mathcal{C}$ at $\boldsymbol{x}^{*}$ as follows.

Lemma 5.8. Consider the same setting as Theorem 5.1. Assume that Conditions (C1)-(C3) in Theorem 5.1 hold. Then by Lemmas 5.6 and 5.7, the error vector at the $k$ th iteration of Algorithm 5.1 satisfies

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\hat{\boldsymbol{q}}\left(\boldsymbol{\delta}^{(k)}\right), \tag{5.24}
\end{equation*}
$$

where $\boldsymbol{Z}$ at $\boldsymbol{x}^{*}$ is defined in Proposition 5.1, $\hat{\boldsymbol{q}}: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2 N}$ satisfies $\|\hat{\boldsymbol{q}}(\boldsymbol{\delta})\| \leq$ $2 c_{\eta}\left(c_{\eta}+1\right)\|\boldsymbol{\delta}\|^{2}$, and $c_{\eta}=\left\|\left(\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\boldsymbol{\gamma})\right)^{-1} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right)\right\|_{2}$.

The proof of Lemma 5.8 is given in Appendix 5.8.9. Finally, we show that the convergence of the sequence $\left\{\boldsymbol{\delta}^{(k)}\right\}_{k=0}^{\infty}$ by recognizing that (i) the spectral radius of $\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}$ is the same as that of $\boldsymbol{M}_{\eta}$ and (ii) the recursion (5.24) is an approximately linear difference equation that is convergent for $\boldsymbol{\delta}^{(0)}$ sufficiently close to $\mathbf{0}_{2 N}$.

Lemma 5.9. Consider the same setting as Theorem 5.1. Assume that Conditions (C1)-(C3) in Theorem 5.1 hold. Let us define $\bar{\gamma}=\max _{i} \gamma_{i}, \underline{\gamma}=\min _{i} \gamma_{i}$ and

$$
\begin{equation*}
c_{0}\left(\boldsymbol{x}^{*}, \eta\right)=\frac{1-\rho\left(\boldsymbol{M}_{\eta}\right)}{2 c_{\eta}\left(c_{\eta}+1\right)} \frac{1-\eta \bar{\gamma}}{1-\eta \underline{\gamma}} \tag{5.25}
\end{equation*}
$$

where $c_{\eta}$ is defined in Lemma 5.8. If $\left\|\boldsymbol{\delta}^{(0)}\right\|<c_{0}\left(\boldsymbol{x}^{*}, \eta\right)$, then the sequence $\left\{\boldsymbol{\delta}^{(k)}\right\}_{k=0}^{\infty}$ converges to $\mathbf{0}_{2 N}$. Furthermore, let $c_{1}\left(\boldsymbol{x}^{*}, \eta\right)=\rho\left(\boldsymbol{M}_{\eta}\right) c_{0}\left(\boldsymbol{x}^{*}, \eta\right)$. Then, for any
$\left\|\boldsymbol{\delta}^{(0)}\right\|<c_{1}\left(\boldsymbol{x}^{*}, \eta\right)$ and integer $k \geq 0$, we have

$$
\begin{equation*}
\left\|\boldsymbol{\delta}^{(k)}\right\| \leq\left(1-\frac{\left\|\boldsymbol{\delta}^{(0)}\right\|}{c_{1}\left(\boldsymbol{x}^{*}, \eta\right)}\right)^{-1}\left(\frac{1-\eta \underline{\bar{\gamma}}}{1-\eta \bar{\gamma}}\right)^{1 / 2}\left\|\boldsymbol{\delta}^{(0)}\right\| \rho^{k}\left(\boldsymbol{M}_{\eta}\right) \tag{5.26}
\end{equation*}
$$

The proof of Lemma 5.9 is given in Appendix 5.8.10. With this lemma, we complete our proof of Theorem 5.1.

### 5.5 Implementation Aspects

This subsection describes two practical variants of PGD with adaptive step size that can be used when no prior knowledge of the solution is available: PGD with backtracking line search (Algorithm 5.2) and Nesterov's accelerated PGD with adaptive restart (Algorithm 5.3).

### 5.5.1 Backtracking PGD (Bt-PGD)

In backtracking PGD, the step size is chosen to approximately minimize the objective function $f(\boldsymbol{x})=\frac{1}{2}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2}$ along the ray $\left\{\boldsymbol{x}-\eta \tilde{\boldsymbol{g}}_{\eta} \mid \eta>0\right\}$, where

$$
\tilde{\boldsymbol{g}}_{\eta}=\frac{1}{\eta}\left(\boldsymbol{x}-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}-\eta \boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})\right)\right)
$$

```
Algorithm 5.2 Backtracking PGD (Bt-PGD)
Require: \(\boldsymbol{x}^{(0)} \in \mathbb{R}^{2 N}, \alpha \in(0,1], \beta \in(0,1)\)
Ensure: \(\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}\)
    \(\eta_{0}=1\)
    for \(k=0,1,2, \ldots\) do
        \(\boldsymbol{g}_{k}=\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{(k)}-\boldsymbol{b}\right)\)
        \(\eta_{k}=\eta_{k} / \beta\)
        repeat
            \(\eta_{k}=\beta \eta_{k}\)
            \(\tilde{\boldsymbol{g}}_{\eta_{k}}=\frac{1}{\eta_{k}}\left(\boldsymbol{x}^{(k)}-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}-\eta_{k} \boldsymbol{g}_{k}\right)\right)\)
        until \(\tilde{\boldsymbol{g}}_{\eta_{k}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \tilde{\boldsymbol{g}}_{\eta_{k}} \leq \frac{1}{\eta_{k}}\left\|\tilde{\boldsymbol{g}}_{\eta_{k}}\right\|^{2}\)
        \(\boldsymbol{x}^{(k+1)}=\boldsymbol{x}^{(k)}-\eta_{k} \tilde{\boldsymbol{g}}_{\eta_{k}}\)
        \(\eta_{k+1}=\eta_{k} / \alpha\)
```

is the generalized gradient. To guarantee certain decrease in the objective function, we use the following backtracking condition [12]

$$
\begin{equation*}
f\left(\boldsymbol{x}-\eta \tilde{\boldsymbol{g}}_{\eta}\right) \leq f(\boldsymbol{x})-\eta \tilde{\boldsymbol{g}}_{\eta}^{\top} \nabla f(\boldsymbol{x})+\frac{\eta}{2}\left\|\tilde{\boldsymbol{g}}_{\eta}\right\|^{2} . \tag{5.27}
\end{equation*}
$$

Since $f(\cdot)$ is a quadratic, it can be expanded as

$$
\begin{equation*}
f\left(\boldsymbol{x}-\eta \tilde{\boldsymbol{g}}_{\eta}\right)=f(\boldsymbol{x})-\eta \tilde{\boldsymbol{g}}_{\eta}^{\top} \nabla f(\boldsymbol{x})+\eta^{2} \tilde{\boldsymbol{g}}_{\eta_{k}}^{\top} \nabla^{2} f \tilde{\boldsymbol{g}}_{\eta_{k}} . \tag{5.28}
\end{equation*}
$$

Substituting (5.28) back into the LHS of (5.27) and using the fact that $\nabla^{2} f=$ $\boldsymbol{A}^{\top} \boldsymbol{A}$, we obtain the simplified backtracking condition $\tilde{\boldsymbol{g}}_{\eta_{k}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \tilde{\boldsymbol{g}}_{\eta_{k}} \leq \frac{1}{\eta_{k}}\left\|\tilde{\boldsymbol{g}}_{\eta_{k}}\right\|^{2}$ as in Algorithm 5.2-Line 8. It is worthwhile to note that a factor of $1 / \alpha$ is applied to increase the step size at the end of each iteration to encourage the algorithm to explore larger step sizes with faster convergence. We emphasize that this strategy
is different from the well-known backtracking line search method in the literature (e.g., [24]), in which the step size $\eta$ is reset to 1 before the backtracking line search is performed. As a result, the constant $\alpha$ in Algorithm 5.2 should not be interpreted as the fraction of the decrease in the objective function as in [24]-Algorithm 9.2.

### 5.5.2 Adaptive Restart Nesterov's Accelerated PGD (ARNAPGD)

Next, we present an acceleration technique for PGD, named adaptive restart Nesterov's accelerated projected gradient descent (ARNAPGD). In unconstrained optimization, it has been well-known that Nesterov's accelerated gradient (NAG) [160] can dramatically improve the linear convergence rate of gradient descent (GD) for minimizing a $\mu$-strongly convex, $L$-smooth function. As pointed out in [128]-Proposition 12, GD with a fixed step size $\alpha=1 / L$ has convergence rate $\rho \leq \sqrt{(L-\mu) /(L+\mu)}$, while NAG with fixed parameters $\alpha=1 / L$ and $\beta=(\sqrt{L}-\sqrt{\mu}) /(\sqrt{L}+\sqrt{\mu})$ has convergence rate $\rho \leq \sqrt{1-\sqrt{\mu / L}}$. Since NAG requires a specific choice of parameters that depends on $L$ and $\mu$, Donoghue and Candes [164] proposed a more practical variant called the Nesterov's accelerated gradient with adaptive restart (ARNAG) that recovers the same rate of convergence with no prior knowledge of function parameters. In this work, we modify ARNAG with gradient scheme to the context of PGD for constrained optimization. Specifically, each iteration uses backtracking line search for determining the projected gradient step $\eta$ and the generalized gradient scheme for determining when to restart the momentum. The advantage of this acceleration is it has the same

```
gradient scheme
Require: \(\boldsymbol{x}^{(0)} \in \mathbb{R}^{2 N}, \alpha \in(0,1], \beta \in(0,1)\)
Ensure: \(\left\{\boldsymbol{x}^{(k)}\right\}_{k=0}\)
\(\eta_{0}=1\)
\(\theta_{0}=1\)
\(\boldsymbol{y}^{(0)}=\boldsymbol{x}^{(0)}\)
for \(k=0,1,2, \ldots\) do
\(\boldsymbol{g}_{k}=\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{y}^{(k)}-\boldsymbol{b}\right)\)
\(\eta_{k}=\eta_{k} / \beta\)
repeat
\(\eta_{k}=\beta \eta_{k}\)
\(\tilde{\boldsymbol{g}}_{\eta_{k}}=\frac{1}{\eta_{k}}\left(\boldsymbol{y}^{(k)}-\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}-\eta_{k} \boldsymbol{g}_{k}\right)\right)\)
until \(\tilde{\boldsymbol{g}}_{\eta_{k}}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \tilde{\boldsymbol{g}}_{\eta_{k}} \leq \frac{1}{\eta_{k}}\left\|\tilde{\boldsymbol{g}}_{\eta_{k}}\right\|^{2}\)
\(\boldsymbol{x}^{(k+1)}=\boldsymbol{y}^{(k)}-\eta_{k} \tilde{\boldsymbol{g}}_{\eta_{k}}\)
\(\theta_{k+1}=\frac{2 \theta_{k}}{\theta_{k}+\sqrt{\theta_{k}^{2}+4}}\)
\(\beta_{k+1}=\theta_{k}\left(1-\theta_{k}\right) /\left(\theta_{k}^{2}+\theta_{k+1}\right)\)
\(\boldsymbol{y}^{(k+1)}=\boldsymbol{x}^{(k+1)}+\beta_{k+1}\left(\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{(k)}\right)\)
\(\eta_{k+1}=\eta_{k} / \alpha\)
if \(\tilde{\boldsymbol{g}}_{\eta_{k}}^{\top}\left(\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{(k)}\right)>0\) then
\(\theta_{k+1}=0\)
```

Algorithm 5.3 Adaptive restart Nesterov's accelerated PGD (ARNAPGD) with
computational complexity per iteration as PGD and Bt-PGD ${ }^{7}$ while achieving significantly faster convergence rate. Further details on ARNAPGD are provided in Algorithm 5.3. In the next section, we compare the performance of PGD with a fixed optimal step size, Bt-PGD, and ARNAPGD for UMLS.

[^24]
### 5.6 Numerical Evaluation

This section demonstrates the correctness of our theoretical result on the linear convergence of PGD for UMLS in Theorem 5.1. We show through numerical simulation that our predicted rate of convergence matches the decrease in the distance to the solution through iterations. Moreover, we illustrate the effectiveness of the two variants of PGD with adaptive step sizes proposed in Section 5.5. Finally, we present a simple 2-D example of the region of convergence to demonstrate our theoretical bound in (5.25).

### 5.6.1 PGD with a Fixed Step Size

Data generation. In the following, we create an UMLS setting in which $\boldsymbol{x}^{*} \in \mathcal{C}$ satisfies

$$
\left\{\begin{array}{l}
\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\left(\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}^{*} \\
\boldsymbol{H}=\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\operatorname{diag}(\boldsymbol{\gamma}) \succ \mathbf{0}_{N}
\end{array}\right.
$$

as follows. First, we generate two matrices $\Re$ and $\Im$ of size $M \times N$, where $M=$ 50 and $N=40$, with i.i.d normally distributed $(\mathcal{N}(0,1))$ entries. The matrix $\boldsymbol{A}$ is computed from $\Re$ and $\Im$ using (5.3) Second, we generate a random vector $\boldsymbol{v} \in \mathbb{R}^{N}$ with i.i.d normally distributed $\left(\mathcal{N}\left(0,0.1^{2}\right)\right)$ entries and a random vector $\boldsymbol{t} \in\{-1,1\}^{N}$ with uniformly distributed entries. Then, we obtain $\boldsymbol{x}^{*}$ and $\boldsymbol{\gamma}$ by


Figure 5.2: Convergence of PGD with a fixed step size for UMLS. (a) Plot of the convergence rate $\rho\left(\boldsymbol{M}_{\eta}\right)$ as a function of the step size $\eta$. The black dashed line is the line $\eta=1$, emphasizing that the local convergence is guaranteed when $\rho\left(\boldsymbol{M}_{\eta}\right)<1$. The blue start represents the maximum step size $\eta_{\max }$ such that $\rho\left(\boldsymbol{M}_{\eta_{\max }}\right)=1$, while the blue hexagram represents the optimal step size is $\eta^{*}=\operatorname{argmin}_{\eta>0} \rho\left(\boldsymbol{M}_{\eta}\right)$. (b) Plot of the distance between the current update and the local minimum as a function of the number of iterations for various fixed step sizes. Dashed lines represent the corresponding upper bounds with exponential decay, i.e., $\rho^{k}\left(\boldsymbol{M}_{\eta}\right)$ up to a constant.
setting

$$
\left\{\begin{array}{l}
\gamma_{i}=t_{i}\left\|\boldsymbol{S}_{i}\left(\boldsymbol{A}^{\top} \boldsymbol{v}\right)\right\| \\
\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{S}_{i}\left(\boldsymbol{A}^{\top} \boldsymbol{v}\right) / \gamma_{i}
\end{array} \quad \text { for } i=1, \ldots, N\right.
$$

Next, the matrices $\boldsymbol{Z}$ and $\boldsymbol{H}$ are obtained by (5.15) and (5.16), respectively. If $\boldsymbol{H}$ is not PD , we re-run the foregoing generation process multiple times until $\boldsymbol{H} \succ \mathbf{0}_{N}$. This guarantees Condition (C1) in Theorem 5.1 is satisfied. Finally, we compute $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{v}$ and initialize $\boldsymbol{x}^{(0)}$ near $\boldsymbol{x}^{*}$ by adding a random vector with i.i.d normally distributed $\left(\mathcal{N}\left(0,0.001^{2}\right)\right)$ entries.

Results. Figure 5.2(a) demonstrates the convergence rate $\rho\left(\boldsymbol{M}_{\eta}\right)$ (blue solid line) as a function of the step size $\eta$. Recall that $\boldsymbol{M}_{\eta}=\boldsymbol{I}_{N}-\eta\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\gamma)\right)^{-1} \boldsymbol{H}$ and hence, $\rho\left(\boldsymbol{M}_{\eta}\right)$ is a non-linear function of $\eta$. It can be seen from the plot that $\rho\left(\boldsymbol{M}_{\eta}\right)$ approaches 1 (slow convergence) when $\eta$ approaches either 0 or $\eta_{\max }=2.44$. The optimal step size that yields the fastest convergence for PGD with a fixed step size is $\eta^{*}=\operatorname{argmin}_{\eta>0} \rho\left(\boldsymbol{M}_{\eta}\right)=2.4328$. Figure $5.2(\mathrm{~b})$ shows the convergence of PGD with various fixed step sizes. We observe that for $\eta>\eta_{\max }$ (the red and yellow solid lines), the algorithm diverges from the designed strict local minimum $\boldsymbol{x}^{*}$. For step sizes less than $\eta_{\text {max }}$, our theoretical rate (dashed lines) matches well with the empirical rate (solid lines). Moreover, PGD with the optimal step size $\eta^{*}$ converges roughly twice as fast as one with the step size $\eta=1 /\|\boldsymbol{A}\|_{2}^{2}$ proposed in [206], suggesting that the latter choice, while being commonly used in the literature, is conservative.

### 5.6.2 Adaptive Schemes for Step Size

To illustrate the role of $\alpha$ in exploring larger step sizes with faster convergence while balancing the cost of backtracking steps, we plot the error through iterations $\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*}\right\|$ against the number of matrix-vector products, which dominates the computational complexity per iteration, in Fig. 5.3. The data used in this simulation is the same as in the previous section. While the smaller values of $\alpha$ seems to yields faster convergence (see Fig. 5.3(a)), they indeed require more backtracking steps at each iteration (see Fig. 5.3(b)). As a result, the overall computation is higher for smaller values of $\alpha$. It can be seen from Fig. 5.3(c) that the best choice of $\alpha$ is $\alpha=\beta=0.8$. In addition, we observe that the total cost of Bt-PGD is comparable to that of PGD with the optimal fixed step size. However, Bt-PGD does not use any prior knowledge about the solution $\boldsymbol{x}^{*}$. Finally, Fig. 5.3(d) shows the fluctuation in the step size $\eta$ around the optimal step size $\eta^{*}=2.4328$. It is interesting to note that even though $\eta>\eta_{\max }$ at some iterations, the algorithm is able to converge to the designed local minimum $\boldsymbol{x}^{*}$.

Figure 5.4 depicts the fast convergence of ARNAPGD compared to PGD and Bt-PGD. The data used in this simulation is the same as in the previous section. Finally, we note that both of the foregoing adaptive schemes do not come with convergence guarantees in our setting since $\mathcal{C}$ is non-convex. Nonetheless, they do not require prior knowledge of the solution and their effectiveness is depicted clearly through our numerical results.


Figure 5.3: Convergence of Bt-PGD with various values of $\alpha$ and a fixing value of $\beta=0.8$. (a) Plot of the distance from the current update of Bt-PGD to the local minimum as a function of the number of iterations. A dashed blue line is included as an illustration of the convergence of PGD with the fixed optimal step size $\eta^{*}$. (b) Plot of the number of matrix-vector products used by Bt-PGD as a function of the number of iterations. (c) Plot of the distance from the current update of Bt-PGD to the local minimum as a function of the number of matrix-vector products. (d) Plot of the change in the backtracking step size $\eta$ through the first 20000 iterations for Bt-PGD with $\alpha=\beta=0.8$. A zoomed plot is included on top of the original plot for enhanced visualization. After a few thousand iterations, we observe that the adaptive step size $\eta_{k}$ fluctuates around the optimal step size $\eta^{*}=2.4328$ (red dashed line).


Figure 5.4: Plot of the distance from the current updates of PGD with the fixed optimal step size $\eta^{*}$, Bt-PGD with $\alpha=\beta=0.8$, and ARNAPGD to the local minimum $\boldsymbol{x}^{*}$ as a function of the number of iterations. It is highlighted that ARNAPGD outperforms the other two algorithms significantly while remaining similar computational complexity per iteration.

### 5.6.3 Region of Convergence

In this subsection, we demonstrate the region of local convergence for PGD in a 2-D setting. Since $N=1$ in this case, the constraint set $\mathcal{C}$ is indeed a 2-D circle. As can be seen from Fig. 5.5, the least-squares objective has an unconstrained global minimum at $\boldsymbol{x}_{u n c}^{*}=[0.7,0.2]^{\top}$, with $\boldsymbol{A}=\operatorname{diag}([5,1])$ and $\boldsymbol{b}=[3.5,0.2]^{\top}$. Using Lemma 5.1, we can find the four stationary points of the 2-D UMLS problem by solving the following system of non-linear equations

$$
\left\{\begin{array}{l}
x_{1}^{2}+x_{2}^{2}=1 \\
25 x_{1}-17.5=\gamma x_{1} \\
x_{2}-0.2=\gamma x_{2}
\end{array}\right.
$$

Moreover, based on the positivity of the reduced Riemannian Hessian $h=25 x_{2}^{2}+$ $x_{1}^{2}-\gamma$ (which is a scalar in the 2-D setting), one can apply Lemma 5.2 to determine the two local maxima (purple hexagrams) and two local minima (green asterisk and red diamond). Additionally, for each local minima, the rate of convergence is given by $\rho_{\eta}=1-\eta h /(1-\eta \gamma)$, with the maximum possible step size $\eta_{\max }=2 /(h+2 \gamma)$. In Fig. 5.5, we pick $\eta=0.0755$ and compute the theoretical region of convergence for each local minima using (5.25). On the other hand, the empirical region of convergence is obtained follows. First, we run PGD with $\eta=0.0755$ and 1000 different initialization uniformly distributed on the unit circle. Second, we check whether the algorithm stops inside the theoretical region of convergence after 1000 iterations to determine if it converges to the corresponding local minimum. Finally,


Figure 5.5: An 2-D illustration of the region of convergence given by the constant $c_{0}\left(\boldsymbol{x}^{*}, \eta\right)$ in (5.25). On the circle, the two purple hexagrams denote the local maxima, while the green asterisk and the red diamond denote the local minima of the problem. The red star located inside the circle is the solution to the unconstrained least squares. For a given fixed step size $\eta$, each local minimum is associated with (i) an estimated region of convergence (dashed circle) given by $c_{0}\left(\boldsymbol{x}^{*}, \eta\right)$ and (ii) an empirical region of convergence (circular arc with matching color) given by running PGD with the fixed step size $\eta$ and initialization at a given point on the circle to verify which local minimum it converges to.
we color the initialization points by the color of the corresponding local minimum PGD converges to (either green or red). While Fig. 5.5 verifies that our theoretical region of convergence falls inside the empirical region of convergence, it also reveals that our bound is conservative in this example.

### 5.7 Conclusion and Future Work

We performed a novel analysis of linear convergence of projected gradient descent for the unit-modulus least-squares problem. Our analysis reveals that near the solution, the convergence is actually linear instead of sublinear. Moreover, we identified the sufficient conditions for linear convergence and provided an exact expression of the linear convergence rate. The theoretical rate predicts accurately the asymptotic convergence of PGD for UMLS in our numerical simulation. On the practical side, we propose two variant of PGD with adaptive step sizes that obtain fast convergence without prior knowledge about the solution.

For future work, we plan to improve our bound on the region of convergence. This requires further investigation into the bounding techniques used in the proof of Theorem 5.1. Another potential direction is to develop the analysis for linear convergence of Bt-PGD and ARNAPGD. While convergence guarantees for backtracking line search and Nesterov's accelerated gradient have been proposed in the optimization literature [24,160], they often involve the spectral radius that depends linearly on the step size $\eta$. The UMLS problem, on the other hand, involve the spectral radius $\rho\left(\boldsymbol{M}_{\eta}\right)$ that depends non-linearly on $\eta$. This makes it challenging
for determining closed-form expressions of the optimal step size in both plain PGD and accelerated PGD.

### 5.8 Appendix

### 5.8.1 Proof of Lemma 5.2

Since the constraint gradients are of form $\left\{\boldsymbol{e}_{i} \otimes \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)\right\}_{i=1}^{N}$, the tangent space to $\mathcal{C}$ at $\boldsymbol{x}^{*}$ is given by

$$
T_{\boldsymbol{x}^{*} \mathcal{C}}=\left\{\boldsymbol{y} \in \mathbb{R}^{2 N} \mid\left(\sum_{i=1}^{N} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top} \otimes \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)\right)^{\top} \boldsymbol{y}=\mathbf{0}_{N}\right\} .
$$

Denote $\boldsymbol{v}_{i}=\left[-x_{2 i}^{*}, x_{2 i-1}^{*}\right]^{\top}$ for $i=1, \ldots, N$. A basis of $T_{\boldsymbol{x}^{*}} \mathcal{C}$ is given by $\left\{\boldsymbol{e}_{i} \otimes \boldsymbol{v}_{i}\right\}_{i=1}^{N}$, i.e., the columns of $\boldsymbol{Z}$. Alternatively, $T_{\boldsymbol{x}^{*}} \mathcal{C}$ can be represented as

$$
\begin{equation*}
T_{\boldsymbol{x}^{*}} \mathcal{C}=\left\{\boldsymbol{Z} \boldsymbol{z} \mid \boldsymbol{z} \in \mathbb{R}^{N}\right\} . \tag{5.29}
\end{equation*}
$$

$(\Rightarrow)$ From Chapter 11.5 in [140], the second-order necessary condition for a stationary point $\boldsymbol{x}^{*}$ to be a local minimum of (5.6) is $\boldsymbol{y}^{\top} \nabla_{\boldsymbol{x}}^{2} L\left(\boldsymbol{x}^{*}, \gamma\right) \boldsymbol{y} \geq 0$ for all
$\boldsymbol{y} \in T_{\boldsymbol{x}^{*}} \mathcal{C}$. In other words, for any $\boldsymbol{z} \in \mathbb{R}^{N}$, we have

$$
\begin{aligned}
0 & \leq(\boldsymbol{Z} \boldsymbol{z})^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{A}-\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right)(\boldsymbol{Z} \boldsymbol{z}) \\
& =\boldsymbol{z}^{\top}\left(\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\boldsymbol{Z}^{\top}\left(\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{Z}\right) \boldsymbol{z} \\
& =\boldsymbol{z}^{\top}\left(\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\boldsymbol{Z}^{\top} \boldsymbol{Z} \operatorname{diag}(\gamma)\right) \boldsymbol{z} \\
& =\boldsymbol{z}^{\top}\left(\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\operatorname{diag}(\gamma)\right) \boldsymbol{z}
\end{aligned}
$$

where the second equality stems from Lemma 5.11 and the third equality uses the semi-orthogonality of $\boldsymbol{Z}$. Thus, we conclude that $\boldsymbol{H} \succeq \mathbf{0}_{N}$.
$(\Leftarrow)$ From Chapter 11.5 in [140], the second-order sufficient condition for a stationary point $\boldsymbol{x}^{*}$ to be a local minimum of (5.6) is $\boldsymbol{y}^{\top} \nabla_{\boldsymbol{x}}^{2} L\left(\boldsymbol{x}^{*}, \gamma\right) \boldsymbol{y}>0$ for all $\boldsymbol{y} \in T_{\boldsymbol{x}^{*}} \mathcal{C}$. By the same argument, this is equivalent to $\boldsymbol{H} \succ \mathbf{0}_{N}$.

### 5.8.2 Proof of Remark 5.1

Recall that the objective function is given by $f=\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2} / 2$. By definition of the Riemannian Hessian [124], for any vector fields $U, V: \mathcal{C} \rightarrow T \mathcal{C}$ on $\mathcal{C}$, we have

$$
\begin{equation*}
\operatorname{Hess} f(U, V)=\left\langle\nabla_{U} \operatorname{grad} f, V\right\rangle \tag{5.30}
\end{equation*}
$$

where $\operatorname{grad} f: \mathcal{C} \rightarrow T \mathcal{C}$ is the Riemannian gradient given by

$$
\begin{equation*}
\operatorname{grad} f(\boldsymbol{x})=\boldsymbol{Z} \boldsymbol{Z}^{\top} \nabla f(\boldsymbol{x})=\boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}) \tag{5.31}
\end{equation*}
$$

for $\boldsymbol{x} \in \mathcal{C}$ and $\boldsymbol{Z}$ is the corresponding basis matrix of the tangent space to $\mathcal{C}$ at $\boldsymbol{x}$ (see Lemma 5.2). In addition, $\nabla_{U} \operatorname{grad} f$ is the covariant derivative of the vector field $\operatorname{grad} f$ in the direction of the vector field $U$. It is fact that the covariant derivative is the orthogonal projection of the directional derivative onto the tangent space of the manifold, i.e.,

$$
\begin{align*}
\nabla_{U} \operatorname{grad} f(\boldsymbol{x}) & =\boldsymbol{Z} \boldsymbol{Z}^{\top} D_{U} \operatorname{grad} f(\boldsymbol{x}) \\
& =\boldsymbol{Z} \boldsymbol{Z}^{\top} \lim _{t \rightarrow 0} \frac{\operatorname{grad} f(\boldsymbol{x}+t \boldsymbol{u})-\operatorname{grad} f(\boldsymbol{x})}{t} \tag{5.32}
\end{align*}
$$

where $\boldsymbol{u}=U(\boldsymbol{x})$. Substituting (5.31) into the numerator on the RHS of (5.32) and simplifying the expression, we obtain

$$
\nabla_{U} \operatorname{grad} f(\boldsymbol{x})=\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{u}-\boldsymbol{B} \boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})\right)
$$

where

$$
\boldsymbol{B}=\sum_{i=1}^{N} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top} \otimes\left(\boldsymbol{S}_{i}(\boldsymbol{u})\left(\boldsymbol{S}_{i}(\boldsymbol{x})\right)^{\top}+\boldsymbol{S}_{i}(\boldsymbol{x})\left(\boldsymbol{S}_{i}(\boldsymbol{u})\right)^{\top}\right)
$$

Now, denoting $\boldsymbol{v}=V(\boldsymbol{x})$ and evaluating (5.30) at $\boldsymbol{x}$ yields

$$
\begin{align*}
\operatorname{Hess} f_{\boldsymbol{x}}(\boldsymbol{u}, \boldsymbol{v}) & =\boldsymbol{v}^{\top} \boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{u}-\boldsymbol{B} \boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})\right) \\
& =\boldsymbol{v}^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{u}-\boldsymbol{B} \boldsymbol{A}^{\top}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})\right) \tag{5.33}
\end{align*}
$$

where the last equality stems from $\boldsymbol{v} \in T_{x} \mathcal{C}$ and hence, $\boldsymbol{v}=\boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{v}$. In the case $\boldsymbol{x}=\boldsymbol{x}^{*}$ is a stationary point of (5.6) with the Lagrange multiplier $\gamma$, one can substituting (5.14) into (5.33) to obtain

$$
\begin{equation*}
\operatorname{Hess} f_{\boldsymbol{x}}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{v}^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{u}-\boldsymbol{B}\left(\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}\right) \tag{5.34}
\end{equation*}
$$

Notice that $\boldsymbol{x}=\sum_{i=1}^{N} \boldsymbol{e}_{i} \otimes \boldsymbol{S}_{i}(\boldsymbol{x})$ and $\left(\boldsymbol{S}_{i}(\boldsymbol{u})\right)^{\top} \boldsymbol{S}_{i}(\boldsymbol{x})=0$ for all $i=1, \ldots, N$. Therefore, the second term on the RHS of (5.34) can be simplified as

$$
\begin{aligned}
\boldsymbol{B}\left(\operatorname{diag}(\gamma) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x} & =\sum_{i=1}^{N} \gamma_{i} \boldsymbol{e}_{i} \otimes \boldsymbol{S}_{i}(\boldsymbol{u}) \\
& =\left(\operatorname{diag}(\gamma) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{u}
\end{aligned}
$$

Substituting back into (5.34) and reorganizing terms, we obtain the Riemannian Hessian as

$$
\begin{equation*}
\operatorname{Hess} f_{\boldsymbol{x}}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{u}^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{A}-\left(\operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right)\right) \boldsymbol{v} \tag{5.35}
\end{equation*}
$$

Finally, it follows from (5.29) that there is an one-to-one correspondence between the tangent space $T_{\boldsymbol{x}} \mathcal{C}$ and $\mathbb{R}^{N}$, i.e., $\boldsymbol{u}=\boldsymbol{Z} \tilde{\boldsymbol{u}}$ and $\boldsymbol{v}=\boldsymbol{Z} \tilde{\boldsymbol{v}}$ for $\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{v}} \in \mathbb{R}^{N}$. Hence,
we can define a bilinear function $H: \mathbb{R}^{N} \otimes \mathbb{R}^{N} \rightarrow \mathbb{R}$ :

$$
\begin{aligned}
H(\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{v}}) & \triangleq \operatorname{Hess} f_{\boldsymbol{x}}(\boldsymbol{u}, \boldsymbol{v}) \\
& =(\boldsymbol{Z} \tilde{\boldsymbol{u}})^{\top}\left(\boldsymbol{A}^{\top} \boldsymbol{A}-\left(\operatorname{diag}(\gamma) \otimes \boldsymbol{I}_{2}\right)\right)(\boldsymbol{Z} \tilde{\boldsymbol{v}}) \\
& =\tilde{\boldsymbol{u}}^{\top}\left(\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\operatorname{diag}(\gamma)\right) \tilde{\boldsymbol{v}}
\end{aligned}
$$

where the last equality stems from $\boldsymbol{Z}^{\top} \boldsymbol{Z}=\boldsymbol{I}_{N}$. In other words, Hess $f_{\boldsymbol{x}}$ admits a compact matrix representation

$$
\boldsymbol{H}=\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\operatorname{diag}(\gamma) .
$$

### 5.8.3 Proof of Lemma 5.3

$(\Rightarrow)$ Assume $\boldsymbol{x}^{*}$ is a fixed point of Algorithm 5.1 with step size $\eta>0$, i.e.,

$$
\begin{equation*}
\boldsymbol{x}^{*}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right) \tag{5.36}
\end{equation*}
$$

where $\boldsymbol{r}=\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)$. We will show there exists $\gamma \in \mathbb{R}^{N}$ such that for all $i=1, \ldots, N$,

$$
\begin{equation*}
\boldsymbol{S}_{i}(\boldsymbol{r})=\gamma_{i} \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right) \tag{5.37}
\end{equation*}
$$

and

$$
\begin{cases}\gamma_{i}<1 / \eta & \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right) \neq \boldsymbol{s}  \tag{5.38}\\ \gamma_{i} \leq 1 / \eta & \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{s}\end{cases}
$$

where we recall that $s=[1,0]^{\top}$.
For $i=1, \ldots, N$, applying the 2 -selection operator $\boldsymbol{S}_{i}(\cdot)$ to both side of (5.36) and substituting the RHS by the definition of $\mathcal{P}_{\mathcal{C}}$ in (5.9) yield

$$
\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)= \begin{cases}\frac{\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)}{\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right\|} & \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right) \neq \mathbf{0}_{2}  \tag{5.39}\\ \boldsymbol{s} & \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)=\mathbf{0}_{2}\end{cases}
$$

We split (5.39) into two cases based on the value of $\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)$. If $\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right) \neq \boldsymbol{s}$, then (5.39) implies

$$
\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\frac{\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)}{\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right\|}=\frac{\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)-\eta \boldsymbol{S}_{i}(\boldsymbol{r})}{\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right\|}
$$

which in turns can be reorganized as $\boldsymbol{S}_{i}(\boldsymbol{r})=\gamma_{i} \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)$ for

$$
\begin{equation*}
\gamma_{i}=\frac{1-\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)-\eta \boldsymbol{S}_{i}(\boldsymbol{r})\right\|}{\eta}<\frac{1}{\eta} . \tag{5.40}
\end{equation*}
$$

If $\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{s}$, we consider two sub-cases:

1. If $\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right) \neq \mathbf{0}_{2}$, then by the same argument as the previous case, we obtain (5.40).
2. If $\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)=\mathbf{0}_{2}$, then using the linearity of $\boldsymbol{S}_{i}$, we have $\boldsymbol{S}_{i}(\boldsymbol{r})=\gamma_{i} \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)$ where $\gamma_{i}=1 / \eta$.

In all cases, we have (5.37) and (5.38) hold. Finally, we note that the stationarity condition (5.14) is equivalent to $\boldsymbol{S}_{i}(\boldsymbol{r})=\gamma_{i} \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)$ for all $i=1, \ldots, N$.
$(\Leftarrow)$ Assume $\boldsymbol{x}^{*}$ is a stationary point of (5.6) (i.e., (5.37 holds for all $i=$ $1, \ldots, N$ ) with the corresponding Lagrange multiplier $\gamma$ satisfying (5.38) for all $i=1, \ldots, N$. We will prove (5.36) by showing that

$$
\begin{equation*}
\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right)=\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right) \tag{5.41}
\end{equation*}
$$

for any $i=1, \ldots, N$.
By the definition of $\mathcal{P}_{\mathcal{C}}$ in (5.9), we have

$$
\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right)= \begin{cases}\frac{\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta r\right)}{\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right\|} & \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right) \neq \mathbf{0}_{2}  \tag{5.42}\\ \boldsymbol{s} & \text { if } \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)=\mathbf{0}_{2}\end{cases}
$$

Using the linearity of $\boldsymbol{S}_{i}(\cdot)$ and then the stationarity condition in (5.37) yield

$$
\begin{align*}
\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right) & =\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)-\eta \boldsymbol{S}_{i}(\boldsymbol{r}) \\
& =\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)-\eta \gamma_{i} \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\left(1-\eta \gamma_{i}\right) \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right) \tag{5.43}
\end{align*}
$$

Since $\boldsymbol{x} \in \mathcal{C},\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)\right\|=1$. Taking the norm of both sides in (5.43) and using
(5.38) to remove the absolute value, we obtain

$$
\begin{aligned}
\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right\| & =\left\|\left(1-\eta \gamma_{i}\right) \boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)\right\| \\
& =|1-\eta \gamma|\left\|\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)\right\|=1-\eta \gamma .
\end{aligned}
$$

Therefore, (5.42) is equivalent to

$$
\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right)= \begin{cases}\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right) & \text { if } 1-\eta \gamma_{i} \neq 0  \tag{5.44}\\ \boldsymbol{s} & \text { if } 1-\eta \gamma_{i}=0\end{cases}
$$

- If $1-\eta \gamma_{i} \neq 0$, then (5.41) holds trivially.
- If $1-\eta \gamma_{i}=0$, then $\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right)=\boldsymbol{s}$ and $\gamma_{i}=1 / \eta$. From (5.38), the latter only holds if $\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{s}$. Thus, we obtain $\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}-\eta \boldsymbol{r}\right)\right)=\boldsymbol{S}_{i}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{s}$.

In both case, we have (5.41) holds for all $i=1, \ldots, N$. This completes our proof of the lemma.

### 5.8.4 Proof of Proposition 5.1

The proof of this lemma is based on the following result for the projection onto the unit sphere [217]:

Lemma 5.10. (Rephrased from Lemma 5 in [217]) Let $\boldsymbol{x}$ be a point on the unit
sphere $\mathcal{S}^{n-1}$. Then, for any $\boldsymbol{\delta} \in \mathbb{R}^{n}$, the projection onto $\mathcal{S}^{n-1}$ satisfies

$$
\begin{equation*}
\mathcal{P}_{\mathcal{S}^{n-1}}(\boldsymbol{x}+\boldsymbol{\delta})=\boldsymbol{x}+\left(\boldsymbol{I}-\boldsymbol{x} \boldsymbol{x}^{\top}\right) \boldsymbol{\delta}+\boldsymbol{q}_{\mathcal{S}^{n-1}}(\boldsymbol{\delta}), \tag{5.45}
\end{equation*}
$$

where $\left\|\boldsymbol{q}_{\mathcal{S}^{n-1}}(\boldsymbol{\delta})\right\| \leq 2\|\boldsymbol{\delta}\|^{2}$.
Applying Lemma 5.10 to the unit circle $\mathcal{S}^{1}$ (corresponding to the case $n=2$ ), we have, for each $i=1, \ldots, N$,

$$
\begin{aligned}
\boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})\right) & =\mathcal{P}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{x}+\boldsymbol{\delta})\right) \\
& =\mathcal{P}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{x})+\boldsymbol{S}_{i}(\boldsymbol{\delta})\right) \\
& =\boldsymbol{S}_{i}(\boldsymbol{x})+\left(\boldsymbol{I}_{2}-\boldsymbol{S}_{i}(\boldsymbol{x})\left(\boldsymbol{S}_{i}(\boldsymbol{x})\right)^{\top}\right) \boldsymbol{S}_{i}(\boldsymbol{\delta})+\boldsymbol{q}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{\delta})\right) \\
& =\boldsymbol{S}_{i}(\boldsymbol{x})+\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\top} \boldsymbol{S}_{i}(\boldsymbol{\delta})+\boldsymbol{q}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{\delta})\right),
\end{aligned}
$$

where $\boldsymbol{v}_{i}=\left[-x_{2 i}, x_{2 i-1}\right]^{\top}$. Using the property of the 2-selection operator in (5.4), we further have

$$
\begin{align*}
\mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta}) & =\sum_{i=1}^{N} \boldsymbol{e}_{i} \otimes \boldsymbol{S}_{i}\left(\mathcal{P}_{\mathcal{C}}(\boldsymbol{x}+\boldsymbol{\delta})\right) \\
& =\sum_{i=1}^{N} \boldsymbol{e}_{i} \otimes\left(\boldsymbol{S}_{i}(\boldsymbol{x})+\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\top} \boldsymbol{S}_{i}(\boldsymbol{\delta})+\boldsymbol{q}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{\delta})\right)\right) \\
& =\sum_{i=1}^{N} \boldsymbol{e}_{i} \otimes \boldsymbol{S}_{i}(\boldsymbol{x})+\sum_{i=1}^{N}\left(\boldsymbol{e}_{i} \otimes \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\top}\right) \boldsymbol{S}_{i}(\boldsymbol{\delta})+\sum_{i=1}^{N} \boldsymbol{e}_{i} \otimes \boldsymbol{q}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{\delta})\right) \\
& =\boldsymbol{x}+\boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{\delta}+\boldsymbol{q}(\boldsymbol{\delta}) \tag{5.46}
\end{align*}
$$

where $\boldsymbol{q}(\boldsymbol{\delta})$ satisfies $\boldsymbol{S}_{i}(\boldsymbol{q}(\boldsymbol{\delta}))=\boldsymbol{q}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{\delta})\right)$ and

$$
\begin{aligned}
\|\boldsymbol{q}(\boldsymbol{\delta})\|^{2} & =\sum_{i=1}^{N}\left\|\boldsymbol{S}_{i}(\boldsymbol{q}(\boldsymbol{\delta}))\right\|^{2}=\sum_{i=1}^{N}\left\|\boldsymbol{q}_{\mathcal{S}^{1}}\left(\boldsymbol{S}_{i}(\boldsymbol{\delta})\right)\right\|^{2} \\
& \leq \sum_{i=1}^{N}\left(2\left\|\boldsymbol{S}_{i}(\boldsymbol{\delta})\right\|^{2}\right)^{2} \leq\left(\sum_{i=1}^{N} 2\left\|\boldsymbol{S}_{i}(\boldsymbol{\delta})\right\|^{2}\right)^{2} \\
& =4\left(\sum_{i=1}^{N}\left(\delta_{2 i-1}^{2}+\delta_{2 i}^{2}\right)\right)^{2}=4\left(\sum_{j=1}^{2 N} \delta_{j}^{2}\right)^{2}=4\|\boldsymbol{\delta}\|^{4} .
\end{aligned}
$$

This completes our proof of the lemma.

### 5.8.5 Proof of Lemma 5.4

In this section, we show that when Conditions (C1) and (C2) in Theorem 5.1 hold, Condition (C3'), i.e.,

$$
\begin{equation*}
\eta\left(\lambda_{1}(\boldsymbol{H})+2 \gamma_{i}\right)<2 \tag{5.47}
\end{equation*}
$$

for all $i=1, \ldots, N$, is sufficient for Condition (C3). First, we prove that $\boldsymbol{D}_{\eta}=$ $\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\gamma)\right)^{-1}$ is PSD. Second, we show that all the eigenvalues of $\boldsymbol{D}_{\eta} \boldsymbol{H}$ lie between 0 and $\left(1-\eta \gamma_{i}\right)^{-1} \lambda_{1}(\boldsymbol{H})$ (exclusively). Third, we claim that the spectral radius of $\boldsymbol{M}_{\eta}=\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta} \boldsymbol{H}$ is strictly less than 1 .

In the first step, rearranging (5.47), we obtain $\eta \lambda_{1}(\boldsymbol{H}) / 2<1-\eta \gamma_{i}$. By Condition (C2), we have $\lambda_{1}(\boldsymbol{H})>0$. Since $\eta>0$, it follows that $0<\eta \lambda_{1}(\boldsymbol{H}) / 2<1-\eta \gamma_{i}$. Thus, the diagonal matrix $\boldsymbol{D}_{\eta}$ has all positive entries and hence, is a PSD matrix.

In the second step, we use the inequalities for the eigenvalues of the product of two PSD matrices in [223] to obtain

$$
\begin{equation*}
\lambda_{i}\left(\boldsymbol{D}_{\eta}\right) \lambda_{N}(\boldsymbol{H}) \leq \lambda_{i}\left(\boldsymbol{D}_{\eta} \boldsymbol{H}\right) \leq \lambda_{i}\left(\boldsymbol{D}_{\eta}\right) \lambda_{1}(\boldsymbol{H}), \tag{5.48}
\end{equation*}
$$

for all $i=1, \ldots, N$. Since both $\boldsymbol{D}_{\eta}$ and $\boldsymbol{H}$ are PSD, we can lower bound the eigenvalues of $\boldsymbol{D}_{\eta} \boldsymbol{H}$ by $\lambda_{i}\left(\boldsymbol{D}_{\eta} \boldsymbol{H}\right) \geq \lambda_{i}\left(\boldsymbol{D}_{\eta}\right) \lambda_{N}(\boldsymbol{H})>0$. On the other hand, substituting $\lambda_{i}\left(\boldsymbol{D}_{\eta}\right)=\left(1-\eta \gamma_{i}\right)^{-1}$ into the upper bound in (5.48) yields $\lambda_{i}\left(\boldsymbol{D}_{\eta} \boldsymbol{H}\right) \leq$ $\left(1-\eta \gamma_{i}\right)^{-1} \lambda_{1}(\boldsymbol{H})$. Finally, using the fact that $\lambda_{i}\left(\boldsymbol{M}_{\eta}\right)=1-\eta \lambda_{i}\left(\boldsymbol{D}_{\eta} \boldsymbol{H}\right)$ and $0<\lambda_{i}\left(\boldsymbol{D}_{\eta} \boldsymbol{H}\right) \leq\left(1-\eta \gamma_{i}\right)^{-1} \lambda_{1}(\boldsymbol{H})$, for all $i=1, \ldots, N$, we obtain

$$
1-\frac{\eta}{1-\eta \gamma_{i}} \lambda_{1}(\boldsymbol{H}) \leq \lambda_{i}\left(\boldsymbol{M}_{\eta}\right)<1
$$

Now, rearranging (5.47) to obtain $1-\frac{\eta}{1-\eta \gamma_{i}} \lambda_{1}(\boldsymbol{H})>-1$, we have all the eigenvalues of $\boldsymbol{M}_{\eta}$ lie between -1 and 1 (exclusively). Since the spectral radius is the maximum of the absolute values of these eigenvalues, we conclude that $\rho\left(\boldsymbol{M}_{\eta}\right)<1$. This completes our proof in this section.

### 5.8.6 Proof of Lemma 5.5

In the first part of this proof, we show that $\gamma_{i}<1 / \eta$ for all $i=1, \ldots, N$. From Condition (C2), we have $\boldsymbol{D}_{\eta}=\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\gamma)\right)^{-1}$ is invertible and hence, the expression of $\boldsymbol{M}_{\eta}$ in (5.20) is well-defined. In addition, from Condition (C1), $\boldsymbol{H}$
has a unique PD square root $\boldsymbol{H}^{1 / 2}$, with the inverse $\boldsymbol{H}^{-1 / 2}$. Thus, we have

$$
\begin{aligned}
\boldsymbol{H}^{1 / 2} \boldsymbol{M}_{\eta} \boldsymbol{H}^{-1 / 2} & =\boldsymbol{H}^{1 / 2}\left(\boldsymbol{I}_{N}-\eta\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\gamma)\right)^{-1} \boldsymbol{H}\right) \boldsymbol{H}^{-1 / 2} \\
& =\boldsymbol{I}_{N}-\eta \boldsymbol{H}^{1 / 2} \boldsymbol{D}_{\eta} \boldsymbol{H}^{1 / 2} \triangleq \tilde{\boldsymbol{M}}_{\eta}
\end{aligned}
$$

This shows that $\boldsymbol{M}_{\eta}$ and $\tilde{\boldsymbol{M}}_{\eta}$ are similar matrices with the same set of eigenvalues. Combining this with Condition (C3), we obtain $\rho\left(\boldsymbol{M}_{\eta}\right)=\rho\left(\tilde{\boldsymbol{M}}_{\eta}\right)<1$. Since $\tilde{\boldsymbol{M}}_{\eta}$ is symmetric, it then holds that

$$
\tilde{\boldsymbol{M}}_{\eta}=\boldsymbol{I}_{N}-\eta \boldsymbol{H}^{1 / 2} \boldsymbol{D}_{\eta} \boldsymbol{H}^{-1 / 2} \prec \boldsymbol{I}_{N},
$$

which in turn yields $\boldsymbol{H}^{1 / 2} \boldsymbol{D}_{\eta} \boldsymbol{H}^{1 / 2} \succ \mathbf{0}_{N}$. By the definition of PD matrices, for any vector $\boldsymbol{u} \in \mathbb{R}^{N}$, it holds that $\boldsymbol{u}^{\top} \boldsymbol{H}^{1 / 2} \boldsymbol{D}_{\eta} \boldsymbol{H}^{1 / 2} \boldsymbol{u}>0$. Alternatively, we can write $\boldsymbol{v}^{\top} \boldsymbol{D}_{\eta} \boldsymbol{v}>0$, where $\boldsymbol{v}=\boldsymbol{H}^{1 / 2} \boldsymbol{u}$. Notice that the mapping between $\boldsymbol{u}$ and $\boldsymbol{v}$ is bijection, which means $\boldsymbol{v}^{\top} \boldsymbol{D}_{\eta} \boldsymbol{v}>0$ also holds for any $\boldsymbol{v} \in \mathbb{R}^{N}$. Consequently, $\boldsymbol{D}_{\eta}=\operatorname{diag}\left(\left[\left(1-\eta \gamma_{1}\right)^{-1}, \ldots,\left(1-\eta \gamma_{N}\right)^{-1}\right]\right)$ must be a PD matrix. Equivalently, we have $\gamma_{i}<1 / \eta$ for all $i=1, \ldots, N$.

For the second part of the proof, we note that $\gamma_{i}<1 / \eta$, for all $i=1, \ldots, N$, are sufficient conditions for the Lagrange multiplier condition (5.18) in Lemma 5.3. Since a strict local minimum is also a stationary point of (5.6), $\boldsymbol{x}^{*}$ must be a fixed point of Algorithm 5.1 with the given step size $\eta$. This completes our proof of the lemma.

### 5.8.7 Proof of Lemma 5.6

Using the PGD update in (5.10) and rewriting $\boldsymbol{x}^{(k)}=\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}$ ), we derive a recursion on the error vector as follows

$$
\begin{align*}
\boldsymbol{\delta}^{(k+1)} & =\boldsymbol{x}^{(k+1)}-\boldsymbol{x}^{*} \\
& =\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{(k)}-\boldsymbol{b}\right)\right)-\boldsymbol{x}^{*} \\
& =\mathcal{P}_{\mathcal{C}}\left(\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}\right)-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}\right)-\boldsymbol{b}\right)\right)-\boldsymbol{x}^{*} \\
& =\mathcal{P}_{\mathcal{C}}\left(\left(\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)\right)+\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right)-\boldsymbol{x}^{*} \tag{5.49}
\end{align*}
$$

Since $\boldsymbol{x}^{*}$ is a stationary point of (5.6), we have $\boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right)=\left(\operatorname{diag}(\gamma) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}^{*}$. Then, the first term inside the projection $\mathcal{P}_{\mathcal{C}}$ on the RHS of (5.49) can be represented as

$$
\begin{aligned}
\boldsymbol{x}^{*}-\eta \boldsymbol{A}^{\top}\left(\boldsymbol{A} \boldsymbol{x}^{*}-\boldsymbol{b}\right) & =\left(\boldsymbol{I}_{2 N}-\eta \operatorname{diag}(\boldsymbol{\gamma}) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}^{*} \\
& =\left(\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\boldsymbol{\gamma})\right) \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}^{*} \\
& =\left(\boldsymbol{D}_{\eta}^{-1} \otimes \boldsymbol{I}_{2}\right) \boldsymbol{x}^{*}=\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)^{-1} \boldsymbol{x}^{*}
\end{aligned}
$$

where we recall that $\boldsymbol{D}_{\eta}=\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\gamma)\right)^{-1} \succ \mathbf{0}_{N}$ by Lemma 5.5. Thus, we rewrite (5.49) as

$$
\boldsymbol{\delta}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)^{-1} \boldsymbol{x}^{*}+\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right)-\boldsymbol{x}^{*} .
$$

Now let $\boldsymbol{y}=\boldsymbol{x}^{*}+\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}$ and using the modulus scale-invariant property of the projection $\mathcal{P}_{\mathcal{C}}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)^{-1} \boldsymbol{y}\right)=\mathcal{P}_{\mathcal{C}}(\boldsymbol{y})$, for $\boldsymbol{D}_{\eta} \succ \mathbf{0}_{N}$, we further obtain

$$
\begin{equation*}
\boldsymbol{\delta}^{(k+1)}=\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right)-\boldsymbol{x}^{*} . \tag{5.50}
\end{equation*}
$$

Finally, applying Proposition 5.1 with the perturbation $\boldsymbol{\delta}=\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\right.$ $\left.\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}$ at $\boldsymbol{x}=\boldsymbol{x}^{*} \in \mathcal{C}$, we have

$$
\begin{aligned}
& \mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right) \\
& \quad=\boldsymbol{x}^{*}+\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}+\boldsymbol{q}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right) .
\end{aligned}
$$

Substituting this back into (5.50) yields (5.22). This completes the proof of the lemma.

### 5.8.8 Proof of Lemma 5.7

Since $\boldsymbol{x}^{(k)}$ lies in $\mathcal{C}$, we can represent the error vector as

$$
\begin{align*}
\boldsymbol{\delta}^{(k)} & =\boldsymbol{x}^{(k)}-\boldsymbol{x}^{*} \\
& =\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{(k)}\right)-\boldsymbol{x}^{*} \\
& =\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}\right)-\boldsymbol{x}^{*} \tag{5.51}
\end{align*}
$$

Using Proposition 5.1, we have

$$
\mathcal{P}_{\mathcal{C}}\left(\boldsymbol{x}^{*}+\boldsymbol{\delta}^{(k)}\right)=\boldsymbol{x}^{*}+\boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\boldsymbol{q}\left(\boldsymbol{\delta}^{(k)}\right) .
$$

Substituting this back into the RHS of (5.51) yields

$$
\boldsymbol{\delta}^{(k)}=\boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\boldsymbol{q}\left(\boldsymbol{\delta}^{(k)}\right) .
$$

This completes our proof of the lemma.

### 5.8.9 Proof of Lemma 5.8

Substituting (5.23) back into the first term on the RHS of (5.22), we have

$$
\begin{align*}
& \boldsymbol{\delta}^{(k+1)}=\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)} \\
&+\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{q}\left(\boldsymbol{\delta}^{(k)}\right) \\
&+\boldsymbol{q}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}^{(k)}\right) \tag{5.52}
\end{align*}
$$

From Lemma 5.11 and the fact that $\boldsymbol{Z}^{\top} \boldsymbol{Z}=\boldsymbol{I}_{N}$, we can represent (5.52) as

$$
\begin{align*}
\boldsymbol{\delta}^{(k+1)} & =\boldsymbol{Z} \boldsymbol{D}_{\eta} \boldsymbol{Z}^{\top}\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{Z} \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\hat{\boldsymbol{q}}\left(\boldsymbol{\delta}^{(k)}\right) \\
& =\boldsymbol{Z} \boldsymbol{D}_{\eta}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}\right) \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\hat{\boldsymbol{q}}\left(\boldsymbol{\delta}^{(k)}\right) \tag{5.53}
\end{align*}
$$

where $\hat{\boldsymbol{q}}(\boldsymbol{\delta})=\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{q}(\boldsymbol{\delta})+\boldsymbol{q}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}\right)$.

Recall that $\boldsymbol{H}=\boldsymbol{Z}^{\top} \boldsymbol{A}^{\top} \boldsymbol{A} \boldsymbol{Z}-\operatorname{diag}(\boldsymbol{\gamma})$. Thus, (5.53) is equivalent to

$$
\begin{aligned}
\boldsymbol{\delta}^{(k+1)} & =\boldsymbol{Z} \boldsymbol{D}_{\eta}\left(\boldsymbol{I}_{N}-\eta \operatorname{diag}(\boldsymbol{\gamma})-\boldsymbol{H}\right) \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\hat{\boldsymbol{q}}\left(\boldsymbol{\delta}^{(k)}\right) \\
& =\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta} \boldsymbol{H}\right) \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\hat{\boldsymbol{q}}\left(\boldsymbol{\delta}^{(k)}\right)
\end{aligned}
$$

By the definition of $\boldsymbol{M}_{\eta}$ in (5.20), the last equation is the same as (5.24).
To bound the norm of $\hat{\boldsymbol{q}}\left(\boldsymbol{\delta}^{(k)}\right)$, we use the triangle inequality and the product norm inequality as follows

$$
\begin{aligned}
\|\hat{\boldsymbol{q}}(\boldsymbol{\delta})\| & \leq\left\|\boldsymbol{Z} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{q}(\boldsymbol{\delta})\right\|+\left\|\boldsymbol{q}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}\right)\right\| \\
& \leq\left\|\boldsymbol{Z} \boldsymbol{Z}^{\top}\right\|_{2}\left\|\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right)\right\|_{2}\|\boldsymbol{q}(\boldsymbol{\delta})\|+\left\|\boldsymbol{q}\left(\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}\right)\right\| .
\end{aligned}
$$

Since $\|\boldsymbol{q}(\boldsymbol{\delta})\| \leq 2\|\boldsymbol{\delta}\|$ (see Proposition 5.1) and $c_{\eta}=\left\|\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right)\right\|_{2}$, we further obtain

$$
\begin{aligned}
\|\hat{\boldsymbol{q}}(\boldsymbol{\delta})\| & \leq\left\|\boldsymbol{Z} \boldsymbol{Z}^{\top}\right\|_{2} \cdot c_{\eta} \cdot 2\|\boldsymbol{\delta}\|^{2}+2\left\|\left(\boldsymbol{D}_{\eta} \otimes \boldsymbol{I}_{2}\right)\left(\boldsymbol{I}_{2 N}-\eta \boldsymbol{A}^{\top} \boldsymbol{A}\right) \boldsymbol{\delta}\right\|^{2} \\
& \leq 2 c_{\eta}\left\|\boldsymbol{Z} \boldsymbol{Z}^{\top}\right\|_{2}\|\boldsymbol{\delta}\|^{2}+2 c_{\eta}^{2}\|\boldsymbol{\delta}\|^{2} \\
& \leq 2 c_{\eta}\|\boldsymbol{\delta}\|^{2}+2 c_{\eta}^{2}\|\boldsymbol{\delta}\|^{2},
\end{aligned}
$$

where the last inequality stems from $\left\|\boldsymbol{Z} \boldsymbol{Z}^{\top}\right\|_{2} \leq 1$ since $\boldsymbol{Z} \boldsymbol{Z}^{\top}$ is an orthogonal projection matrix. This completes our proof of the lemma.

### 5.8.10 Proof of Lemma 5.9

The proof in this section relies on Lemmas 5.8, 5.13, and 5.12. Let $\tilde{\boldsymbol{\delta}}^{(k)}=\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes\right.$ $\left.\boldsymbol{I}_{2}\right) \boldsymbol{\delta}^{(k)}$. Left-multiplying both sides of (5.24) with $\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right)$, we have

$$
\begin{align*}
\tilde{\boldsymbol{\delta}}^{(k+1)} & =\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right) \boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top} \boldsymbol{\delta}^{(k)}+\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right) \hat{\boldsymbol{q}}\left(\boldsymbol{\delta}^{(k)}\right) \\
& =\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right) \boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}+\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right) \hat{\boldsymbol{q}}\left(\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}\right) \tag{5.54}
\end{align*}
$$

Using Lemma 5.11 and substituting $\boldsymbol{M}_{\eta}=\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1} \boldsymbol{H}$ into the RHS of (5.54) yield

$$
\begin{align*}
\tilde{\boldsymbol{\delta}}^{(k+1)} & =\boldsymbol{Z} \boldsymbol{D}_{\eta}^{-1 / 2}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1} \boldsymbol{H}\right) \boldsymbol{D}_{\eta}^{1 / 2} \boldsymbol{Z}^{\top} \tilde{\boldsymbol{\delta}}^{(k)}+\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right) \\
& =\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top} \tilde{\boldsymbol{\delta}}^{(k)}+\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right), \tag{5.55}
\end{align*}
$$

where $\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)=\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right) \hat{\boldsymbol{q}}\left(\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}\right)$ satisfies

$$
\begin{aligned}
\left\|\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| & \leq\left\|\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right\|_{2}\left\|\hat{\boldsymbol{q}}\left(\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \\
& =\left\|\boldsymbol{D}_{\eta}^{-1 / 2}\right\|_{2}\left\|\hat{\boldsymbol{q}}\left(\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \\
& \leq\left\|\boldsymbol{D}_{\eta}^{-1 / 2}\right\|_{2} \cdot 2 c_{\eta}\left(c_{\eta}+1\right)\left\|\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \\
& \leq 2 c_{\eta}\left(c_{\eta}+1\right)\left\|\boldsymbol{D}_{\eta}^{-1 / 2}\right\|_{2}\left\|\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right\|_{2}^{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \\
& \leq 2 c_{\eta}\left(c_{\eta}+1\right)\left\|\boldsymbol{D}_{\eta}^{-1 / 2}\right\|_{2}\left\|\boldsymbol{D}_{\eta}^{1 / 2}\right\|_{2}^{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \\
& =2 c_{\eta}\left(c_{\eta}+1\right)(1-\eta \underline{\gamma})^{1 / 2}(1-\eta \bar{\gamma})^{-1}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2}
\end{aligned}
$$

where the last equality stems from $\left\|\boldsymbol{D}_{\eta}^{-1 / 2}\right\|_{2}=(1-\eta \underline{\gamma})^{1 / 2}$ and $\left\|\boldsymbol{D}_{\eta}^{1 / 2}\right\|_{2}=(1-$ $\eta \bar{\gamma})^{-1 / 2}$. Let $q=2 c_{\eta}\left(c_{\eta}+1\right)(1-\eta \underline{\gamma})^{1 / 2}(1-\eta \bar{\gamma})^{-1}$. Taking the norm of both sides of (5.55) and then using the triangle inequality on the RHS, we obtain

$$
\begin{aligned}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| & =\left\|\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top} \tilde{\boldsymbol{\delta}}^{(k)}+\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| \\
& \leq\left\|\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top} \tilde{\boldsymbol{\delta}}^{(k)}\right\|+\left\|\tilde{\boldsymbol{q}}\left(\tilde{\boldsymbol{\delta}}^{(k)}\right)\right\| .
\end{aligned}
$$

Since $\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top}$ is symmetric, its spectral norm equals to its spectral radius. The last inequality can be rewritten as

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| \leq \rho\left(\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top}\right)\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+q\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} \tag{5.56}
\end{equation*}
$$

Moreover, it can be seen from (5.55) that

$$
\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top}=\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right) \boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right)^{-1}
$$

which in turns implies the two matrices $\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top}$ and $\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}$ are similar and have the same spectral radius. In particular, we have

$$
\begin{aligned}
\rho\left(\boldsymbol{Z}\left(\boldsymbol{I}_{N}-\eta \boldsymbol{D}_{\eta}^{-1 / 2} \boldsymbol{H} \boldsymbol{D}_{\eta}^{-1 / 2}\right) \boldsymbol{Z}^{\top}\right) & =\rho\left(\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}\right) \\
& =\rho\left(\boldsymbol{M}_{\eta}\right)
\end{aligned}
$$

where the second equality stems from Lemma 5.12. Thus, (5.56) can be represented as

$$
\left\|\tilde{\boldsymbol{\delta}}^{(k+1)}\right\| \leq \rho\left(\boldsymbol{M}_{\eta}\right)\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|+q\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|^{2} .
$$

Applying Lemma 5.14 with $b_{k}=\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|, \rho=\rho\left(\boldsymbol{M}_{\eta}\right)$, and

$$
c=\frac{\rho\left(\boldsymbol{M}_{\eta}\right)\left(1-\rho\left(\boldsymbol{M}_{\eta}\right)\right)}{q}=(1-\eta \underline{\gamma})^{1 / 2} c_{1}\left(\boldsymbol{x}^{*}, \eta\right)
$$

it holds that if $\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|<c$, then

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq\left(1-\frac{\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|}{c}\right)^{-1}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| \rho^{k}\left(\boldsymbol{M}_{\eta}\right) . \tag{5.57}
\end{equation*}
$$

Recall that $\boldsymbol{\delta}^{(k)}=\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}$. On the one hand, the LHS of (5.57) can be lower-bounded by $(1-\eta \bar{\gamma})^{1 / 2}\left\|\boldsymbol{\delta}^{(k)}\right\|$ since

$$
\begin{aligned}
\left\|\boldsymbol{\delta}^{(k)}\right\| & =\left\|\left(\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right) \tilde{\boldsymbol{\delta}}^{(k)}\right\| \leq\left\|\boldsymbol{D}_{\eta}^{1 / 2} \otimes \boldsymbol{I}_{2}\right\|_{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\| \\
& =\left\|\boldsymbol{D}_{\eta}^{1 / 2}\right\|_{2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|=(1-\eta \bar{\gamma})^{-1 / 2}\left\|\tilde{\boldsymbol{\delta}}^{(k)}\right\|
\end{aligned}
$$

On the other hand, the RHS of (5.57) can be upper-bounded as follows. Since

$$
\begin{align*}
\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| & =\left\|\left(\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right) \boldsymbol{\delta}^{(0)}\right\| \leq\left\|\boldsymbol{D}_{\eta}^{-1 / 2} \otimes \boldsymbol{I}_{2}\right\|_{2}\left\|\boldsymbol{\delta}^{(0)}\right\| \\
& =\left\|\boldsymbol{D}_{\eta}^{-1 / 2}\right\|_{2}\left\|\boldsymbol{\delta}^{(0)}\right\|=(1-\eta \underline{\gamma})^{1 / 2}\left\|\boldsymbol{\delta}^{(0)}\right\| \tag{5.58}
\end{align*}
$$

we have

$$
\begin{align*}
\left(1-\frac{\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|}{c}\right)^{-1}\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\| \rho^{k}\left(\boldsymbol{M}_{\eta}\right) & \leq\left(1-\frac{(1-\eta \underline{\gamma})^{1 / 2}\left\|\boldsymbol{\delta}^{(0)}\right\|}{c}\right)^{-1}(1-\eta \underline{\gamma})^{1 / 2}\left\|\boldsymbol{\delta}^{(0)}\right\| \rho^{k}\left(\boldsymbol{M}_{\eta}\right) \\
& =\left(1-\frac{\left\|\boldsymbol{\delta}^{(0)}\right\|}{c_{1}\left(\boldsymbol{x}^{*}, \eta\right)}\right)^{-1}(1-\eta \underline{\gamma})^{1 / 2}\left\|\boldsymbol{\delta}^{(0)}\right\| \rho^{k}\left(\boldsymbol{M}_{\eta}\right) \tag{5.59}
\end{align*}
$$

From the lower bound $(1-\eta \bar{\gamma})^{1 / 2}\left\|\boldsymbol{\delta}^{(k)}\right\|$ and the upper bound in (5.59), we obtain (5.26). Finally, the region of convergence $\left\|\boldsymbol{\delta}^{(0)}\right\|<c_{1}\left(\boldsymbol{x}^{*}, \eta\right)$ is sufficient to guarantee that $\left\|\tilde{\boldsymbol{\delta}}^{(0)}\right\|<c=(1-\eta \underline{\gamma})^{1 / 2} c_{1}\left(\boldsymbol{x}^{*}, \eta\right)$ due to (5.58). This completes our proof of the lemma.

### 5.8.11 Auxiliary Lemmas

Lemma 5.11. Given a matrix $\boldsymbol{Z} \in \mathbb{R}^{2 N \times N}$ as in (5.15). Then for any diagonal matrix $\boldsymbol{D} \in \mathbb{R}^{N \times N}$, we have $\left(\boldsymbol{D} \otimes \boldsymbol{I}_{2}\right) \boldsymbol{Z}=\boldsymbol{Z} \boldsymbol{D}$.

Proof. Recall from (5.46) that $\boldsymbol{Z}=\sum_{i=1}^{N} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top} \otimes \boldsymbol{v}_{i}$, where $\boldsymbol{v}_{i}=\left[-x_{2 i}, x_{2 i-1}\right]^{\top}$. By
representing $\boldsymbol{D}=\sum_{i=1}^{N} D_{i i} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top}$, we have

$$
\begin{aligned}
\left(\boldsymbol{D} \otimes \boldsymbol{I}_{2}\right) \boldsymbol{Z} & =\left(\left(\sum_{i=1}^{N} D_{i i} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top}\right) \otimes \boldsymbol{I}_{2}\right) \cdot\left(\sum_{j=1}^{N} \boldsymbol{e}_{j} \boldsymbol{e}_{j}^{\top} \otimes \boldsymbol{v}_{j}\right) \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\left(D_{i i} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top}\right) \cdot\left(\boldsymbol{e}_{j} \boldsymbol{e}_{j}^{\top}\right)\right) \otimes\left(\boldsymbol{I}_{2} \cdot \boldsymbol{v}_{j}\right) \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N} D_{i i}\left(\left(\boldsymbol{e}_{i}^{\top} \boldsymbol{e}_{j}\right) \cdot \boldsymbol{e}_{i} \boldsymbol{e}_{j}^{\top}\right) \otimes \boldsymbol{v}_{j} \\
& =\sum_{i=1}^{N} D_{i i}\left(\boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top}\right) \otimes \boldsymbol{v}_{i} \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\left(\boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top}\right) \cdot\left(D_{j j} \boldsymbol{e}_{j} \boldsymbol{e}_{j}^{\top}\right)\right) \otimes\left(\boldsymbol{v}_{i} \cdot 1\right) \\
& =\left(\sum_{i=1}^{N} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top} \otimes \boldsymbol{v}_{i}\right) \cdot\left(\left(\sum_{i=1}^{N} D_{j j} \boldsymbol{e}_{j} \boldsymbol{e}_{j}^{\top}\right) \otimes 1\right) \\
& =\left(\sum_{i=1}^{N} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top} \otimes \boldsymbol{v}_{i}\right) \cdot\left(\sum_{i=1}^{N} D_{j j} \boldsymbol{e}_{j} \boldsymbol{e}_{j}^{\top}\right) \\
& =\boldsymbol{Z} \boldsymbol{D}
\end{aligned}
$$

where it is noted that

$$
\boldsymbol{e}_{i}^{\top} \boldsymbol{e}_{j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Lemma 5.12. For any eigenvalue $\lambda$ of $\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}$, either $\lambda=0$ or $\lambda$ is an eigenvalue
of $\boldsymbol{M}_{\eta}$. Consequently, we have

$$
\rho\left(\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}\right)=\rho\left(\boldsymbol{M}_{\eta}\right)
$$

Proof. Let $(\lambda, \boldsymbol{u})$ be a pair of eigenvalue and eigenvector of $\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}$. Then, we have

$$
\begin{equation*}
\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top} \boldsymbol{u}=\lambda \boldsymbol{u} \tag{5.60}
\end{equation*}
$$

Left-multiplying both sides of (5.60) by $\boldsymbol{Z}^{\top}$ and using the semi-orthogonality of $\boldsymbol{Z}$, we obtain

$$
\boldsymbol{M}_{\eta}\left(\boldsymbol{Z}^{\top} \boldsymbol{u}\right)=\lambda\left(\boldsymbol{Z}^{\top} \boldsymbol{u}\right)
$$

This means either $\boldsymbol{Z}^{\top} \boldsymbol{u}=\mathbf{0}_{N}$ or $\boldsymbol{Z}^{\top} \boldsymbol{u}$ is an eigenvector of $\boldsymbol{M}_{\eta}$. In the former case, we have $\lambda=0$. In the latter case, we have $\lambda$ is an eigenvalue of $\boldsymbol{M}_{\eta}$. Finally, since the spectral radius is the maximum absolute value of all eigenvalues, it is trivial that $\rho\left(\boldsymbol{Z} \boldsymbol{M}_{\eta} \boldsymbol{Z}^{\top}\right)=\rho\left(\boldsymbol{M}_{\eta}\right)$.

Lemma 5.13. (Rephrased from the supplemental material of [212]) Let $\left\{a_{k}\right\}_{k=0}^{\infty} \subset$ $\mathbb{R}_{+}$be the sequence defined by

$$
\begin{equation*}
a_{k+1}=\rho a_{k}+q a_{k}^{2} \quad \text { for } k=0,1, \ldots \tag{5.61}
\end{equation*}
$$

where $0<\rho<1$ and $q \geq 0$. Then $\left\{a_{k}\right\}_{k=0}^{\infty}$ converges monotonically to 0 if and
only if $a_{0}<\frac{1-\rho}{q}$. A simple linear convergence bound can be derived for $a_{0}<\rho \frac{1-\rho}{q}$ in the form of

$$
\begin{equation*}
a_{k} \leq\left(1-\frac{a_{0} q}{\rho(1-\rho)}\right)^{-1} a_{0} \rho^{k} \tag{5.62}
\end{equation*}
$$

Proof. For each $k \in \mathbb{N}$, let us define $d_{k}=a_{k} /\left(a_{0} \rho^{k}\right)$. Substituting $a_{k}=a_{0} d_{k} \rho^{k}$ into (5.61) and defining $\tau=a_{0} q /(1-\rho)$, we obtain

$$
\left\{\begin{array}{l}
d_{0}=1 \\
d_{k+1}=d_{k}+\tau(1-\rho) \rho^{k-1} d_{k}^{2} \quad \text { for } k=0,1, \ldots
\end{array}\right.
$$

Since $\tau(1-\rho) \rho^{k-1} d_{k}^{2}>0$, the sequence $\left\{d_{k}\right\}_{k=0}^{\infty}$ is strictly increasing and positive. Thus, using $d_{i}>d_{i+1}>0$, for any $i=0,1, \ldots, k-1$, we have

$$
\frac{1}{d_{i}}-\frac{1}{d_{i+1}}=\frac{d_{i+1}-d_{i}}{d_{i+1} d_{i}}<\frac{d_{i+1}-d_{i}}{d_{i}^{2}}=\tau(1-\rho) \rho^{i-1}
$$

Summing over $i=0,1, \ldots, k-1$, we obtain

$$
\begin{equation*}
1-\frac{1}{d_{k}}<\sum_{i=0}^{k-1} \tau(1-\rho) \rho^{i-1}=\frac{\tau}{\rho}\left(1-\rho^{k}\right)<\frac{\tau}{\rho} \tag{5.63}
\end{equation*}
$$

Substituting $d_{k}=a_{k} /\left(a_{0} \rho^{k}\right)$ and $\tau=a_{0} q /(1-\rho)$ into (5.63) and rearranging terms yield the desired bound on $a_{k}$ in (5.62).

Lemma 5.14. Let $\left\{b_{k}\right\}_{k=0}^{\infty} \subset \mathbb{R}_{+}$be the sequence defined by

$$
\begin{equation*}
b_{k+1} \leq \rho b_{k}+q b_{k}^{2} \quad \text { for } k=0,1, \ldots \tag{5.64}
\end{equation*}
$$

where $0<\rho<1$ and $q \geq 0$. If $b_{0}<\frac{1-\rho}{q}$, then $\left\{b_{k}\right\}_{k=0}^{\infty}$ converges to 0 . If $b_{0}<c \triangleq \rho \frac{1-\rho}{q}$, then for any integer $k \geq 0$, we have

$$
b_{k} \leq\left(1-\frac{b_{0}}{c}\right)^{-1} b_{0} \rho^{k}
$$

Proof. Let us define a surrogate sequence $\left\{a_{k}\right\}_{k=0}^{\infty}$ that upper-bounds $\left\{b_{k}\right\}_{k=0}^{\infty}$ as follows

$$
\left\{\begin{array}{l}
a_{0}=b_{0} \\
a_{k+1}=\rho a_{k}+q a_{k}^{2}
\end{array}\right.
$$

First, we prove by induction that

$$
\begin{equation*}
b_{k} \leq a_{k} \quad \forall k \in \mathbb{N} . \tag{5.65}
\end{equation*}
$$

The base case when $k=0$ holds trivially as $b_{0}=a_{0}$. In the induction step, given $b_{k} \leq a_{k}$ for an integer $k \geq 0$, we have

$$
b_{k+1} \leq \rho b_{k}+q b_{k}^{2} \leq \rho a_{k}+a_{k}^{2}=a_{k+1} .
$$

By the principle of induction, (5.65) holds for all $k \in \mathbb{N}$. Now, by Lemma 5.13, we
have

$$
\begin{aligned}
b_{k} \leq a_{k} & \leq\left(1-\frac{a_{0} q}{\rho(1-\rho)}\right)^{-1} a_{0} \rho^{k} \\
& =\left(1-\frac{b_{0} q}{\rho(1-\rho)}\right)^{-1} b_{0} \rho^{k} .
\end{aligned}
$$

This completes our proof of the lemma.

# Chapter 6: Perturbation Expansions and Error Bounds for the Truncated Singular Value Decomposition ${ }^{1}$ 

Truncated singular value decomposition is a reduced version of the singular value decomposition in which only a few largest singular values are retained. This chapter presents a novel perturbation analysis for the truncated singular value decomposition for real matrices. First, we describe perturbation expansions for the singular value truncation of order $r$. We extend perturbation results for the singular subspace decomposition to derive the first-order perturbation expansion of the truncated operator about a matrix with rank greater than or equal to $r$. Observing that the first-order expansion can be greatly simplified when the matrix has exact rank $r$, we further show that the singular value truncation admits a simple second-order perturbation expansion about a rank- $r$ matrix. Second, we introduce the first-known error bound on the linear approximation of the truncated singular value decomposition of a perturbed rank- $r$ matrix. Our bound only depends on the least singular value of the unperturbed matrix and the norm of the perturbation matrix. Intriguingly, while the singular subspaces are known to be extremely sensitive to additive noises, the newly established error bound holds universally

[^25]for perturbations with arbitrary magnitude. Finally, we demonstrate an application of our results to the analysis of the mean squared error associated with the TSVD-based matrix denoising solution.

### 6.1 Introduction

The singular value decomposition (SVD) is an invaluable tool for matrix analysis and the truncated singular value decomposition (TSVD) offers a formal approach for a rank-restricted optimal approximation of matrices by replacing the smallest singular values by zeros in the SVD of a matrix. TSVD has numerous applications in science, engineering, and math with examples including linear system identification [146, 147], collaborative filtering [33,104], low-rank matrix denoising [182,231], data compression [225], and numerical partial differential equations [131]. In addition, TSVD is well-known for solving classical discrete ill-posed problems [89, 90]. This chapter is concerned with the effects of errors on the truncated singular value decomposition of a matrix.

Perturbation theory for the SVD studies the effect of variation in matrix entries on the singular values and the singular vectors of a matrix. Using perturbation bounds or perturbation expansions, one can characterize the difference between the SVD-related quantities associated with the perturbed matrix and those of the original matrix. The first perturbation bound on singular values was given by Weyl [226] in 1912, stating that no singular value can be changed by more than the spectral norm of the perturbation. Later, Mirsky [153] showed that Weyl's
inequality also holds for any unitarily-invariant norm. Perturbation bounds for singular vectors are often established in the context of singular subspace decomposition. In 1970, Davis and Kahan [52] introduced a fundamental bound on the distance between the subspaces spanned by a group of eigenvectors and their perturbed versions based the ratio between the perturbation level and the eigengap. This result is also referred as the so-called $\sin \Theta$ theorem for symmetric matrices in the literature. Shortly afterwards, Wedin [224] generalized part of this result to cover non-symmetric matrices using the singular value decomposition, bounding changes in the left and right singular subspaces in terms of the singular value gap and the perturbation magnitude. In a recent work, Cai and Zhang [29] further established separate matching upper and lower bounds for the left and right singular subspaces. When the structure of the error is concerned, one may draw interest in perturbation expansions to approximate the perturbed quantity as a function of the perturbation matrix. As the perturbation decreases towards zero, the approximation is more accurate since the higher-order terms in the expansion become successively smaller. In 1973, Stewart [190] showed that there exists explicit expression of the perturbed subspaces in the bases of the unperturbed subspaces, which can be leveraged to obtain error bounds for certain characteristic subspaces associated with the SVD. This breakthrough result has started a long line of research on perturbation expansions and error bounds for the SVD, including the work of Stewart [191], Sun [198], Li et al. [130], Vaccaro [208], Xu [230], Liu et al. [135], and more recently, Gratton et al. [82]. Specifically, in [191], Stewart utilized the bounding technique in [190] and obtained a second-order perturbation expansion
for the square of the smallest singular value of a matrix. In a different approach based on the theory of implicit functions, Sun [198] provided the first analytical expression for the second-order perturbation expansion of simple non-zero singular values of a matrix. One of the first significant results on perturbation expansion of singular subspaces was introduced by Li and Vaccaro in 1991. In [130], the two authors analyzed a variety of subspace-based algorithms in array signal processing and developed the first-order perturbation expansion for the signal and orthogonal subspaces of the rank-deficient data matrix. Later on, Vaccaro [208] extended this result to the second-order perturbation expansion of these subspaces. A more finegrained analysis of the perturbation expansion for the individual singular vectors rather than the singular subspaces was given by Liu et al. [135], uncovering the fact that the signal subspace has an impact on the first-order approximation of the individual singular vectors, but not on the first-order approximation of the signal subspace spanned by these vectors. We note that the aforementioned results on perturbation analysis of singular subspaces make an assumption that the unperturbed matrix is rank-deficient, i.e., all singular values corresponding to one of the singular subspaces are zero. In 2002, Xu [230] relaxed this constraint by only requiring those singular values to be equally small. Recently, Gratton and Tshimanga [82] were able to eliminate this constraint completely, presenting the second-order perturbation expansion for singular subspaces with no restriction on their corresponding singular values. ${ }^{2}$ It is notable that the last result is developed directly from those by Stewart in [190]. A more comprehensive description

[^26]of the aforementioned results is given in Section 3. Interested readers can also find in-depth surveys on matrix perturbation theory in $[192,193]$ and references therein.

The aforementioned results on perturbation analysis of the SVD is the fulcrum for the perturbation analysis of the TSVD. While the former characterizes the effect of perturbation on the singular values/singular subspaces of a matrix, the later studies the combined effect (from both singular values and singular subspaces) on the resulting reduced-rank matrix. Analyzing such an effect helps understand the local behavior of algorithms that utilize the low-rank optimal approximation of matrices, such as SVD-based channel estimation methods in multi-input multioutput (MIMO) systems [109, 134, 162] and iterative hard-thresholding algorithms for low-rank matrix completion $[104,213,214]$. In a recent work, Gratton and Tshimanga [82] presented a second-order expansion for the singular subspace decomposition and make use of the result to deduce the second-order sensitivity of the TSVD solution to least-squares problems. However, since their application focuses on the expansion of the truncated pseudo-inverse rather than the TSVD itself, no specific result in perturbation expansion of the TSVD is mentioned. In a different approach to analyzing the TSVD operator, Feppon and Lermusiaux [64] studied the embedded geometry of the fixed-rank matrix manifold and characterized the projection onto it as a smooth $\left(C^{\infty}\right)$ map. Based on this geometric interpretation, the authors provided an explicit expression for the directional derivative of the TSVD of order $r$ at a certain matrix with rank greater than or equal to $r .^{3}$ On

[^27]the one hand, the result directly suggests the first-order perturbation expansion of the TSVD. On the other hand, the differential geometry-based approach, while offering a clear path for calculating the derivatives, does not offer a direct recipe for obtaining the error bound on the first-order approximation or the higher order terms in the expansion. At the time of writing this chapter, we are not aware of any explicit expression of the second-order derivative of the TSVD.

In this chapter, we present a novel perturbation analysis of the truncated singular value decomposition. First, by utilizing the perturbation expansion for singular subspaces in [82], we derive the first-order perturbation expansion of the TSVD. Our result matches the result on the directional derivative of the TSVD in [64]. Furthermore, we extend our analysis to study the second-order perturbation expansion and show that when the matrix has exact rank $r$, the TSVD of order $r$ admits a simple expression for its second-order expansion. To the best of our knowledge, this is the first explicit result for the second-order perturbation expansion of the TSVD. Third, we establish an error bound on the first-order approximation of the TSVD about a rank- $r$ matrix. Our bound holds universally for any level (or magnitude) of the perturbation. Finally, we demonstrate how the proposed perturbation expansions and error bounds can be applied to study the mean squared error associated with the TSVD-based matrix denoising solution.
and the direct communication with the authors (on September 17, 2020) suggest the result should also include the case of rank- $r$ matrices.

### 6.2 Notation and Definitions

Throughout the chapter, we use $\|\cdot\|_{F}$ and $\|\cdot\|_{2}$ to denote the Frobenius norm and the spectral norm of a matrix, respectively. Occasionally, $\|\cdot\|_{2}$ is used on a vector to denote the Euclidean norm. Boldfaced symbols are reserved for vectors and matrices. In addition, the $s \times t$ all-zero matrix is denoted by $\mathbf{0}_{s \times t}$ and the $s \times s$ identity matrix is denoted by $\boldsymbol{I}_{s}$. We also use $\boldsymbol{e}_{i}^{s}$ to denote the $i$-th vector in the natural basis of $\mathbb{R}^{s}$. When understood clearly from the context, the dimensions of vectors/matrices in the aforementioned notation may be omitted. As a slight abuse of notation, we define the big O notation for matrices as follows.

Definition 6.1. Let $\boldsymbol{\Delta}$ be some matrix and $\boldsymbol{F}(\boldsymbol{\Delta})$ be a matrix-valued function of $\boldsymbol{\Delta}$. Then, for any positive number $k, \boldsymbol{F}(\boldsymbol{\Delta})=\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{k}\right)$ if there exists some constant $0 \leq c<\infty$ such that

$$
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\|\boldsymbol{F}(\boldsymbol{\Delta})\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{k}}=c .
$$

We emphasize the difference between the commonly used big O notation in the literature and the $\boldsymbol{\mathcal { O }}$ notation used in this chapter. While the former requires $c$ to be strictly greater than 0 , our notation includes the case $c=0$ to imply both situations that $\boldsymbol{F}(\boldsymbol{\Delta})$ approaches $\mathbf{0}$ at a rate either equal or faster than $\|\boldsymbol{\Delta}\|_{F}^{k}$. Similarly, when used for a vector, we replace the Frobenius norm by the Euclidean norm in Definition 6.1 to denote the corresponding quantity.

In the rest of the chapter, unless otherwise specified, the symbol $\boldsymbol{X}$ is used to denote an arbitrary matrix in $\mathbb{R}^{m \times n}$. Here, without loss of generality, we assume
that $m \geq n$. The SVD of $\boldsymbol{X}$ is written as $\boldsymbol{X}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{T}$ where $\boldsymbol{\Sigma}$ is a $m \times n$ rectangular diagonal matrix with main diagonal entries are the singular values $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{n} \geq 0$. For completeness, we denote the "ghost" singular values $\sigma_{n+1}=\ldots=\sigma_{m}=0$ in the case $m>n$. Additionally, $\boldsymbol{U} \in \mathbb{R}^{m \times m}$ and $\boldsymbol{V} \in \mathbb{R}^{n \times n}$ are orthogonal matrices such that $\boldsymbol{U} \boldsymbol{U}^{T}=\boldsymbol{U}^{T} \boldsymbol{U}=\boldsymbol{I}_{m}$ and $\boldsymbol{V} \boldsymbol{V}^{T}=\boldsymbol{V}^{T} \boldsymbol{V}=\boldsymbol{I}_{n}$. We note that the left and right singular vectors of $\boldsymbol{X}$ are the columns of $\boldsymbol{U}$ and $\boldsymbol{V}$, i.e., $\boldsymbol{U}=\left[\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{m}\right]$ and $\boldsymbol{V}=\left[\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{n}\right]$. Thus, $\boldsymbol{X}$ can also be rewritten as the sum of rank-1 matrices: $\boldsymbol{X}=\sum_{i=1}^{n} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}$. Next, we define the singular subspace decomposition as follows.

Definition 6.2. Given $1 \leq r<n$, the singular subspace decomposition of $\boldsymbol{X} \in$ $\mathbb{R}^{m \times n}$ is given by:

$$
\boldsymbol{X}=\left[\begin{array}{ll}
\boldsymbol{U}_{1} & \boldsymbol{U}_{2}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{1} & \mathbf{0}  \tag{6.1}\\
\mathbf{0} & \boldsymbol{\Sigma}_{2}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{V}_{1}^{T} \\
\boldsymbol{V}_{2}^{T}
\end{array}\right]=\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}+\boldsymbol{U}_{2} \boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T},
$$

where

$$
\boldsymbol{\Sigma}_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right) \in \mathbb{R}^{r \times r}, \quad \boldsymbol{\Sigma}_{2}=\left[\begin{array}{c}
\operatorname{diag}\left(\sigma_{r+1}, \ldots, \sigma_{n}\right) \\
\mathbf{0}
\end{array}\right] \in \mathbb{R}^{(m-r) \times(n-r)}
$$

with the singular values in descending order, i.e., $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{n} \geq 0$, and

$$
\begin{aligned}
& \boldsymbol{U}_{1}=\left[\begin{array}{lll}
\boldsymbol{u}_{1} & \ldots & \boldsymbol{u}_{r}
\end{array}\right] \in \mathbb{R}^{m \times r}, \quad \boldsymbol{U}_{2}=\left[\begin{array}{lll}
\boldsymbol{u}_{r+1} & \ldots & \boldsymbol{u}_{m}
\end{array}\right] \in \mathbb{R}^{m \times(m-r)}, \\
& \boldsymbol{V}_{1}=\left[\begin{array}{lll}
\boldsymbol{v}_{1} & \ldots & \boldsymbol{v}_{r}
\end{array}\right] \in \mathbb{R}^{n \times r}, \quad \boldsymbol{V}_{2}=\left[\begin{array}{lll}
\boldsymbol{v}_{r+1} & \ldots & \boldsymbol{v}_{n}
\end{array}\right] \in \mathbb{R}^{n \times(n-r)}
\end{aligned}
$$

It is clear from Definition 6.2 that

$$
\boldsymbol{U}=\left[\begin{array}{ll}
\boldsymbol{U}_{1} & \boldsymbol{U}_{2}
\end{array}\right], \quad \boldsymbol{\Sigma}=\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{1} & 0 \\
\mathbf{0} & \boldsymbol{\Sigma}_{2}
\end{array}\right], \quad \boldsymbol{V}=\left[\begin{array}{ll}
\boldsymbol{V}_{1} & \boldsymbol{V}_{2}
\end{array}\right]
$$

Here the columns of $\boldsymbol{U}_{1}$ and $\boldsymbol{U}_{2}$ (or $\boldsymbol{V}_{1}$ and $\boldsymbol{V}_{2}$ ) provide the bases for the columnspace (or row-space) of $\boldsymbol{X}$ and its orthogonal complement, respectively.

Definition 6.3. The orthonormal projectors onto the subspaces of $\boldsymbol{X}$ are defined as:

$$
\begin{array}{ll}
\boldsymbol{P}_{\boldsymbol{U}_{1}}=\boldsymbol{U}_{1} \boldsymbol{U}_{1}^{T}=\sum_{i=1}^{r} \boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T}, & \boldsymbol{P}_{\boldsymbol{U}_{2}}=\boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T}=\boldsymbol{I}_{m}-\boldsymbol{P}_{\boldsymbol{U}_{1}}=\sum_{i=r+1}^{m} \boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T} \\
\boldsymbol{P}_{\boldsymbol{V}_{1}}=\boldsymbol{V}_{1} \boldsymbol{V}_{1}^{T}=\sum_{i=1}^{r} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}, & \boldsymbol{P}_{\boldsymbol{V}_{2}}=\boldsymbol{V}_{2} \boldsymbol{V}_{2}^{T}=\boldsymbol{I}_{n}-\boldsymbol{P}_{\boldsymbol{V}_{1}}=\sum_{i=r+1}^{n} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}
\end{array}
$$

Generally, matrices $\boldsymbol{U}_{1}, \boldsymbol{U}_{2}, \boldsymbol{V}_{1}$, and $\boldsymbol{V}_{2}$ are not unique. In particular, for simple non-zero singular values, the corresponding left and right singular vectors are unique up to a simultaneous sign change. For repeated and positive singular values, the corresponding left and right singular vectors are unique up to a simultaneous right multiplication with the same orthogonal matrix. Finally, for zero singular values, the singular vectors can be any orthonormal bases of the left and right null spaces of $\boldsymbol{X}$. On the other hand, the singular subspaces spanned by the columns of $\boldsymbol{U}_{1}, \boldsymbol{U}_{2}, \boldsymbol{V}_{1}, \boldsymbol{V}_{2}$, and their corresponding projectors are unique provided that $\sigma_{r}>\sigma_{r+1}[89]$. We are now in position to define the singular value truncation.

Definition 6.4. The r-truncated singular value decomposition of $\boldsymbol{X}$ (r-TSVD) is
defined as

$$
\begin{equation*}
\mathcal{P}_{r}(\boldsymbol{X})=\sum_{i=1}^{r} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}=\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T} . \tag{6.2}
\end{equation*}
$$

By Eckart-Young theorem [61], $\mathcal{P}_{r}(\boldsymbol{X})$ is the best least squares approximation of $\boldsymbol{X}$ by a rank- $r$ matrix, with respect to unitarily-invariant norms. Therefore, this operator is also known as the projection of $\boldsymbol{X}$ onto the non-convex set of rank- $r$ matrices. $\mathcal{P}_{r}(\boldsymbol{X})$ is unique if either $\sigma_{r}>\sigma_{r+1}$ or $\sigma_{r}=0$. In the special case when $\boldsymbol{X}$ has exact rank $r$, we have $\sigma_{r}>\sigma_{r+1}=\ldots=\sigma_{n}=0$ and the projectors onto the subspaces of $\boldsymbol{X}$, namely, $\boldsymbol{P}_{\boldsymbol{U}_{1}}, \boldsymbol{P}_{\boldsymbol{U}_{2}}, \boldsymbol{P}_{\boldsymbol{V}_{1}}$, and $\boldsymbol{P}_{\boldsymbol{V}_{2}}$ are unique. However, the matrices $\boldsymbol{U}_{2}$ and $\boldsymbol{V}_{2}$ can take any orthonormal basis in $\boldsymbol{R}^{m-r}$ and $\boldsymbol{R}^{n-r}$, respectively, as their columns. Finally, for a rank-r matrix, we define the pseudo inverse of $\boldsymbol{X}$ as $\boldsymbol{X}^{\dagger}=\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{V}_{1}^{T}$. It is worth mentioning that $\|\boldsymbol{X}\|_{2}=\sigma_{1}$ while $\left\|\boldsymbol{X}^{\dagger}\right\|_{2}=1 / \sigma_{r}$ in this case.

### 6.3 Preliminaries

Two elemental bounds for singular values were given by Weyl [226] in 1912 and Mirsky [153] in 1960:

Proposition 6.1. Let $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$ be a perturbation of arbitrary magnitude. Denote $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}$ with singular values $\tilde{\sigma}_{1} \geq \tilde{\sigma}_{2} \geq \ldots \geq \tilde{\sigma}_{n} \geq 0$. Then,

- Weyl's inequality: $\left|\tilde{\sigma}_{i}-\sigma_{i}\right| \leq\|\boldsymbol{\Delta}\|_{2}$, for $i=1, \ldots, n$,
- Mirsky's inequality: $\sqrt{\sum_{i=1}^{n}\left(\tilde{\sigma}_{i}-\sigma_{i}\right)^{2}} \leq\|\boldsymbol{\Delta}\|_{F}$.

Proposition 6.1 asserts that the changes in the singular values can be bounded using only the norm of the perturbation. By leveraging the specific values of the entries of the perturbation matrix, the behavior of singular values under perturbations can be described more precisely through perturbation expansions. In [191], Stewart showed that if $\sigma_{n}$ is non-zero and distinct from other singular values of $\boldsymbol{X}$, then its corresponding perturbed singular value can be expressed by

$$
\begin{equation*}
\tilde{\sigma}_{n}=\sigma_{n}+\boldsymbol{u}_{n}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{n}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|^{2}\right) \tag{6.3}
\end{equation*}
$$

It is later known that the result in (6.3) also holds for any simple non-zero singular values [193]. In another approach, Sun [198] derived a second-order perturbation expansion for simple non-zero singular values. For a simple zero singular value, Stewart [191] claimed that deriving a perturbation expansion is non-trivial and proposed a second-order approximation for $\tilde{\sigma}_{n}^{2}$ instead. Most recently, a generalization of (6.3) to a set of singular values that is well separated from the rest is proved in [194].

While the singular values of a matrix are proven to be quite stable under perturbations, the singular vectors, especially those correspond to a cluster of singular values, are extremely sensitive. It is therefore natural to bound the perturbation error based on the subspace spanned by the singular vectors. Consider the singular subspace decomposition in Definition 6.2. We define the singular gap as the smallest distance between a singular value in $\boldsymbol{\Sigma}_{1}$ and a singular value in $\boldsymbol{\Sigma}_{2}$. When the spectral norm of the perturbation is smaller than this gap, Wedin's
$\sin \Theta$ theorem [224] provides an upper bound on the distances between the left and right singular subspaces and their corresponding perturbed counterparts in terms of the singular gap and the Frobenius norm of the perturbation. Furthermore, Stewart [190] showed that there exist explicit expressions of the perturbed subspaces in the bases of the unperturbed subspaces, which can be leveraged to obtain error bounds for certain characteristic subspaces associated with the SVD. Let us rephrase this result in the following proposition.

Proposition 6.2. (Rephrased from Theorem 2.1 in [82], which is based on Theorem 6.4 in [190]) In addition to the setting in Definition 6.2, assume that $\sigma_{r}>\sigma_{r+1}$. For a perturbation $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$, denote the singular subspace decomposition of $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}$ by

$$
\tilde{\boldsymbol{X}}=\tilde{\boldsymbol{U}} \tilde{\boldsymbol{\Sigma}} \tilde{\boldsymbol{V}}^{T}=\left[\begin{array}{cc}
\tilde{\boldsymbol{U}}_{1} & \tilde{\boldsymbol{U}}_{2}
\end{array}\right]\left[\begin{array}{cc}
\tilde{\boldsymbol{\Sigma}}_{1} & \mathbf{0} \\
\mathbf{0} & \tilde{\boldsymbol{\Sigma}}_{2}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{V}}_{1}^{T} \\
\tilde{\boldsymbol{V}}_{2}^{T}
\end{array}\right]
$$

Let us partition $\boldsymbol{U}^{T} \boldsymbol{\Delta} \boldsymbol{V}$ conformally with $\boldsymbol{U}$ and $\boldsymbol{V}$ in the form

$$
\boldsymbol{U}^{T} \boldsymbol{\Delta} \boldsymbol{V}=\left[\begin{array}{ll}
\boldsymbol{U}_{1}^{T} \Delta \boldsymbol{V}_{1} & \boldsymbol{U}_{1}^{T} \Delta \boldsymbol{V}_{2}  \tag{6.4}\\
\boldsymbol{U}_{2}^{T} \Delta \boldsymbol{V}_{1} & \boldsymbol{U}_{2}^{T} \Delta \boldsymbol{V}_{2}
\end{array}\right]=\left[\begin{array}{ll}
\boldsymbol{E}_{11} & \boldsymbol{E}_{12} \\
\boldsymbol{E}_{21} & \boldsymbol{E}_{22}
\end{array}\right]=\boldsymbol{E} .
$$

If

$$
\begin{equation*}
\|\boldsymbol{\Delta}\|_{2}<\frac{\sigma_{r}-\sigma_{r+1}}{2} \tag{6.5}
\end{equation*}
$$

then there must exist unique matrices $\boldsymbol{Q} \in \mathbb{R}^{(m-r) \times r}, \boldsymbol{P} \in \mathbb{R}^{(n-r) \times r}$ whose norms are in the order of $\|\boldsymbol{\Delta}\|_{F}$ such that

$$
\begin{align*}
& \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)+\left(\boldsymbol{\Sigma}_{2}+\boldsymbol{E}_{22}\right) \boldsymbol{P}=-\boldsymbol{E}_{21}-\boldsymbol{Q} \boldsymbol{E}_{12} \boldsymbol{P}  \tag{6.6a}\\
& \left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T}+\boldsymbol{Q}^{T}\left(\boldsymbol{\Sigma}_{2}+\boldsymbol{E}_{22}\right)=\boldsymbol{E}_{12}+\boldsymbol{Q}^{T} \boldsymbol{E}_{21} \boldsymbol{P}^{T} \tag{6.6b}
\end{align*}
$$

Moreover, using

$$
\begin{align*}
& \hat{\boldsymbol{U}}_{1}=\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1 / 2}  \tag{6.7a}\\
& \hat{\boldsymbol{U}}_{2}=\left(\boldsymbol{U}_{2}+\boldsymbol{U}_{1} \boldsymbol{Q}^{T}\right)\left(\boldsymbol{I}_{m-r}+\boldsymbol{Q} \boldsymbol{Q}^{T}\right)^{-1 / 2}  \tag{6.7b}\\
& \hat{\boldsymbol{V}}_{1}=\left(\boldsymbol{V}_{1}+\boldsymbol{V}_{2} \boldsymbol{P}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1 / 2}  \tag{6.7c}\\
& \hat{\boldsymbol{V}}_{2}=\left(\boldsymbol{V}_{2}-\boldsymbol{V}_{1} \boldsymbol{P}^{T}\right)\left(\boldsymbol{I}_{n-r}+\boldsymbol{P} \boldsymbol{P}^{T}\right)^{-1 / 2} \tag{6.7d}
\end{align*}
$$

we can define semi-orthogonal matrices $\hat{\boldsymbol{U}}_{1}, \hat{\boldsymbol{U}}_{2}, \hat{\boldsymbol{V}}_{1}$, and $\hat{\boldsymbol{V}}_{2}$ satisfying $\hat{\boldsymbol{U}}_{1}^{T} \hat{\boldsymbol{U}}_{2}=\mathbf{0}$ and $\hat{\boldsymbol{V}}_{1}^{T} \hat{\boldsymbol{V}}_{2}=\mathbf{0}$, which provide bases to the same unique subspaces of $\tilde{\boldsymbol{U}}_{1}, \tilde{\boldsymbol{U}}_{2}, \tilde{\boldsymbol{V}}_{1}$, and $\tilde{\boldsymbol{V}}_{2}$, respectively, i.e., $\boldsymbol{P}_{\hat{U}_{1}}=\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{1}}, \boldsymbol{P}_{\hat{U}_{2}}=\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{2}}, \boldsymbol{P}_{\hat{\boldsymbol{V}}_{1}}=\boldsymbol{P}_{\tilde{\boldsymbol{V}}_{1}}$, and $\boldsymbol{P}_{\hat{\boldsymbol{V}}_{2}}=\boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}}$.

It is important to note that $\hat{\boldsymbol{U}}_{1}, \hat{\boldsymbol{U}}_{2}, \hat{\boldsymbol{V}}_{1}$, and $\hat{\boldsymbol{V}}_{2}$ may differ from $\tilde{\boldsymbol{U}}_{1}, \tilde{\boldsymbol{U}}_{2}, \tilde{\boldsymbol{V}}_{1}$, and $\tilde{\boldsymbol{V}}_{2}$, respectively. However, their corresponding subspaces are identical. This result will be useful later when replacing $\boldsymbol{P}_{\tilde{U}_{1}}$ and $\boldsymbol{P}_{\tilde{\boldsymbol{V}}_{1}}$ in the following version of the $r$-TSVD $\mathcal{P}_{r}(\tilde{\boldsymbol{X}})=\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{1}} \tilde{\boldsymbol{X}} \boldsymbol{P}_{\tilde{\boldsymbol{V}}_{1}}$ with $\boldsymbol{P}_{\hat{\boldsymbol{U}}_{1}}$ and $\boldsymbol{P}_{\hat{V}_{1}}$. The substitution allows us to write an explicit expression of the $r$-TSVD using $\boldsymbol{\Delta}$ and terms that are in order of $\|\boldsymbol{\Delta}\|_{F}$ such as $\boldsymbol{Q}$ and $\boldsymbol{P}$. Equation (6.6) also enables the perturbation expansion of the SVD through the coefficient matrices $\boldsymbol{Q}$ and $\boldsymbol{P}$. In 1991, Li and

Vaccaro [130] considered a special case of rank- $r$ matrices ( $\boldsymbol{\Sigma}_{2}=\mathbf{0}$ ) and introduced the first-order perturbation expansion for $\boldsymbol{Q}$ and $\boldsymbol{P}$ as a method to analyze the performance of subspace-based algorithms in array signal processing. Later on, Vaccaro [208] extended their approach to study the second-order perturbation expansion for the singular subspace decomposition. A more general result in this approach was proposed by $\mathrm{Xu}[230]$ in 2002, through relaxing the constraint $\boldsymbol{\Sigma}_{2}=\mathbf{0}$ to $\boldsymbol{\Sigma}_{2}^{T} \boldsymbol{\Sigma}_{2}=\epsilon^{2} \boldsymbol{I}$, for small $\epsilon \geq 0$. It was not until recently the second-order analysis with no restriction on $\boldsymbol{\Sigma}_{2}$ was provided by Gratton [82]. We summarize this result on second-order perturbation expansion for $\boldsymbol{Q}$ and $\boldsymbol{P}$ as follows.

Proposition 6.3. Given the setting in Proposition 6.2. Then

$$
\begin{equation*}
\operatorname{vec}(\boldsymbol{Q})=\boldsymbol{\Phi}_{0}^{-1} \boldsymbol{\mu}_{1}+\boldsymbol{\Phi}_{0}^{-1} \boldsymbol{\mu}_{2}-\boldsymbol{\Phi}_{0}^{-1} \boldsymbol{\Phi}_{1} \boldsymbol{\Phi}_{0}^{-1} \boldsymbol{\mu}_{1}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right), \tag{6.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \boldsymbol{\Phi}_{0}=\boldsymbol{\Sigma}_{1}^{2} \otimes \boldsymbol{I}_{m-r}-\boldsymbol{I}_{r} \otimes\left(\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T}\right) \\
& \boldsymbol{\Phi}_{1}=\left(\boldsymbol{\Sigma}_{1} \boldsymbol{E}_{11}^{T}+\boldsymbol{E}_{11} \boldsymbol{\Sigma}_{1}\right) \otimes \boldsymbol{I}_{m-r}-\boldsymbol{I}_{r} \otimes\left(\boldsymbol{\Sigma}_{2} \boldsymbol{E}_{22}^{T}+\boldsymbol{E}_{22} \boldsymbol{\Sigma}_{2}^{T}\right) \\
& \boldsymbol{\mu}_{1}=-\operatorname{vec}\left(\boldsymbol{\Sigma}_{2} \boldsymbol{E}_{12}^{T}+\boldsymbol{E}_{21} \boldsymbol{\Sigma}_{1}\right), \quad \boldsymbol{\mu}_{2}=-\operatorname{vec}\left(\boldsymbol{E}_{22} \boldsymbol{E}_{12}^{T}+\boldsymbol{E}_{21} \boldsymbol{E}_{11}^{T}\right)
\end{aligned}
$$

and

$$
\begin{equation*}
\operatorname{vec}(\boldsymbol{P})=\boldsymbol{\Psi}^{-1} \boldsymbol{\tau}_{1}+\boldsymbol{\Psi}_{0}^{-1} \boldsymbol{\tau}_{2}-\boldsymbol{\Psi}_{0}^{-1} \boldsymbol{\Psi}_{1} \boldsymbol{\Psi}_{0}^{-1} \boldsymbol{\tau}_{1}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right) \tag{6.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \boldsymbol{\Psi}_{0}=\boldsymbol{\Sigma}_{1}^{2} \otimes \boldsymbol{I}_{m-r}-\boldsymbol{I}_{r} \otimes\left(\boldsymbol{\Sigma}_{2}^{T} \boldsymbol{\Sigma}_{2}\right), \\
& \boldsymbol{\Psi}_{1}=\left(\boldsymbol{\Sigma}_{1} \boldsymbol{E}_{11}+\boldsymbol{E}_{11}^{T} \boldsymbol{\Sigma}_{1}\right) \otimes \boldsymbol{I}_{m-r}-\boldsymbol{I}_{r} \otimes\left(\boldsymbol{\Sigma}_{2}^{T} \boldsymbol{E}_{22}+\boldsymbol{E}_{22}^{T} \boldsymbol{\Sigma}_{2}\right), \\
& \boldsymbol{\tau}_{1}=-\operatorname{vec}\left(\boldsymbol{\Sigma}_{2}^{T} \boldsymbol{E}_{21}+\boldsymbol{E}_{12}^{T} \boldsymbol{\Sigma}_{1}\right), \quad \boldsymbol{\tau}_{2}=-\operatorname{vec}\left(\boldsymbol{E}_{22}^{T} \boldsymbol{E}_{21}+\boldsymbol{E}_{12}^{T} \boldsymbol{E}_{11}\right) .
\end{aligned}
$$

Corollary 6.1. Suppose in Proposition 6.2, $\boldsymbol{X}$ has rank r, i.e., $\boldsymbol{\Sigma}_{2}=\mathbf{0}$. Then

$$
\begin{aligned}
\boldsymbol{Q} & =-\boldsymbol{E}_{21} \boldsymbol{\Sigma}_{1}^{-1}-\boldsymbol{E}_{22} \boldsymbol{E}_{12}^{T} \boldsymbol{\Sigma}_{1}^{-2}+\boldsymbol{E}_{21} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{11} \boldsymbol{\Sigma}_{1}^{-1}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right), \\
\boldsymbol{P} & =\boldsymbol{E}_{12}^{T} \boldsymbol{\Sigma}_{1}^{-1}+\boldsymbol{E}_{22}^{T} \boldsymbol{E}_{21} \boldsymbol{\Sigma}_{1}^{-2}-\boldsymbol{E}_{12}^{T} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{11}^{T} \boldsymbol{\Sigma}_{1}^{-1}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right)
\end{aligned}
$$

Finally, we devote the rest of this section to discuss condition (6.5) in Proposition 6.2. As mentioned earlier, the singular subspaces corresponding to $\tilde{\boldsymbol{U}}_{1}, \tilde{\boldsymbol{U}}_{2}$, $\tilde{\boldsymbol{V}}_{1}$, and $\tilde{\boldsymbol{V}}_{2}$ are unique if and only if $\tilde{\sigma}_{r}>\tilde{\sigma}_{r+1}$. By Weyl's inequality (see Proposition 6.1), we have $\left|\tilde{\sigma}_{r+1}-\sigma_{r+1}\right| \leq\|\boldsymbol{\Delta}\|_{2}$. Since $\|\boldsymbol{\Delta}\|_{2}<\left(\sigma_{r}-\sigma_{r+1}\right) / 2$ and $\left|\tilde{\sigma}_{r+1}-\sigma_{r+1}\right| \geq \tilde{\sigma}_{r+1}-\sigma_{r+1}$, one can further upper bound the $r+1$-th perturbed singular value by

$$
\begin{equation*}
\tilde{\sigma}_{r+1}<\sigma_{r+1}+\frac{\sigma_{r}-\sigma_{r+1}}{2}=\frac{\sigma_{r}+\sigma_{r+1}}{2} \tag{6.10}
\end{equation*}
$$

Following a similar argument, $\left|\tilde{\sigma}_{r}-\sigma_{r}\right| \leq\|\boldsymbol{\Delta}\|_{2}$ leads to

$$
\begin{equation*}
\tilde{\sigma}_{r}>\sigma_{r}-\frac{\sigma_{r}-\sigma_{r+1}}{2}=\frac{\sigma_{r}+\sigma_{r+1}}{2} . \tag{6.11}
\end{equation*}
$$

It follows from (6.10) and (6.11) that the gap between $\tilde{\sigma}_{r}$ and $\tilde{\sigma}_{r+1}$ is strictly greater than 0 :

$$
\begin{equation*}
\tilde{\sigma}_{r+1}<\frac{\sigma_{r}+\sigma_{r+1}}{2}<\tilde{\sigma}_{r} . \tag{6.12}
\end{equation*}
$$

As mentioned in [82], condition (6.5) is more restrictive, but simpler, than the original condition specified in [190]. Based on the aforementioned preliminaries, we are ready to present our results.

### 6.4 Perturbation Expansions for the $r$-TSVD

This section presents perturbation expansion results for the $r$-TSVD operator. In order to guarantee the uniqueness of the expansions, we assume throughout the section that the $r$-th and $r+1$-th singular values are well-separated and the perturbation $\boldsymbol{\Delta}$ has small magnitude relative to $\boldsymbol{X}$.

Let us begin with a non-trivial result on the first-order perturbation expansion of the $r$-TSVD. The result is consistent with Theorem 25 from [64], in which Feppon and Lermusiaux utilized differential geometry to derive a closed-form expression for the directional derivative of the $r$-TSVD. Using tools from perturbation analysis, we are able to obtain the same result on the first-order perturbation expansion of $\mathcal{P}_{r}$. The additional benefit of the technique used here, as can be seen later, is that it can be leveraged to further derive the second-order perturbation expansion and the bound on the approximation error of the first-order expansion about a rank- $r$
matrix.

Theorem 6.1. Assume $\sigma_{r}>\sigma_{r+1}$. Then, for some perturbation $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$ such that $\|\boldsymbol{\Delta}\|_{2}<\frac{\sigma_{r}-\sigma_{r+1}}{2}$, the first-order perturbation expansion of the r-TSVD about $\boldsymbol{X}$ is uniquely given by ${ }^{4}$

$$
\begin{align*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\mathcal{P}_{r}(\boldsymbol{X}) & +\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \\
& +\sum_{i=1}^{r} \sum_{j=r+1}^{n}\left(\frac{\sigma_{j}^{2}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{j} \boldsymbol{v}_{j}^{T}+\boldsymbol{u}_{j} \boldsymbol{u}_{j}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}\right)\right. \\
& \left.+\frac{\sigma_{i} \sigma_{j}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{j} \boldsymbol{v}_{j}^{T}+\boldsymbol{u}_{j} \boldsymbol{v}_{j}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}\right)\right)+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.13}
\end{align*}
$$

The proof of Theorem 6.1 is based on perturbation expansions of the coefficient matrices $\boldsymbol{Q}$ and $\boldsymbol{P}$ in Proposition 6.3. Interested readers are encouraged to find out the details in Appendix 6.8.2. As mentioned earlier, the first-order term in (6.13) is equivalent to the directional derivative given by Theorem 25 in [64]:

$$
\begin{align*}
& \boldsymbol{\nabla}_{\boldsymbol{\Delta}} \mathcal{P}_{r}(\boldsymbol{X})=\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{1}}+\boldsymbol{P}_{\boldsymbol{U}_{1}} \boldsymbol{\Delta}+ \\
& \sum_{i=1}^{r} \sum_{j=r+1}^{m} \frac{\sigma_{j}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\left(\sigma_{i} \boldsymbol{u}_{j}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{i}+\sigma_{j} \boldsymbol{u}_{i}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{j}\right) \boldsymbol{u}_{j} \boldsymbol{v}_{i}^{T}+\left(\sigma_{j} \boldsymbol{u}_{j}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{i}+\sigma_{i} \boldsymbol{u}_{i}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{j}\right) \boldsymbol{u}_{i} \boldsymbol{v}_{j}^{T}\right) \tag{6.14}
\end{align*}
$$

It is worthwhile to mention that we arrive at the first-order perturbation expansion in Theorem 6.1 while working independently on the error bounds for TSVD (see

[^28]Section 6.5).
Note that the condition $\|\boldsymbol{\Delta}\|_{2}<\left(\sigma_{r}-\sigma_{r+1}\right) / 2$ guarantees a non-zero gap between the $r$-th and the $r+1$-th singular values of the perturbed matrix (see (6.12)), and hence guarantees $\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})$ on the LHS of (6.13) is unique. At the same time, each term on the RHS of (6.13) is well-defined due to the uniqueness of singular subspaces associated with each group of singular values of $\boldsymbol{X}$. The term $\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}$ can be viewed as the projection of $\boldsymbol{\Delta}$ onto the tangent space of the manifold of rank- $r$ matrices [4]. On the other hand, the double summation stems from the curvature of this manifold when $\boldsymbol{X}$ does not lie on it (with rank greater than $r$ ). To demonstrate the first-order expansion in Theorem 6.1, let us consider the following examples.

Example 6.1. Consider the matrix $\boldsymbol{X}$ with its $S V D$ as follows:

$$
\begin{align*}
\boldsymbol{X} & =\frac{1}{2}\left[\begin{array}{rrr}
4 & -4 & 7 \\
0 & 0 & -9 \\
4 & 8 & 1 \\
8 & 4 & -1
\end{array}\right]  \tag{6.15}\\
& =\left(\frac{1}{2}\left[\begin{array}{rrrr}
-1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1
\end{array}\right]\right) \cdot\left[\begin{array}{lll}
6 & 0 & 0 \\
0 & 6 & 0 \\
0 & 0 & 3 \\
0 & 0 & 0
\end{array}\right] \cdot\left(\frac{1}{3}\left[\begin{array}{rrr}
1 & 2 & 2 \\
2 & 1 & -2 \\
-2 & 2 & -1
\end{array}\right]\right)^{T} . \tag{6.16}
\end{align*}
$$

In this example, note that $\sigma_{1}=\sigma_{2}>\sigma_{3}$. From Definition 6.4, we have

$$
\mathcal{P}_{2}(\boldsymbol{X})=\left(\frac{1}{2}\left[\begin{array}{rr}
-1 & 1  \tag{6.17}\\
1 & -1 \\
1 & 1 \\
1
\end{array}\right]\right) \cdot\left[\begin{array}{ll}
6 & 0 \\
0 & 6
\end{array}\right] \cdot\left(\frac{1}{3}\left[\begin{array}{rr}
1 & 2 \\
2 & 1 \\
-2 & 2
\end{array}\right]\right)^{T}=\left[\begin{array}{rrr}
1 & -1 & 4 \\
-1 & 1 & -4 \\
3 & 3 & 0 \\
3 & 3 & 0
\end{array}\right]
$$

In addition,

$$
\boldsymbol{P}_{\boldsymbol{U}_{2}}=\frac{1}{2}\left[\begin{array}{rrrr}
1 & 1 & 0 & 0  \tag{6.18}\\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 \\
0 & 0 & -1 & 1
\end{array}\right], \quad \boldsymbol{P}_{\boldsymbol{V}_{2}}=\frac{1}{9}\left[\begin{array}{rrr}
4 & -4 & -2 \\
-4 & 4 & 2 \\
-2 & 2 & 1
\end{array}\right] .
$$

For the perturbation

$$
\boldsymbol{\Delta}=\frac{3}{200}\left[\begin{array}{rrr}
3 & 3 & -9  \tag{6.19}\\
-3 & -9 & 3 \\
7 & 5 & -5 \\
-1 & 7 & -7
\end{array}\right] \text {, with }\|\boldsymbol{\Delta}\|_{F}=0.2985<\delta=1.5
$$

(6.18) leads to

$$
\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}=\frac{3}{200}\left[\begin{array}{rrr}
2 & -2 & -1  \tag{6.20}\\
2 & -2 & -1 \\
2 & -2 & -1 \\
-2 & 2 & 1
\end{array}\right]
$$

Now the double summation in (6.13) can be represented as

$$
\begin{aligned}
\boldsymbol{G}(\boldsymbol{\Delta})= & \frac{1}{3}\left(\boldsymbol{u}_{1} \boldsymbol{u}_{1}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{3} \boldsymbol{v}_{3}^{T}+\boldsymbol{u}_{3} \boldsymbol{u}_{3}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{T}\right)+\frac{2}{3}\left(\boldsymbol{u}_{1} \boldsymbol{v}_{1}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T}+\boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{1} \boldsymbol{v}_{1}^{T}\right) \\
& +\frac{1}{3}\left(\boldsymbol{u}_{2} \boldsymbol{u}_{2}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{3} \boldsymbol{v}_{3}^{T}+\boldsymbol{u}_{3} \boldsymbol{u}_{3}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{2} \boldsymbol{v}_{2}^{T}\right)+\frac{2}{3}\left(\boldsymbol{u}_{2} \boldsymbol{v}_{2}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T}+\boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{2} \boldsymbol{v}_{2}^{T}\right) .
\end{aligned}
$$

While the singular vectors of $\boldsymbol{X}$ are not unique (due to $\sigma_{1}=\sigma_{2}$ ), the singular subspaces of $\boldsymbol{X}$ are unique. Therefore, by representing $\boldsymbol{G}(\boldsymbol{\Delta})$ as

$$
\begin{align*}
\boldsymbol{G}(\boldsymbol{\Delta})= & \frac{1}{3}\left(\boldsymbol{u}_{1} \boldsymbol{u}_{1}^{T}+\boldsymbol{u}_{2} \boldsymbol{u}_{2}^{T}\right) \boldsymbol{\Delta} \boldsymbol{v}_{3} \boldsymbol{v}_{3}^{T}+\frac{1}{3} \boldsymbol{u}_{3} \boldsymbol{u}_{3}^{T} \boldsymbol{\Delta}\left(\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{T}+\boldsymbol{v}_{2} \boldsymbol{v}_{2}^{T}\right) \\
& +\frac{2}{3}\left(\boldsymbol{u}_{1} \boldsymbol{v}_{1}^{T}+\boldsymbol{u}_{2} \boldsymbol{v}_{2}^{T}\right) \boldsymbol{\Delta}^{T} \boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T}+\frac{2}{3} \boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T} \boldsymbol{\Delta}^{T}\left(\boldsymbol{u}_{1} \boldsymbol{v}_{1}^{T}+\boldsymbol{u}_{2} \boldsymbol{v}_{2}^{T}\right) \tag{6.21}
\end{align*}
$$

we observe that $\boldsymbol{G}(\boldsymbol{\Delta})$ is well-defined since $\boldsymbol{u}_{1} \boldsymbol{u}_{1}^{T}+\boldsymbol{u}_{2} \boldsymbol{u}_{2}^{T}, \boldsymbol{u}_{3} \boldsymbol{u}_{3}^{T}, \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{T}+\boldsymbol{v}_{2} \boldsymbol{v}_{2}^{T}$,
$\boldsymbol{v}_{3} \boldsymbol{v}_{3}^{T}, \boldsymbol{u}_{1} \boldsymbol{v}_{1}^{T}+\boldsymbol{u}_{2} \boldsymbol{v}_{2}^{T}$, and $\boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T}$ are all unique quantities, namely,

$$
\begin{array}{ll}
\boldsymbol{u}_{1} \boldsymbol{u}_{1}^{T}+\boldsymbol{u}_{2} \boldsymbol{u}_{2}^{T}=\boldsymbol{P}_{\boldsymbol{U}_{1}}=\frac{1}{2}\left[\begin{array}{rrrr}
1 & -1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1
\end{array}\right], & \boldsymbol{u}_{3} \boldsymbol{u}_{3}^{T}=\frac{1}{4}\left[\begin{array}{rrrr}
1 & 1 & -1 & 1 \\
1 & 1 & -1 & 1 \\
-1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1
\end{array}\right], \\
\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{T}+\boldsymbol{v}_{2} \boldsymbol{v}_{2}^{T}=\boldsymbol{P}_{\boldsymbol{V}_{1}}=\frac{1}{9}\left[\begin{array}{rrr}
5 & 4 & 2 \\
4 & 5 & -2 \\
2 & -2 & 8
\end{array}\right], & \boldsymbol{v}_{3} \boldsymbol{v}_{3}^{T}=\boldsymbol{P}_{\boldsymbol{V}_{2}}=\frac{1}{9}\left[\begin{array}{rrr}
4 & -4 & -2 \\
-4 & 4 & 2 \\
-2 & 2 & 1
\end{array}\right], \\
\boldsymbol{u}_{1} \boldsymbol{v}_{1}^{T}+\boldsymbol{u}_{2} \boldsymbol{v}_{2}^{T}=\frac{1}{18}\left[\begin{array}{rrr}
3 & -3 & 12 \\
-3 & 3 & -12 \\
9 & 9 & 0 \\
9 & 9 & 0
\end{array}\right], & \boldsymbol{u}_{3} \boldsymbol{v}_{3}^{T}=\frac{1}{6}\left[\begin{array}{rrr}
2 & -2 & -1 \\
2 & -2 & -1 \\
-2 & 2 & 1 \\
2 & -2 & -1
\end{array}\right] . \tag{6.22}
\end{array}
$$

Substituting the values of the 6 aforementioned terms in (6.22) and the value of $\boldsymbol{\Delta}$ in (6.19) back into (6.21), we obtain

$$
\boldsymbol{G}(\boldsymbol{\Delta})=\frac{1}{200}\left[\begin{array}{rrr}
-6 & 3 & 0  \tag{6.23}\\
2 & -5 & -4 \\
-2 & 5 & 4 \\
-6 & 3 & 0
\end{array}\right]
$$

The substitution of (6.17), (6.19), (6.20), and (6.23) into (6.13) yields

$$
\mathcal{P}_{2}(\boldsymbol{X}+\boldsymbol{\Delta})=\left[\begin{array}{rrr}
0.9850 & -0.9100 & 3.8800  \tag{6.24}\\
-1.0650 & 0.8700 & -3.9600 \\
3.0600 & 3.1300 & -0.0400 \\
2.9850 & 3.0900 & -0.1200
\end{array}\right]+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right)
$$

On the other hand, running a simple numerical evaluation by Definition 6.4, we can compute $\mathcal{P}_{2}(\boldsymbol{X}+\boldsymbol{\Delta})$ and obtain

$$
\mathcal{P}_{2}(\boldsymbol{X}+\boldsymbol{\Delta})=\left[\begin{array}{rrr}
0.9840 & -0.9088 & 3.8792 \\
-1.0632 & 0.8689 & -3.9615 \\
3.0650 & 3.1284 & -0.0403 \\
2.9870 & 3.0890 & -0.1213
\end{array}\right]
$$

The approximation error of the first-order perturbation expansion has magnitude of 0.0043 , which is much smaller than the approximation error of the zero-order expansion, i.e., $\left\|\mathcal{P}_{2}(\boldsymbol{X}+\boldsymbol{\Delta})-\mathcal{P}_{2}(\boldsymbol{X})\right\|_{F}=0.3016$.

Example 6.2. Let us consider a counter-example in which the condition $\|\boldsymbol{\Delta}\|_{2}<$
$\left(\sigma_{r}-\sigma_{r+1}\right) / 2$ is not satisfied. In particular, by setting

$$
\boldsymbol{X}=\left[\begin{array}{ccc}
2 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right], \quad \boldsymbol{\Delta}=\left[\begin{array}{ccc}
0.1 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & 0.5 \\
0 & 0 & 0
\end{array}\right]
$$

following similar calculation in Example 6.1 would yield

$$
\mathcal{P}_{2}(\boldsymbol{X}+\boldsymbol{\Delta})=\left[\begin{array}{ccc}
2.1 & 0 & 0 \\
0 & 1.5 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right)
$$

On the other hand, the 2-TSVD of $\boldsymbol{X}+\boldsymbol{\Delta}$ can either be

$$
\mathcal{P}_{2}(\boldsymbol{X}+\boldsymbol{\Delta})=\left[\begin{array}{ccc}
2.1 & 0 & 0 \\
0 & 1.5 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \quad \text { or } \quad \mathcal{P}_{2}(\boldsymbol{X}+\boldsymbol{\Delta})=\left[\begin{array}{ccc}
2.1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1.5 \\
0 & 0 & 0
\end{array}\right]
$$

It can be seen that our first-order approximation is no longer accurate if the later truncation is considered.

One immediate consequence of Theorem 6.1 is when the matrix has exact rank $r$, the double summation on the RHS of (6.13) vanishes since $\sigma_{j}=0$ for all $j>r$.

Thus, we obtain a simple expression for the first-order expansion of $\mathcal{P}_{r}(\cdot)$ about a rank- $r$ matrix.

Corollary 6.2. Let $\boldsymbol{X} \in \mathbb{R}^{m \times n}$ be a rank-r matrix. Then, for some perturbation $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$ such that $\|\boldsymbol{\Delta}\|_{2}<\sigma_{r} / 2$, the first-order perturbation expansion of the $r-T S V D$ about $\boldsymbol{X}$ is uniquely given by

$$
\begin{equation*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\mathcal{O}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.25}
\end{equation*}
$$

We observe that while the first-order term depends on the perturbation $\boldsymbol{\Delta}$ and the two projections $\boldsymbol{P}_{\boldsymbol{U}_{2}}$ and $\boldsymbol{P}_{\boldsymbol{V}_{2}}$, it is independent of the singular values of $\boldsymbol{X}$. Motivated by the simple result in Corollary 6.2, we further study the second-order perturbation expansion of the $r$-TSVD about a rank- $r$ matrix in the following theorem.

Theorem 6.2. Let $\boldsymbol{X} \in \mathbb{R}^{m \times n}$ be a rank-r matrix. Then, for some perturbation $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$ such that $\|\boldsymbol{\Delta}\|_{2}<\sigma_{r} / 2$, the second-order perturbation expansion of the $r-T S V D$ about $\boldsymbol{X}$ is uniquely given by

$$
\begin{align*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} & +\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger} \\
& +\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{\mathcal { O }}\left(\|\Delta\|_{F}^{3}\right) \tag{6.26}
\end{align*}
$$

The proof of Theorem 6.2 is given in Appendix 6.8.3. The theorem states that $\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})$ admits a simple second-order approximation that only depends on $\boldsymbol{P}_{\boldsymbol{U}_{2}}, \boldsymbol{P}_{\boldsymbol{V}_{2}}$, and $\boldsymbol{X}^{\dagger}$ in addition to $\boldsymbol{X}$ and $\boldsymbol{\Delta}$ themselves. Notice the dependence
of the three second-order terms on the RHS of (6.26) on the pseudo inverse of $\boldsymbol{X}$ indicates the first-order approximation is sensitive to the least singular value of $\boldsymbol{X}$. In the next section, we shall prove that the error bound for the first-order approximation of $\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})$ depends linearly on $1 / \sigma_{r}$.

Remark 6.1. The differentiability of $\mathcal{P}_{r}$ at a rank-r matrix, as shown in Corollary 2 and Theorem 2, matches with the well-known result in differential geometry that a projection onto the base of the normal bundle of any smooth manifold is a smooth map on the tubular neighborhood [123]. In particular, $\mathcal{P}_{r}$ is a classic smooth $\left(C^{\infty}\right)$ map in a small open neighborhood containing the manifold of rank-r matrices.

Remark 6.2. It is known that the r-TSVD is differentiable at any point (matrix) with a non-zero gap between the $r$-th and $r+1$-th singular values and hence, admits a first-order perturbation expansion about such point. While our result in Theorem 6.2 only considers a special case of rank-r matrices, we suspect there exists a second-order perturbation expansion of the r-TSVD about a matrix $\boldsymbol{X}$ with rank greater than $r$. However, given the complexity of the first-order expansion, it certainly requires more elaborate work. We leave this as a future research direction.

### 6.5 Error Bounds for the $r$-TSVD

This section introduces upper bounds on the difference between the $r$-TSVD and its first-order approximation. While in Section 6.4 the perturbation expansions are derived under the assumption that $\|\boldsymbol{\Delta}\|_{2}<\left(\sigma_{r}-\sigma_{r+1}\right) / 2$, the error bounds in this
section do not require this constraint and indeed they hold for $\boldsymbol{\Delta}$ with arbitrary magnitude. It is important to note that, without the constraint on the level of the perturbation, $\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})$ may not be unique since there is no guarantee that $\tilde{\sigma}_{r}>\tilde{\sigma}_{r+1}$. The value of $\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})$ in case $\tilde{\sigma}_{r}=\tilde{\sigma}_{r+1}$ depends on the choice of the singular subspace decomposition of $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}$ (see Definition 6.2). Nevertheless, we shall provide error bounds that hold independent of the choice of decomposition.

Let us consider the first-order expansion in (6.25). One trivial bound on the approximation error can be derived as follows (see details in Appendix 6.8.4):

Lemma 6.1. Let $\boldsymbol{X} \in \mathbb{R}^{m \times n}$ be a rank-r matrix. For any $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$ and any valid choice of subspace decomposition of $\boldsymbol{X}+\boldsymbol{\Delta}$, we have

$$
\left\|\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-\left(\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right)\right\|_{F} \leq\|\boldsymbol{X}\|_{F}+2\|\boldsymbol{\Delta}\|_{F}
$$

Lemma 6.1 suggests that for large $\boldsymbol{\Delta}$, the approximation error grows at most linearly in the norm of $\boldsymbol{\Delta}$. However, for small $\boldsymbol{\Delta}$, the aforementioned bound is not tight since Corollary 6.2 implies the error should be in the order of $\|\boldsymbol{\Delta}\|_{F}^{2}$. In order to tighten the bound for the small perturbation, we need to develop a different approach that is more meticulous about intermediate inequalities. We state our main result regarding the global error bound on the first-order approximation of the $r$-TSVD as follows.

Theorem 6.3. Let $\boldsymbol{X} \in \mathbb{R}^{m \times n}$ be a rank-r matrix. Then, for any $\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}$ and any valid choice of subspace decomposition of $\boldsymbol{X}+\boldsymbol{\Delta}$, the first-order Taylor
expansion of the $r-T S V D$ about $\boldsymbol{X}$ is given by

$$
\begin{equation*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta}) \tag{6.27}
\end{equation*}
$$

where there exists a universal constant $1+1 / \sqrt{2} \leq c \leq 4(1+\sqrt{2})$ such that

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq \frac{c}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2} \tag{6.28}
\end{equation*}
$$

Furthermore, the following inequality holds

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq 2(1+\sqrt{2})\|\boldsymbol{\Delta}\|_{F} \min \left\{\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}, 1\right\} \tag{6.29}
\end{equation*}
$$

The proof of Theorem 6.3 is given in Appendix 6.8.5. It is noticeable that the first three terms on the RHS of (6.27) are uniquely given by the rank-r singular subspace decomposition of $\boldsymbol{X}$. On the contrary, the LHS may not be unique (e.g., when $\left.\tilde{\sigma}_{r}=\tilde{\sigma}_{r+1}\right)$ and hence, so does the residual $\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})$. However, it is interesting to note that the theorem makes no assumption on the norm of $\boldsymbol{\Delta}$, as well as the choice of the r-TSVD of $\boldsymbol{X}+\boldsymbol{\Delta}$. The bound on the residual (or the remainder) in Theorem 6.3 is similar to the Lagrange error bound in univariate first-order Taylor series. It not only asserts that the approximation error can grow no faster than a quadratic rate but also determines the constant attached to $\|\boldsymbol{\Delta}\|_{F}^{2}$. Furthermore, the bound depends only on the $\sigma_{r}$ and $\|\boldsymbol{\Delta}\|_{F}$, as one may expect from the secondorder perturbation expansion of the r-TSVD in Theorem 6.2.

Remark 6.3. We conjecture but are unable to prove that the lower bound on
$c$ is tight, i.e., $c=1+1 / \sqrt{2}$. Partial result in this direction regarding $\boldsymbol{\Delta}$ of certain structure is also given in the proof of Theorem 6.3. In our numerical experiment, we ran multiple optimization procedures to maximize the quantity $\sigma_{r}\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} /\|\boldsymbol{\Delta}\|_{F}^{2}$ with respect to $\boldsymbol{\Delta}$ and obtained the same constant $1+1 / \sqrt{2}$. The bound in (6.29) suggests an interesting behavior of the residual $\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})$. When the perturbation is small, the error depends quadratically on the magnitude of the perturbation and inversely proportional to the least singular value of $\boldsymbol{X}$. In particular, as $\sigma_{r}$ approaches 0 , the first-order approximation becomes less accurate. On the contrary, for large $\boldsymbol{\Delta}$, the upper bound is linear in the norm of $\boldsymbol{\Delta}$ and independent of $\sigma_{r}$. Compared to the bound in Lemma 6.1, we observe that the dependence on $\boldsymbol{X}$ is eliminated. Asymptotically as $\|\boldsymbol{\Delta}\|_{F}$ approaches $\infty$, the simple bound in the lemma becomes tighter than the bound in (6.29).

We conclude this section by describing the behavior of the residual term for small perturbations. While it is challenging to establish a tight bound on $\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}$ (as a function of $\|\Delta\|_{F}$ ) for large $\boldsymbol{\Delta}$, it is possible to project the first-order approximation error for small perturbation based on the knowledge of the second-order perturbation expansion of the $r$-TSVD (see Theorem 6.2). We provide the result in the following theorem, with the proof given in Appendix 6.8.6.

Theorem 6.4. Asymptotically as $\|\boldsymbol{\Delta}\|_{F}$ approaches 0 , the norm of the residual term in Theorem 6.3 can be upper-bounded tightly by

$$
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}=\frac{1}{\sigma_{r} \sqrt{3}} .
$$

Remark 6.4. While Theorem 6.1 provides the first-order perturbation expansion of the r-TSVD about an arbitrary matrix $\boldsymbol{X}$ with $\sigma_{r}>\sigma_{r+1} \geq 0$, extending Theorems 6.3 and 6.4 to that case remains to be one of our future research directions due to the difficulty of bounding the double summation in (6.13).

### 6.6 An Application to Performance Analysis in Matrix Denoising

This section presents an application of our result to the performance analysis of the TSVD for matrix denoising. In many applications such as image denoising [85], multi-input multi-output (MIMO) channel estimation [134], collaborative filtering [118], low-rank procedures are often motivated by the following statistical model:

$$
\tilde{\boldsymbol{X}}=\boldsymbol{X}+\Delta,
$$

where $\boldsymbol{X} \in \mathbb{R}^{m \times n}$ is the unknown matrix with rank $r \leq \min (m, n)$ and $\boldsymbol{\Delta}$ is a random matrix whose entries are i.i.d. normally distributed with zero mean and $\sigma^{2}$-variance, i.e., $\Delta_{i j} \sim \mathcal{N}\left(0, \sigma^{2}\right)$ for $i=1, \ldots, m$ and $j=1, \ldots, n$. To denoise the data, the TSVD is applied to the noisy matrix $\tilde{\boldsymbol{X}}$ to obtain the following estimator:

$$
\hat{\boldsymbol{X}}=\mathcal{P}_{r}(\tilde{\boldsymbol{X}}) .
$$

We would like to assess the mean squared error (MSE) of this estimator using our perturbation analysis of the TSVD. As a baseline for our analysis, we consider the

MSE of the noisy matrix $\tilde{\boldsymbol{X}}$ :

$$
\begin{equation*}
\mathbb{E}\left[\|\tilde{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]=\mathbb{E}\left[\|\boldsymbol{\Delta}\|_{F}^{2}\right]=\sum_{i=1}^{m} \sum_{j=1}^{n} \mathbb{E}\left[\Delta_{i j}^{2}\right]=\sigma^{2} m n \tag{6.30}
\end{equation*}
$$

Next, we study the MSE of the estimator $\hat{\boldsymbol{X}}$, i.e., $\mathbb{E}\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]$. To the best of our knowledge, there exists no closed-form expression of this quantity due to the non-linearity of the truncated singular value operator. In the following, we provide the first-order approximation, the second-order approximation, and the upper bound for $\mathbb{E}\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]$ based on the results presented in this chapter.

## 1. The first-order approximation:

Let $\hat{\boldsymbol{X}}_{1}=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}$ be the first-order approximation of $\hat{\boldsymbol{X}}$. We have

$$
\begin{aligned}
\mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{1}-\boldsymbol{X}\right\|_{F}^{2}\right] & =\mathbb{E}\left[\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right] \\
& =\mathbb{E}\left[\left\|\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \operatorname{vec}(\boldsymbol{\Delta})\right\|_{2}^{2}\right]
\end{aligned}
$$

(by Lemma 6.8-2)

$$
\begin{equation*}
=\mathbb{E}\left[(\operatorname{vec}(\boldsymbol{\Delta}))^{T}\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right)^{T}\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \operatorname{vec}(\boldsymbol{\Delta})\right] \tag{6.31}
\end{equation*}
$$

Using the fact that $\boldsymbol{P}_{\boldsymbol{U}_{2}}$ and $\boldsymbol{P}_{\boldsymbol{V}_{2}}$ are projection matrices, $\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}$ is also a projection matrix, and hence, $\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right)^{T}\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right)=$
$\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}$. Thus, (6.31) can be further simplified as

$$
\begin{aligned}
\mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{1}-\boldsymbol{X}\right\|_{F}^{2}\right]= & \left.\mathbb{E}\left[(\operatorname{vec}(\boldsymbol{\Delta}))^{T}\right)\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \operatorname{vec}(\boldsymbol{\Delta})\right] \\
=\mathbb{E}[ & \left.\operatorname{tr}\left(\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \operatorname{vec}(\boldsymbol{\Delta})(\operatorname{vec}(\boldsymbol{\Delta}))^{T}\right)\right] \\
& (\text { by the cyclic property of the trace }) \\
= & \operatorname{tr}\left(\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \mathbb{E}\left[\operatorname{vec}(\boldsymbol{\Delta})(\operatorname{vec}(\boldsymbol{\Delta}))^{T}\right]\right) .
\end{aligned}
$$

Since $\Delta_{i j} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, \sigma^{2}\right), \mathbb{E}\left[\operatorname{vec}(\boldsymbol{\Delta})(\operatorname{vec}(\boldsymbol{\Delta}))^{T}\right]=\sigma^{2} \boldsymbol{I}_{m n}$. Thus,

$$
\begin{align*}
\mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{1}-\boldsymbol{X}\right\|_{F}^{2}\right] & =\sigma^{2} \operatorname{tr}\left(\boldsymbol{I}_{m n}-\boldsymbol{P}_{\boldsymbol{V}_{2}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \\
& =\sigma^{2} \operatorname{tr}\left(\boldsymbol{I}_{m n}\right)-\operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{V}_{2}}\right) \operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \\
& =\sigma^{2} r(m+n-r) \tag{6.32}
\end{align*}
$$

where the second equality uses Lemma 6.8-4 and the third equality stems from the fact that $\operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{U}_{2}}\right)=\operatorname{tr}\left(\boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T}\right)=\operatorname{tr}\left(\boldsymbol{U}_{2}^{T} \boldsymbol{U}_{2}\right)=\operatorname{tr}\left(\boldsymbol{I}_{m-r}\right)=m-r$ (and similarly $\left.\operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{V}_{2}}\right)=n-r\right)$.

## 2. The second-order approximation:

Let

$$
\hat{\boldsymbol{X}}_{2}=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{X}^{\dagger} \Delta^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{\mathbf{2}}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}} \Delta^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta\left(\boldsymbol{X}^{\dagger}\right)^{T} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}
$$

be the second-order approximation of $\hat{\boldsymbol{X}}$. We have

$$
\begin{align*}
& \mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{2}-\boldsymbol{X}\right\|_{F}^{2}\right]= \\
& \mathbb{E}\left[\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right] \\
& =\mathbb{E}\left[\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right] \\
& \quad+\mathbb{E}\left[\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right] \\
& \\
& \quad+\mathbb{E}\left[2 \operatorname { t r } \left(( \boldsymbol { \Delta } - \boldsymbol { P } _ { \boldsymbol { U } _ { 2 } } \boldsymbol { \Delta } \boldsymbol { P } _ { \boldsymbol { V } _ { 2 } } ) ^ { T } \left(\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right.\right.\right.  \tag{6.33}\\
& \left.\left.\left.\quad+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right)\right)\right] .
\end{align*}
$$

Since $\Delta_{i j} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, \sigma^{2}\right)$, the expected value of the third-order term on the RHS of (6.33) is zero, i.e.,

$$
\begin{aligned}
& \mathbb{E}\left[2 \operatorname { t r } \left(( \boldsymbol { \Delta } - \boldsymbol { P } _ { \boldsymbol { U } _ { 2 } } \boldsymbol { \Delta } \boldsymbol { P } _ { \boldsymbol { V } _ { 2 } } ) ^ { T } \left(\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right.\right.\right. \\
& \\
& \left.\left.\left.\quad+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right)\right)\right]=0 .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{2}-\boldsymbol{X}\right\|_{F}^{2}\right]=\mathbb{E}\left[\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right] \\
& \quad+\mathbb{E}\left[\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right]
\end{aligned}
$$

Since the first term on the RHS is given by (6.32), we proceed with the calcu-
lation of the second term on the RHS, i.e.,

$$
\mathbb{E}\left[\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \Delta^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right] .
$$

Since $\boldsymbol{X}^{\dagger}=\boldsymbol{P}_{\boldsymbol{U}_{1}} \boldsymbol{X}^{\dagger} \boldsymbol{P}_{\boldsymbol{V}_{1}}$, the three terms inside the norm are orthogonal to each other, i.e., their inner products are zero. Hence,

$$
\begin{align*}
& \left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} \\
& =\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}\right\|_{F}^{2}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} . \tag{6.34}
\end{align*}
$$

Using the cyclic property of the trace and the idempotence property of $\boldsymbol{P}_{\mathbf{V}_{2}}$, the first term on the RHS of (6.34) can be computed as

$$
\begin{aligned}
\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} & =\operatorname{tr}\left(\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T}\right) \\
& =\operatorname{tr}\left(\boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{X}^{\dagger}\right)
\end{aligned}
$$

Similarly, one can compute the second and the third terms on the RHS of (6.34),
then taking the expectation to obtain

$$
\left.\begin{array}{c}
\mathbb{E}\left[\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right] \\
=\mathbb{E}\left[\operatorname{tr}\left(\boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{X}^{\dagger}\right)\right] \\
+ \\
+\mathbb{E}\left[\operatorname{tr}\left(\boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right)\right]  \tag{6.35}\\
+
\end{array}\right]\left[\operatorname{tr}\left(\boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}}\right)\right] . ~ \$
$$

Next, to compute the three terms on the RHS of (6.35), we consider the following lemma:

Lemma 6.2. Assume the matrices $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}$, and $\boldsymbol{D}$ in each of the following statements are of compatible dimensions such that the matrix product is valid. Then,
(a) $\mathbb{E}\left[\operatorname{tr}\left(\boldsymbol{\Delta}^{T} \boldsymbol{A} \boldsymbol{\Delta} \boldsymbol{B} \boldsymbol{\Delta}^{T} \boldsymbol{C} \boldsymbol{\Delta} \boldsymbol{D}\right)\right]=\operatorname{tr}\left(\boldsymbol{A}^{T} \boldsymbol{C}\right) \operatorname{tr}\left(\boldsymbol{B}^{T} \boldsymbol{D}\right)+\operatorname{tr}(\boldsymbol{A} \boldsymbol{C}) \operatorname{tr}(\boldsymbol{B}) \operatorname{tr}(\boldsymbol{D})+$ $\operatorname{tr}(\boldsymbol{B D}) \operatorname{tr}(\boldsymbol{A}) \operatorname{tr}(\boldsymbol{C}))$,
(b) $\mathbb{E}\left[\operatorname{tr}\left(\boldsymbol{\Delta} \boldsymbol{A} \boldsymbol{\Delta} \boldsymbol{B} \boldsymbol{\Delta}^{T} \boldsymbol{C} \boldsymbol{\Delta}^{T} \boldsymbol{D}\right)\right]=\operatorname{tr}\left(\boldsymbol{A}^{T} \boldsymbol{B} \boldsymbol{C}^{T} \boldsymbol{D}\right)+\operatorname{tr}(\boldsymbol{D C B} \boldsymbol{A})+\operatorname{tr}(\boldsymbol{A} \boldsymbol{C}) \operatorname{tr}(\boldsymbol{B}) \operatorname{tr}(\boldsymbol{D})$.

The proof of Lemma 6.2 follows a similar derivation of the fourth-moment properties in [161] and hence is omitted. Applying Lemma 6.2 to the RHS of (6.35)
and using the orthogonality between $\boldsymbol{X}^{\dagger}$ and $\boldsymbol{P}_{\boldsymbol{U}_{2}}, \boldsymbol{P}_{\boldsymbol{V}_{2}}$, we obtain

$$
\begin{align*}
& \mathbb{E}\left[\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{V_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{V_{2}}\right\|_{F}^{2}\right] \\
& =\operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{V}_{2}}\right) \operatorname{tr}\left(\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{X}^{\dagger}\right)+\operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{V}_{2}}\right) \operatorname{tr}\left(\boldsymbol{X}^{\dagger}\left(\boldsymbol{X}^{\dagger}\right)^{T}\right) \operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \\
& \quad+\operatorname{tr}\left(\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{X}^{\dagger}\right) \operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{V}_{2}}\right) \operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{U}_{2}}\right) \\
& \quad=3 \sigma^{4}(m-r)(n-r)\left\|\boldsymbol{X}^{\dagger}\right\|_{F}^{2}, \tag{6.36}
\end{align*}
$$

where the last equality stems from $\operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{U}_{2}}\right)=m-r$ and $\operatorname{tr}\left(\boldsymbol{P}_{\boldsymbol{V}_{2}}\right)=n-r$. Substituting (6.32) and (6.36) into (6.33) yields

$$
\begin{equation*}
\mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{2}-\boldsymbol{X}\right\|_{F}^{2}\right]=\sigma^{2} r(m+n-r)+3 \sigma^{4}(m-r)(n-r)\left\|\boldsymbol{X}^{\dagger}\right\|_{F}^{2} \tag{6.37}
\end{equation*}
$$

## 3. The upper bound:

From Corollary 6.2, we have

$$
\hat{\boldsymbol{X}}-X=\mathcal{P}_{r}(\tilde{X})-X=\Delta-P_{U_{2}} \Delta P_{V_{2}}+R_{X}(\Delta) .
$$

Hence, by the triangle inequality, it holds that

$$
\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F} \leq\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}+\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}
$$

Taking the expectation of the squared norm yields

$$
\begin{equation*}
\mathbb{E}\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right] \leq \mathbb{E}\left[\left(\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}+\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}\right)^{2}\right] \tag{6.38}
\end{equation*}
$$

Applying Minkowski inequality [93], we can bound the RHS of (6.36) as

$$
\begin{align*}
\mathbb{E}\left[\left(\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}\right.\right. & \left.\left.+\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}\right)^{2}\right] \\
& \leq\left(\sqrt{\mathbb{E}\left[\left\|\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}\right]}+\sqrt{\mathbb{E}\left[\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2}\right]}\right)^{2} \tag{6.39}
\end{align*}
$$

From (6.29), we can bound $\mathbb{E}\left[\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2}\right]$ by

$$
\begin{align*}
\mathbb{E}\left[\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2}\right] & \leq \mathbb{E}\left[\left(2(1+\sqrt{2}) \min \left\{\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2},\|\boldsymbol{\Delta}\|_{F}\right\}\right)^{2}\right] \\
& \leq \min \left\{\left(4(1+\sqrt{2}) \frac{\sigma}{\sigma_{r}}\right)^{2} \mathbb{E}\left[\|\boldsymbol{\Delta}\|_{F}^{4}\right],(2(1+\sqrt{2}))^{2} \mathbb{E}\left[\|\boldsymbol{\Delta}\|_{F}^{2}\right]\right\} \tag{6.40}
\end{align*}
$$

where the last inequality is a special case of Jensen's inequality [93] with the minimum of two linear functions as a concave function. The fourth-order term on the RHS of (6.40) can be computed as

$$
\begin{align*}
\mathbb{E}\left[\|\boldsymbol{\Delta}\|_{F}^{4}\right] & =\mathbb{E}\left[\left(\sum_{i=1}^{m} \sum_{j=1}^{n} \Delta_{i j}^{2}\right)^{2}\right]=\sum_{i, j, k, l} \mathbb{E}\left[\Delta_{i j}^{2} \Delta_{k l}^{2}\right]=\sigma^{4} \sum_{i, j, k, l}\left(1+2 \delta_{i k} \delta_{j l}\right) \\
& =\sigma^{4}\left(m^{2} n^{2}+2 m n\right) \tag{6.41}
\end{align*}
$$

Substituting (6.32) and (6.41) back into (6.40), then taking the square root, we have

$$
\sqrt{\mathbb{E}\left[\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2}\right]} \leq \min \left\{4(1+\sqrt{2}) \frac{\sigma}{\sigma_{r}} \sqrt{m^{2} n^{2}+2 m n}, 2(1+\sqrt{2}) \sqrt{m n}\right\}
$$

Substituting the bound in the last inequality and the equality in (6.32) into (6.39), we obtain the upper bound as

$$
\begin{align*}
\mathbb{E} & {\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right] \leq \sigma^{2}(\sqrt{r(m+n-r)}} \\
& \left.\quad+\min \left\{4(1+\sqrt{2}) \frac{\sigma}{\sigma_{r}} \sqrt{m^{2} n^{2}+2 m n}, 2(1+\sqrt{2}) \sqrt{m n}\right\}\right)^{2} \tag{6.42}
\end{align*}
$$

Due to the nature of the bound given in (6.29), the bound in (6.42) is taken as the minimum between a component that is linear in the norm of $\boldsymbol{\Delta}$ and a component that is quadratic in the norm of $\boldsymbol{\Delta}$.

Remark 6.5. Asymptotically as $\sigma \rightarrow 0$, all the ratios of the first-order approximation (6.32), the second-order approximation (6.37), and the upper bound (6.42) to the MSE of the noisy matrix (6.30) converge to $r(m+n-r) / m n$. In general, this ratio is less than or equal to 1, however, in low-rank scenarios it can be significantly smaller. This indicates the TSVD estimator is effective in noise reduction when the noise is small, especially when the matrix $\boldsymbol{X}$ has low rank.

Remark 6.6. The upper bound in (6.42) attains the same value of the baseline
$\sigma^{2} m n$ when $\sigma=\sigma_{2}$, where

$$
\begin{equation*}
\sigma_{2}=\frac{\sigma_{r}(\sqrt{m n}-\sqrt{r(m+n-r)})}{4(1+\sqrt{2}) \sqrt{m^{2} n^{2}+2 m n}}, \tag{6.43}
\end{equation*}
$$

guaranteeing the superiority of the upper bound over the baseline in the case $\sigma<\sigma_{2}$.

Remark 6.7. Let us define the $\rho$-knee point between two increasing functions of $\sigma$, e.g., $f(\sigma)$ and $g(\sigma)$, as the point at which $f(\sigma)=\rho g(\sigma)$ (for $\rho>1$ ). Then, the $\rho$-knee point between the upper bound (6.42) and the first-order approximation (6.32) can be determined by

$$
\begin{equation*}
\sigma_{1}=\frac{\sigma_{r}(\sqrt{\rho}-1) \sqrt{r(m+n-r)}}{4(1+\sqrt{2}) \sqrt{m^{2} n^{2}+2 m n}} . \tag{6.44}
\end{equation*}
$$

In addition, the $\rho$-knee point between the second-order approximation (6.37) and the first-order approximation (6.32) is given by

$$
\begin{equation*}
\sigma_{3}=\sqrt{\frac{(\rho-1) r(m+n-r)}{3(m-r)(n-r)\left\|\boldsymbol{X}^{\dagger}\right\|_{F}^{2}}}>\sigma_{1} \tag{6.45}
\end{equation*}
$$

Figure 6.1 demonstrates the aforementioned analysis on the performance of the TSVD-based estimator for matrix denoising through a numerical experiment.

Data generation. We generate a matrix $\boldsymbol{X}$ with $m=100, n=80$, and $r=3$ by (i) taking the product of two random matrices, whose entries are i.i.d. normally distributed $\mathcal{N}(0,1)$, of sizes $100 \times 3$ and $3 \times 80$, respectively; (ii) and dividing each entry of the obtained matrix by its Frobenius norm such that the resulting matrix satisfies $\|\boldsymbol{X}\|_{F}=1$. In the experiment, we consider 51 values of $\sigma$ in the interval
of $\left[10^{-6}, 10^{0}\right]$, namely $\sigma \in\left\{10^{-6}, 10^{-5.88}, 10^{-5.76}, \ldots, 10^{0}\right\}$. For each value of $\sigma$, we compute the following quantities:

1. the empirical MSE of the TSVD-based estimator $\mathbb{E}\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]$ by averaging the quantity $\left\|\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-\boldsymbol{X}\right\|_{F}^{2}$ over 1000 i.i.d. instances of $\boldsymbol{\Delta}$,
2. the MSE of the noisy matrix given in (6.30),
3. the first-order approximation of the MSE of the TSVD-based estimator given in (6.32),
4. the second-order approximation of the MSE of the TSVD-based estimator given in (6.33),
5. the upper bound on the MSE of the TSVD-based estimator given in (6.42).

We display each of the aforementioned quantities as a function of $\sigma$ in Fig. 6.1. In addition, we calculate the points corresponding to $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ using (6.44), (6.43), and (6.45), respectively, with $\rho=1.1$, and include them in Fig. 6.1. Results and Analysis. It can be observed from the plot that the empirical MSE of the TSVD-based estimator (solid blue) increases quadratically as a function of $\sigma$ (in the $\log -\log$ scale, it appears as a straight line with slope equal to 2 ). The first-order approximation (dash-dotted yellow) and the second-order approximation (dashdotted purple) match the empirical average well for $\sigma<\sigma_{3} \approx 10^{-2}$. In this range of $\sigma$, all of the three aforementioned quantities are lower than the MSE of the noisy matrix (solid red). On the other hand, the upper bound (solid green) holds tightly when $\sigma<\sigma_{1} \approx 10^{-4}$, providing an efficient guarantee on the performance


Figure 6.1: The MSE of the TSVD-based estimator $\hat{\boldsymbol{X}}$ for matrix denoising as a function of $\sigma$. The solid blue line represents the empirical estimate of MSE of $\hat{\boldsymbol{X}}$, i.e., $\mathbb{E}\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]$. The solid red line is the MSE of the noisy matrix, i.e., $\mathbb{E}\left[\|\tilde{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]=\sigma^{2} m n$. The dash-dotted yellow line and the dash-dotted purple line represent the first-order and second-order approximations of $\mathbb{E}\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]$, i.e., $\mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{1}-\boldsymbol{X}\right\|_{F}^{2}\right]$ and $\mathbb{E}\left[\left\|\hat{\boldsymbol{X}}_{2}-\boldsymbol{X}\right\|_{F}^{2}\right]$, respectively. The solid green line is the upper bound on $\mathbb{E}\left[\|\hat{\boldsymbol{X}}-\boldsymbol{X}\|_{F}^{2}\right]$ given in (6.42). The knee-points $\sigma_{1}$ and $\sigma_{3}$ represent the value of $\sigma$ for which the upper-bound and the second-order approximation deviate from the first order approximation by more than $10 \%$, obtained by (6.44) and (6.45) with $\rho=1.1$. The point $\sigma_{2}$ is the intersection between the upper bound and the MSE of the noisy matrix, given by (6.43).
of the TSVD-based estimator for denoising with the presence of small additive noises. However, as the noise variance increases, the upper bound appears loose, exceeding the MSE of the noisy matrix when $\sigma>\sigma_{2} \approx 4 \times 10^{-4}$. The bound is developed for the worst-case noise scenario, in which the noise is adversarially selected to yield the largest perturbation error (see the proof of Theorem 6.3 in Appendix 6.8.5) and not for the random noise case. Consequently, it is far more conservative, predicting a larger MSE than the actual MSE of the TSVD-based estimator. Developing bounds for average-case scenario is a potential direction for future research.

### 6.7 Conclusion

In this chapter, we derived a first-order perturbation expansion for the singular value truncation. When the underlying matrix has exact rank- $r$, we showed that the first-order approximation can be greatly simplified and further introduced a simple expression of the second-order perturbation expansion for the $r$-TSVD. Next, we proposed an error bound on the first-order approximation of the r-TSVD about a rank-r matrix. Our bound is universal in the sense that it holds for perturbation matrices with an arbitrary norm. Two open questions raised by our analysis are: (i) when the underlying matrix has arbitrary rank, whether there exists an explicit expression for the second-order perturbation expansion of the TSVD; (ii) and given the result in Theorem 6.1, whether it is possible to establish a global error bound on the first-order approximation of the $r$-TSVD.

### 6.8 Appendix

### 6.8.1 Auxiliary Lemmas

This section summarizes some trivial results that will be used regularly in our subsequent derivation. The proofs of Lemmas 6.3-6.7 can be found in [151] Chapter 5. The proof of Lemma 6.8 can be found in [81] - Chapter 2.

Lemma 6.3. Assume the same setting as in Definition 6.2. The following statements hold:

1. $\boldsymbol{U}_{1}^{T} \boldsymbol{U}_{1}=\boldsymbol{V}_{1}^{T} \boldsymbol{V}_{1}=\boldsymbol{I}_{r}, \boldsymbol{U}_{2}^{T} \boldsymbol{U}_{2}=\boldsymbol{I}_{m-r}$, and $\boldsymbol{V}_{2}^{T} \boldsymbol{V}_{2}=\boldsymbol{I}_{n-r}$,
2. $\boldsymbol{U}_{1}^{T} \boldsymbol{U}_{2}=\mathbf{0}_{r \times(m-r)}$ and $\boldsymbol{V}_{1}^{T} \boldsymbol{V}_{2}=\mathbf{0}_{r \times(n-r)}$,
3. $\boldsymbol{P}_{\boldsymbol{U}_{1}} \boldsymbol{P}_{\boldsymbol{U}_{2}}=\mathbf{0}$ and $\boldsymbol{P}_{\boldsymbol{V}_{1}} \boldsymbol{P}_{\boldsymbol{V}_{2}}=\mathbf{0}$.

Furthermore, if $\boldsymbol{X}$ has rank $r$, then

1. $\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X}=\mathbf{0}$ and $\boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{2}}=\mathbf{0}$,
2. $\boldsymbol{X}=\boldsymbol{P}_{\boldsymbol{U}_{1}} \boldsymbol{X}=\boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{1}}$,
3. $\boldsymbol{X}\left(\boldsymbol{X}^{\dagger}\right)^{T}=\boldsymbol{P}_{\boldsymbol{U}_{1}}$ and $\boldsymbol{X}^{T} \boldsymbol{X}^{\dagger}=\boldsymbol{P}_{\boldsymbol{V}_{1}}$.

Lemma 6.4. Assume the same setting as in Definition 6.2. The following statements hold:

1. $\mathcal{P}_{r}(\boldsymbol{X})=\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}=\boldsymbol{P}_{\boldsymbol{U}_{1}} \boldsymbol{X}=\boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{1}}=\boldsymbol{P}_{\boldsymbol{U}_{1}} \boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{1}}$,
2. $\boldsymbol{X}-\mathcal{P}_{r}(\boldsymbol{X})=\boldsymbol{U}_{2} \boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T}=\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X}=\boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{2}}=\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{2}}$.

Lemma 6.5. For any matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ with compatible dimensions, the following inequalities hold

$$
\|\boldsymbol{A} \boldsymbol{B}\|_{2} \leq\|\boldsymbol{A} \boldsymbol{B}\|_{F} \leq \min \left\{\|\boldsymbol{A}\|_{F}\|\boldsymbol{B}\|_{2},\|\boldsymbol{A}\|_{2}\|\boldsymbol{B}\|_{F}\right\} \leq\|\boldsymbol{A}\|_{F}\|\boldsymbol{B}\|_{F} .
$$

Lemma 6.6. (Pythagoras theorem for Frobenius norm) For any matrices $\boldsymbol{A}$ and B such that $\operatorname{tr}\left(\boldsymbol{A}^{T} \boldsymbol{B}\right)=0$, it holds that

$$
\|\boldsymbol{A}+\boldsymbol{B}\|_{F}=\sqrt{\|\boldsymbol{A}\|_{F}^{2}+\|\boldsymbol{B}\|_{F}^{2}}
$$

The matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ in this case are said to be orthogonal to each other.
Lemma 6.7. Let $\boldsymbol{U}$ be a semi-orthogonal matrix with orthonormal columns and $\boldsymbol{P}_{\boldsymbol{U}}=\boldsymbol{U} \boldsymbol{U}^{T}$. Then, for any matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ that have compatible dimensions with $\boldsymbol{U}$, the followings hold

1. $\|\boldsymbol{U} \boldsymbol{A}\|_{2}=\|\boldsymbol{A}\|_{2}$ and $\|\boldsymbol{U} \boldsymbol{A}\|_{F}=\|\boldsymbol{A}\|_{F}$,
2. $\|\boldsymbol{B} \boldsymbol{U}\|_{2}=\left\|\boldsymbol{B} \boldsymbol{P}_{\boldsymbol{U}}\right\|_{2} \leq\|\boldsymbol{B}\|_{2}$ and $\|\boldsymbol{B} \boldsymbol{U}\|_{F}=\left\|\boldsymbol{B} \boldsymbol{P}_{\boldsymbol{U}}\right\|_{F} \leq\|\boldsymbol{B}\|_{F}$.

Lemma 6.8. For any matrices $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}$, and $\boldsymbol{D}$ with compatible dimensions such that the matrix products are valid, the following holds

1. $(\boldsymbol{A} \otimes \boldsymbol{B})(\boldsymbol{C} \otimes \boldsymbol{D})=(\boldsymbol{A C}) \otimes(\boldsymbol{B D})$,
2. $\operatorname{vec}(\boldsymbol{A B C})=\left(\boldsymbol{C}^{T} \otimes \boldsymbol{A}\right) \operatorname{vec}(\boldsymbol{B})$,
3. $\|\boldsymbol{A} \otimes \boldsymbol{B}\|_{F}=\|\boldsymbol{A}\|_{F}\|\boldsymbol{B}\|_{F}$,
4. $\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{B})=\operatorname{tr}(\boldsymbol{A}) \operatorname{tr}(\boldsymbol{B})$.

### 6.8.2 Proof of Theorem 6.1

Recall that in this proof, we consider a matrix $\boldsymbol{X}$ having rank greater than or equal to $r$. With a slight abuse of notation, let us define $\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})$ as follows:

$$
\begin{align*}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta}) & =\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-\left(\mathcal{P}_{r}(\boldsymbol{X})+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right)  \tag{6.46}\\
& =\left(\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-(\boldsymbol{X}+\boldsymbol{\Delta})\right)+\left(\boldsymbol{X}-\mathcal{P}_{r}(\boldsymbol{X})\right)+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \tag{6.47}
\end{align*}
$$

Since $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}$, applying Lemma 6.4 to (6.47) yields

$$
\begin{aligned}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta}) & =-\boldsymbol{P}_{\tilde{U}_{2}} \tilde{\boldsymbol{X}} \boldsymbol{P}_{\tilde{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X} \boldsymbol{P}_{V_{2}}+\boldsymbol{P}_{U_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}} \\
& =-\boldsymbol{P}_{\tilde{U}_{2}} \tilde{\boldsymbol{X}} \boldsymbol{P}_{\tilde{V}_{2}}+\boldsymbol{P}_{U_{2}} \tilde{\boldsymbol{X}} \boldsymbol{P}_{V_{2}}
\end{aligned}
$$

Denote $\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}}=\boldsymbol{P}_{\tilde{U}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{2}}$ and $\boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}=\boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{2}}$. By rewriting $\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{2}}=\boldsymbol{P}_{\boldsymbol{U}_{2}}+\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}}$ and $\boldsymbol{P}_{\tilde{V}_{2}}=\boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}$, we can further simplify the last equation as

$$
\begin{equation*}
\boldsymbol{R}_{X}(\Delta)=-\delta_{P_{U_{2}}} \tilde{\boldsymbol{X}} P_{V_{2}}-P_{U_{2}} \tilde{\boldsymbol{X}} \delta_{P_{V_{2}}}-\delta_{P_{U_{2}}} \tilde{\boldsymbol{X}} \delta_{P_{V_{2}}} \tag{6.48}
\end{equation*}
$$

Lemma 6.9. The perturbations of singular subspaces satisfy

$$
\begin{align*}
& \boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}}=\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{U}_{2}^{T}+\boldsymbol{U}_{2} \boldsymbol{Q} \boldsymbol{U}_{1}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right),  \tag{6.49a}\\
& \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}=-\boldsymbol{V}_{1} \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}-\boldsymbol{V}_{2} \boldsymbol{P} \boldsymbol{V}_{1}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.49b}
\end{align*}
$$

The proof of Lemma 6.9 is given at the end of this section. From this lemma, it is
clear that $\boldsymbol{\delta}_{P_{\boldsymbol{U}_{2}}}$ and $\boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}$ are in the order of $\|\boldsymbol{\Delta}\|_{F}$. Substituting $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}$ into (6.48) and collecting second-order terms yield

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})=-\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.50}
\end{equation*}
$$

Substituting (6.49a) into the first term on the RHS of (6.50), we obtain

$$
\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{2}}=\left(\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{U}_{2}^{T}+\boldsymbol{U}_{2} \boldsymbol{Q} \boldsymbol{U}_{1}^{T}\right) \boldsymbol{U}_{2} \boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right)
$$

Since $\boldsymbol{U}_{2}^{T} \boldsymbol{U}_{2}=\boldsymbol{I}$ and $\boldsymbol{U}_{1}^{T} \boldsymbol{U}_{2}=\mathbf{0}$, we further have

$$
\begin{equation*}
\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{2}}=\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T}+\mathcal{O}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.51}
\end{equation*}
$$

Similarly, the second term on the RHS of (6.50) can be represented as

$$
\begin{equation*}
\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}=-\boldsymbol{U}_{2} \boldsymbol{\Sigma}_{2} \boldsymbol{P} \boldsymbol{V}_{1}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.52}
\end{equation*}
$$

Substituting (6.51) and (6.52) back into (6.50), we have

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})=-\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T}+\boldsymbol{U}_{2} \boldsymbol{\Sigma}_{2} \boldsymbol{P} \boldsymbol{V}_{1}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.53}
\end{equation*}
$$

Now we can vectorize (6.53) and apply Lemma 6.8 to obtain

$$
\begin{equation*}
\operatorname{vec}\left(\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right)=\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right) \operatorname{vec}\left(-\boldsymbol{Q}^{T}\right)+\left(\boldsymbol{V}_{1} \otimes \boldsymbol{U}_{2} \boldsymbol{\Sigma}_{2}\right) \operatorname{vec}(\boldsymbol{P})+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.54}
\end{equation*}
$$

Let us now consider each term on the RHS of (6.54). From Proposition 6.3, it follows that

$$
\begin{equation*}
\operatorname{vec}\left(-\boldsymbol{Q}^{T}\right)=\left(\boldsymbol{I}_{m-r} \otimes \boldsymbol{\Sigma}_{1}^{2}-\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{I}_{r}\right)^{-1} \operatorname{vec}\left(\boldsymbol{E}_{12} \boldsymbol{\Sigma}_{2}^{T}+\boldsymbol{\Sigma}_{1} \boldsymbol{E}_{21}^{T}\right)+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.55}
\end{equation*}
$$

Replacing $\boldsymbol{E}_{i j}=\boldsymbol{U}_{i}^{T} \boldsymbol{\Delta} \boldsymbol{V}_{j}$, for $i, j \in\{1,2\}$, and using Lemma 6.8, (6.55) becomes

$$
\begin{align*}
\operatorname{vec}\left(-\boldsymbol{Q}^{T}\right)=\left(\boldsymbol{I}_{m-r}\right. & \left.\otimes \boldsymbol{\Sigma}_{1}^{2}-\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{I}_{r}\right)^{-1}\left(\left(\boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T} \otimes \boldsymbol{U}_{1}^{T}\right) \operatorname{vec}(\boldsymbol{\Delta})\right. \\
& \left.+\left(\boldsymbol{U}_{2}^{T} \otimes \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}\right) \operatorname{vec}\left(\boldsymbol{\Delta}^{T}\right)\right)+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.56}
\end{align*}
$$

Since $\boldsymbol{\Sigma}_{1}$ and $\boldsymbol{\Sigma}_{2}$ are diagonal, so is $\left(\boldsymbol{I}_{m-r} \otimes \boldsymbol{\Sigma}_{1}^{2}-\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{I}_{r}\right)^{-1}$. The following lemma provides an insight into the structure of this inversion.

Lemma 6.10. Let $\boldsymbol{D}=\left(\boldsymbol{I}_{m-r} \otimes \boldsymbol{\Sigma}_{1}^{2}-\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{I}_{r}\right)^{-1}$. Then

$$
\boldsymbol{D}=\sum_{i=1}^{r} \sum_{k=1}^{m-r} d_{i k}\left(\boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T}\right) \otimes\left(\boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T}\right)
$$

where $d_{i k}=\frac{1}{\sigma_{i}^{2}-\sigma_{r+k}^{2}}$, for $i=1, \ldots, r$ and $k=1, \ldots, m-r$.
The proof of Lemma 6.10 is given at the end of this section. Now using Lemma 6.10
and left-multiplying both sides of (6.56) by $\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right)$, we obtain

$$
\begin{align*}
& \left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right) \operatorname{vec}\left(-\boldsymbol{Q}^{T}\right) \\
& =\sum_{i=1}^{r} \sum_{k=1}^{m-r} d_{i k}\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right)\left(\left(\boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T}\right) \otimes\left(\boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T}\right)\right)\left(\boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T} \otimes \boldsymbol{U}_{1}^{T}\right) \operatorname{vec}(\boldsymbol{\Delta}) \\
& +\sum_{i=1}^{r} \sum_{k=1}^{m-r} d_{i k}\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right)\left(\left(\boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T}\right) \otimes\left(\boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T}\right)\right)\left(\boldsymbol{U}_{2}^{T} \otimes \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}\right) \operatorname{vec}\left(\boldsymbol{\Delta}^{T}\right) \\
& +\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) . \tag{6.57}
\end{align*}
$$

Moreover, applying Lemma 6.8-1, we have

$$
\begin{align*}
\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right)\left(\left(\boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T}\right)\right. & \left.\otimes\left(\boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T}\right)\right)\left(\boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T} \otimes \boldsymbol{U}_{1}^{T}\right) \\
& =\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T} \boldsymbol{\Sigma}_{2} \boldsymbol{V}_{2}^{T}\right) \otimes\left(\boldsymbol{U}_{1} \boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T} \boldsymbol{U}_{1}^{T}\right) \\
& =\sigma_{r+k}^{2}\left(\boldsymbol{v}_{r+k} \boldsymbol{v}_{r+k}^{T}\right) \otimes\left(\boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T}\right) \tag{6.58}
\end{align*}
$$

and similarly,

$$
\begin{align*}
\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right)\left(\left(\boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T}\right)\right. & \left.\otimes\left(\boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T}\right)\right)\left(\boldsymbol{U}_{2}^{T} \otimes \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}\right) \\
& =\sigma_{i} \sigma_{r+k}\left(\boldsymbol{v}_{r+k} \boldsymbol{u}_{r+k}^{T}\right) \otimes\left(\boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}\right) \tag{6.59}
\end{align*}
$$

Substituting (6.58) and (6.59) back into (6.57) and performing a change of variable
$j=r+k$, we obtain

$$
\begin{align*}
\left(\boldsymbol{V}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{U}_{1}\right) & \operatorname{vec}\left(-\boldsymbol{Q}^{T}\right)=\sum_{i=1}^{r} \sum_{j=r+1}^{m} \frac{\sigma_{j}^{2}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{v}_{j} \boldsymbol{v}_{j}^{T}\right) \otimes\left(\boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T}\right) \operatorname{vec}(\boldsymbol{\Delta}) \\
& +\sum_{i=1}^{r} \sum_{j=r+1}^{m} \frac{\sigma_{i} \sigma_{j}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{v}_{j} \boldsymbol{u}_{j}^{T}\right) \otimes\left(\boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}\right) \operatorname{vec}\left(\boldsymbol{\Delta}^{T}\right)+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.60}
\end{align*}
$$

Following a similar derivation, we also have

$$
\begin{align*}
\left(\boldsymbol{V}_{1} \otimes \boldsymbol{U}_{2} \boldsymbol{\Sigma}_{2}\right) \operatorname{vec}(\boldsymbol{P})= & \sum_{i=1}^{r} \sum_{j=r+1}^{m} \frac{\sigma_{j}^{2}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}\right) \otimes\left(\boldsymbol{u}_{j} \boldsymbol{u}_{j}^{T}\right) \operatorname{vec}(\boldsymbol{\Delta}) \\
& +\sum_{i=1}^{r} \sum_{j=r+1}^{m} \frac{\sigma_{i} \sigma_{j}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{v}_{i} \boldsymbol{u}_{i}^{T}\right) \otimes\left(\boldsymbol{u}_{j} \boldsymbol{v}_{j}^{T}\right) \operatorname{vec}\left(\boldsymbol{\Delta}^{T}\right)+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \tag{6.61}
\end{align*}
$$

Substituting (6.60) and (6.61) back into (6.54) yields

$$
\begin{gather*}
\operatorname{vec}\left(\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right)=\sum_{i=1}^{r} \sum_{j=r+1}^{m}\left(\frac{\sigma_{j}^{2}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\left(\boldsymbol{v}_{j} \boldsymbol{v}_{j}^{T}\right) \otimes\left(\boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T}\right)+\left(\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}\right) \otimes\left(\boldsymbol{u}_{j} \boldsymbol{u}_{j}^{T}\right)\right) \operatorname{vec}(\boldsymbol{\Delta})\right. \\
\left.\quad+\frac{\sigma_{i} \sigma_{j}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\left(\boldsymbol{v}_{j} \boldsymbol{u}_{j}^{T}\right) \otimes\left(\boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}\right)+\left(\boldsymbol{v}_{i} \boldsymbol{u}_{i}^{T}\right) \otimes\left(\boldsymbol{u}_{j} \boldsymbol{v}_{j}^{T}\right)\right) \operatorname{vec}\left(\boldsymbol{\Delta}^{T}\right)\right)+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) . \tag{6.62}
\end{gather*}
$$

Truncating the inner summation, with $\sigma_{j}=0$ for $j>n$, and applying Lemma 6.8-2
to the RHS of (6.62), we obtain

$$
\begin{aligned}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})=\sum_{i=1}^{r} \sum_{j=r+1}^{n} & \left(\frac{\sigma_{j}^{2}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{j} \boldsymbol{v}_{j}^{T}+\boldsymbol{u}_{j} \boldsymbol{u}_{j}^{T} \boldsymbol{\Delta} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}\right)\right. \\
& \left.+\frac{\sigma_{i} \sigma_{j}}{\sigma_{i}^{2}-\sigma_{j}^{2}}\left(\boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{j} \boldsymbol{v}_{j}^{T}+\boldsymbol{u}_{j} \boldsymbol{v}_{j}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}\right)\right)+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) .
\end{aligned}
$$

Our theorem now follows on the definition of $\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})$ in (6.46).

### 6.8.2.1 Proof of Lemma 6.9

Using the fact from Proposition 6.2 that $\boldsymbol{P}_{\tilde{U}_{2}}=\boldsymbol{P}_{\hat{U}_{2}}$, we can re-express the subspace difference as

$$
\begin{equation*}
\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}}=\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{2}}=\boldsymbol{P}_{\hat{\boldsymbol{U}}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{2}}=\hat{\boldsymbol{U}}_{2} \hat{\boldsymbol{U}}_{2}^{T}-\boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T} . \tag{6.63}
\end{equation*}
$$

Substituting (6.7b) into (6.63) yields

$$
\begin{equation*}
\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}}=\left(\boldsymbol{U}_{2}+\boldsymbol{U}_{1} \boldsymbol{Q}^{T}\right)\left(\boldsymbol{I}_{m-r}+\boldsymbol{Q} \boldsymbol{Q}^{T}\right)^{-1}\left(\boldsymbol{U}_{2}^{T}+\boldsymbol{Q} \boldsymbol{U}_{1}^{T}\right)-\boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T} . \tag{6.64}
\end{equation*}
$$

Since $\boldsymbol{Q}=\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}\right)$ and $\left(\boldsymbol{I}_{m-r}+\boldsymbol{Q} \boldsymbol{Q}^{T}\right)^{-1}=\boldsymbol{I}_{m-r}-\boldsymbol{Q} \boldsymbol{Q}^{T}\left(\boldsymbol{I}_{m-r}+\boldsymbol{Q} \boldsymbol{Q}^{T}\right)^{-1}=$ $\boldsymbol{I}_{m-r}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right),(6.64)$ can be simplified by absorbing second-order terms:

$$
\begin{aligned}
\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} & =\left(\boldsymbol{U}_{2}+\boldsymbol{U}_{1} \boldsymbol{Q}^{T}\right)\left(\boldsymbol{U}_{2}^{T}+\boldsymbol{Q} \boldsymbol{U}_{1}^{T}\right)-\boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \\
& =\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{U}_{2}^{T}+\boldsymbol{U}_{2} \boldsymbol{Q} \boldsymbol{U}_{1}^{T}+\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{Q} \boldsymbol{U}_{1}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right) \\
& =\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{U}_{2}^{T}+\boldsymbol{U}_{2} \boldsymbol{Q} \boldsymbol{U}_{1}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right)
\end{aligned}
$$

The equation $\boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}=-\boldsymbol{V}_{1} \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}-\boldsymbol{V}_{2} \boldsymbol{P} \boldsymbol{V}_{1}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{2}\right)$ can be proved by a similar derivation. Since $\boldsymbol{Q}$ and $\boldsymbol{P}$ are in the order of $\|\boldsymbol{\Delta}\|_{F}$, so do $\boldsymbol{\delta}_{P_{U_{2}}}$ and $\boldsymbol{\delta}_{P_{V_{2}}}$.

### 6.8.2.2 Proof of Lemma 6.10

Recall that

$$
\boldsymbol{\Sigma}_{1}^{2}=\left[\begin{array}{ccc}
\sigma_{1}^{2} & \ldots & 0 \\
& \ddots & \\
0 & \ldots & \sigma_{r}^{2}
\end{array}\right] \in \mathbb{R}^{r \times r} \quad \text { and } \quad \boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T}=\left[\begin{array}{rrr}
\sigma_{r+1}^{2} & \ldots & 0 \\
& \ddots & \\
0 & \ldots & \sigma_{m}^{2}
\end{array}\right] \in \mathbb{R}^{(m-r) \times(m-r)}
$$

By the definition of the Kronecker product, we have

$$
\boldsymbol{I}_{m-r} \otimes \boldsymbol{\Sigma}_{1}^{2}-\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{I}_{r}=\left[\begin{array}{ccc}
\boldsymbol{\Sigma}_{1}^{2}-\sigma_{r+1}^{2} \boldsymbol{I}_{r} & \ldots & \mathbf{0}_{r} \\
& \ddots & \\
\mathbf{0}_{r} & \ldots & \boldsymbol{\Sigma}_{1}^{2}-\sigma_{m}^{2} \boldsymbol{I}_{r}
\end{array}\right] \in \mathbb{R}^{(m-r) r \times(m-r) r}
$$

Therefore, we can invert this diagonal matrix by considering each of the $r \times r$ blocks:

$$
\begin{aligned}
\boldsymbol{D} & =\left(\boldsymbol{I}_{m-r} \otimes \boldsymbol{\Sigma}_{1}^{2}-\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{T} \otimes \boldsymbol{I}_{r}\right)^{-1} \\
& =\left[\begin{array}{ccc}
\left(\boldsymbol{\Sigma}_{1}^{2}-\sigma_{r+1}^{2} \boldsymbol{I}_{r}\right)^{-1} & \ldots & \mathbf{0}_{r} \\
& \ddots & \\
\mathbf{0}_{r} & \ldots & \left(\boldsymbol{\Sigma}_{1}^{2}-\sigma_{m}^{2} \boldsymbol{I}_{r}\right)^{-1}
\end{array}\right]
\end{aligned}
$$

Now it is easy to verify that, for $i=1, \ldots, r$ and $k=1, \ldots, m-r$, the $i$-th diagonal entry of the $k$-th diagonal block, is $d_{i k}=1 /\left(\sigma_{i}^{2}-\sigma_{r+k}^{2}\right)$. Furthermore, since $\left(\boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T}\right) \otimes\left(\boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T}\right)$ is a $(m-r) r \times(m-r) r$ matrix of all zeros but the $i$-th diagonal entry of the $k$-th diagonal block is 1 , we represent $\boldsymbol{D}$ as the sum of $(m-r) r$ rank-1 matrices:

$$
\boldsymbol{D}=\sum_{i=1}^{r} \sum_{k=1}^{m-r} d_{i k}\left(\boldsymbol{e}_{k}^{m-r}\left(\boldsymbol{e}_{k}^{m-r}\right)^{T}\right) \otimes\left(\boldsymbol{e}_{i}^{r}\left(\boldsymbol{e}_{i}^{r}\right)^{T}\right)
$$

### 6.8.3 Proof of Theorem 6.2

By the definition of the $r$-TSVD in (6.2), we have

$$
\begin{equation*}
\mathcal{P}_{r}(\tilde{\boldsymbol{X}})=\boldsymbol{P}_{\tilde{U}_{1}} \tilde{\boldsymbol{X}} \boldsymbol{P}_{\tilde{V}_{1}} \tag{6.65}
\end{equation*}
$$

Since we assume $\boldsymbol{X}$ has exact rank $r$, the perturbed matrix can be represented as $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}=\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}+\boldsymbol{\Delta}$. Substituting this back into (6.65) yields

$$
\begin{equation*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{P}_{\tilde{U}_{1}}\left(\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}+\boldsymbol{\Delta}\right) \boldsymbol{P}_{\tilde{\boldsymbol{V}}_{1}} \tag{6.66}
\end{equation*}
$$

Similar to the derivation of (6.64), we obtain $\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{1}}=\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1}\left(\boldsymbol{U}_{1}^{T}-\right.$ $\left.\boldsymbol{Q}^{T} \boldsymbol{U}_{2}^{T}\right)$ and $\boldsymbol{P}_{\tilde{\boldsymbol{V}}_{1}}=\left(\boldsymbol{V}_{1}+\boldsymbol{V}_{2} \boldsymbol{P}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right)$. Substituting the expressions of $\boldsymbol{P}_{\tilde{U}_{1}}$ and $\boldsymbol{P}_{\tilde{V}_{1}}$ back into (6.66), we obtain

$$
\begin{align*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right) & \left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1}\left(\boldsymbol{U}_{1}^{T}-\boldsymbol{Q}^{T} \boldsymbol{U}_{2}^{T}\right)\left(\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}+\boldsymbol{\Delta}\right) \\
& \cdot\left(\boldsymbol{V}_{1}+\boldsymbol{V}_{2} \boldsymbol{P}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \tag{6.67}
\end{align*}
$$

By orthogonality, the product of three terms in the middle of the RHS of (6.67) can be expanded and simplified as

$$
\begin{aligned}
\left(\boldsymbol{U}_{1}^{T}-\boldsymbol{Q}^{T} \boldsymbol{U}_{2}^{T}\right) & \left(\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}+\boldsymbol{\Delta}\right)\left(\boldsymbol{V}_{1}+\boldsymbol{V}_{2} \boldsymbol{P}\right) \\
& =\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)+\left(\boldsymbol{E}_{12} \boldsymbol{P}-\boldsymbol{Q}^{T} \boldsymbol{E}_{21}-\boldsymbol{Q}^{T} \boldsymbol{E}_{22} \boldsymbol{P}\right)
\end{aligned}
$$

Therefore, (6.67) is equivalent to

$$
\begin{gather*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \\
+\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1}\left(\boldsymbol{E}_{12} \boldsymbol{P}-\boldsymbol{Q}^{T} \boldsymbol{E}_{21}-\boldsymbol{Q}^{T} \boldsymbol{E}_{22} \boldsymbol{P}\right) \\
\cdot\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \tag{6.68}
\end{gather*}
$$

Let us first focus on the first term on the RHS of (6.68). Similar to the result after (6.64), we have $\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1}=\boldsymbol{I}_{r}-\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1} \boldsymbol{Q}^{T} \boldsymbol{Q}$ and $\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}=$ $\boldsymbol{I}_{r}-\boldsymbol{P}^{T} \boldsymbol{P}\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}$, and hence

$$
\begin{align*}
\left(\boldsymbol{U}_{1}-\right. & \left.\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1} \\
= & \left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}-\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1} \boldsymbol{Q}^{T} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \\
& \left(\boldsymbol{I}_{r}-\boldsymbol{P}^{T} \boldsymbol{P}\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\right)\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \\
= & \left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \\
& \quad-\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{P}\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \\
& -\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1} \boldsymbol{Q}^{T} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) . \tag{6.69}
\end{align*}
$$

Recall that $\boldsymbol{X}=\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{T}$ and $\boldsymbol{E}_{11}=\boldsymbol{U}_{1}^{T} \boldsymbol{\Delta} \boldsymbol{V}_{1}$. The product $\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\right.$ $\left.\boldsymbol{E}_{11}\right)\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right)$ can be expanded as

$$
\begin{align*}
& \left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right)=\boldsymbol{X}+\boldsymbol{U}_{1} \boldsymbol{E}_{11} \boldsymbol{V}_{1}^{T} \\
& \quad+\boldsymbol{U}_{1}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}-\boldsymbol{U}_{2} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{V}_{1}^{T}-\boldsymbol{U}_{2} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T} \tag{6.70}
\end{align*}
$$

In order to make up the first-order terms that involve $\boldsymbol{\Delta}$, we need to decompose the perturbation into 4 components corresponding to different subspaces as follows.

Since $\boldsymbol{P}_{\boldsymbol{U}_{1}}+\boldsymbol{P}_{\boldsymbol{U}_{2}}=\boldsymbol{I}_{m}$ and $\boldsymbol{P}_{\boldsymbol{V}_{1}}+\boldsymbol{P}_{\boldsymbol{V}_{2}}=\boldsymbol{I}_{n}$, we have

$$
\begin{equation*}
\Delta=\boldsymbol{P}_{\boldsymbol{U}_{1}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{1}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{1}}+\boldsymbol{P}_{\boldsymbol{U}_{1}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}} \tag{6.71}
\end{equation*}
$$

Reorganizing terms in (6.71) as

$$
\boldsymbol{P}_{\boldsymbol{U}_{1}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{1}}=\Delta-\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{1}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{V_{1}}
$$

and using the definition of $\boldsymbol{E}$ in (6.4), we further have

$$
\begin{equation*}
\boldsymbol{U}_{1} \boldsymbol{E}_{11} \boldsymbol{V}_{1}^{T}=\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}-\boldsymbol{U}_{1} \boldsymbol{E}_{12} \boldsymbol{V}_{2}^{T}-\boldsymbol{U}_{2} \boldsymbol{E}_{21} \boldsymbol{V}_{1}^{T} . \tag{6.72}
\end{equation*}
$$

Thus, substituting (6.72) back into (6.70) and rearranging terms yield

$$
\begin{align*}
& \left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \\
& =\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{U}_{1}\left(\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T}-\boldsymbol{E}_{12}\right) \boldsymbol{V}_{2}^{T} \\
&  \tag{6.73}\\
& \quad-\boldsymbol{U}_{2}\left(\boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)+\boldsymbol{E}_{21}\right) \boldsymbol{V}_{1}^{T}-\boldsymbol{U}_{2} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}
\end{align*}
$$

Substituting (6.69) and (6.73) back into (6.68), we obtain

$$
\begin{align*}
& \mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{U}_{1}\left(\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T}-\boldsymbol{E}_{12}\right) \boldsymbol{V}_{2}^{T} \\
& -\boldsymbol{U}_{2}\left(\boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)+\boldsymbol{E}_{21}\right) \boldsymbol{V}_{1}^{T}-\boldsymbol{U}_{2} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T} \\
& +\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1}\left(-\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{P}+\boldsymbol{Q}^{T} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\right. \\
& \left.\quad+\left(\boldsymbol{E}_{12} \boldsymbol{P}-\boldsymbol{Q}^{T} \boldsymbol{E}_{21}-\boldsymbol{Q}^{T} \boldsymbol{E}_{22} \boldsymbol{P}\right)\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \tag{6.74}
\end{align*}
$$

Applying (6.6), we have

$$
\begin{align*}
& \boldsymbol{U}_{1}\left(\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T}-\boldsymbol{E}_{12}\right) \boldsymbol{V}_{2}^{T}-\boldsymbol{U}_{2}\left(\boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)+\boldsymbol{E}_{21}\right) \boldsymbol{V}_{1}^{T} \\
&-\boldsymbol{U}_{2} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T} \\
&=\boldsymbol{U}_{1} \boldsymbol{Q}^{T}\left(\boldsymbol{E}_{21} \boldsymbol{P}^{T}-\boldsymbol{E}_{22}\right) \boldsymbol{V}_{2}^{T}+\boldsymbol{U}_{2}\left(\boldsymbol{E}_{22}-\boldsymbol{Q} \boldsymbol{E}_{12}\right) \boldsymbol{P} \boldsymbol{V}_{1}^{T} \\
&+\boldsymbol{U}_{2}\left(\boldsymbol{E}_{21}+\boldsymbol{E}_{22} \boldsymbol{P}+\boldsymbol{Q} \boldsymbol{E}_{12} \boldsymbol{P}\right) \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}, \tag{6.75}
\end{align*}
$$

and

$$
\begin{align*}
& -\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{P}+\boldsymbol{Q}^{T} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)+\left(\boldsymbol{E}_{12} \boldsymbol{P}-\boldsymbol{Q}^{T} \boldsymbol{E}_{21}-\boldsymbol{Q}^{T} \boldsymbol{E}_{22} \boldsymbol{P}\right) \\
& =\left(\boldsymbol{E}_{12} \boldsymbol{P}-\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T} \boldsymbol{P}\right)-\left(\boldsymbol{Q}^{T} \boldsymbol{E}_{21}+\boldsymbol{Q}^{T} \boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right)\right) \\
& \quad+\boldsymbol{Q}^{T}\left(\boldsymbol{E}_{22}+\boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T}\right) \boldsymbol{P} \\
& \quad=\left(\boldsymbol{Q}^{T} \boldsymbol{E}_{22}-\boldsymbol{Q}^{T} \boldsymbol{E}_{21} \boldsymbol{P}^{T}\right) \boldsymbol{P}-\boldsymbol{Q}^{T}\left(\boldsymbol{E}_{22} \boldsymbol{P}+\boldsymbol{Q} \boldsymbol{E}_{12} \boldsymbol{P}\right)+\boldsymbol{Q}^{T}\left(\boldsymbol{E}_{22}\right. \\
& \left.\quad+\boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T}\right) \boldsymbol{P} \tag{6.76}
\end{align*}
$$

Substituting (6.75) and (6.76) back into (6.74), we obtain

$$
\begin{align*}
& \mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{U}_{1} \boldsymbol{Q}^{T}\left(\boldsymbol{E}_{21} \boldsymbol{P}^{T}-\boldsymbol{E}_{22}\right) \boldsymbol{V}_{2}^{T} \\
& +\boldsymbol{U}_{2}\left(\boldsymbol{E}_{22}-\boldsymbol{Q} \boldsymbol{E}_{12}\right) \boldsymbol{P} \boldsymbol{V}_{1}^{T}+\boldsymbol{U}_{2}\left(\boldsymbol{E}_{21}+\boldsymbol{E}_{22} \boldsymbol{P}+\boldsymbol{Q} \boldsymbol{E}_{12} \boldsymbol{P}\right) \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T} \\
& +\left(\boldsymbol{U}_{1}-\boldsymbol{U}_{2} \boldsymbol{Q}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1} \cdot\left(\left(\boldsymbol{Q}^{T} \boldsymbol{E}_{22}-\boldsymbol{Q}^{T} \boldsymbol{E}_{21} \boldsymbol{P}^{T}\right) \boldsymbol{P}-\boldsymbol{Q}^{T}\left(\boldsymbol{E}_{22} \boldsymbol{P}+\boldsymbol{Q} \boldsymbol{E}_{12} \boldsymbol{P}\right)\right. \\
& \left.\quad+\boldsymbol{Q}^{T}\left(\boldsymbol{E}_{22}+\boldsymbol{Q}\left(\boldsymbol{\Sigma}_{1}+\boldsymbol{E}_{11}\right) \boldsymbol{P}^{T}\right) \boldsymbol{P}\right)\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}\left(\boldsymbol{V}_{1}^{T}+\boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}\right) \tag{6.77}
\end{align*}
$$

Since $\boldsymbol{Q}, \boldsymbol{P}, \boldsymbol{E}_{11}, \boldsymbol{E}_{12}, \boldsymbol{E}_{21}$, and $\boldsymbol{E}_{22}$ are first-order, and $\left(\boldsymbol{I}_{r}+\boldsymbol{Q}^{T} \boldsymbol{Q}\right)^{-1},\left(\boldsymbol{I}_{r}+\boldsymbol{P}^{T} \boldsymbol{P}\right)^{-1}$ are zero-order in terms of $\|\boldsymbol{\Delta}\|_{F}$, we can collect all the third-order terms on the RHS of (6.77) and obtain

$$
\begin{gather*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}-\boldsymbol{U}_{1} \boldsymbol{Q}^{T} \boldsymbol{E}_{22} \boldsymbol{V}_{2}^{T}+\boldsymbol{U}_{2} \boldsymbol{E}_{22} \boldsymbol{P} \boldsymbol{V}_{1}^{T} \\
+\boldsymbol{U}_{2} \boldsymbol{E}_{21} \boldsymbol{P}^{T} \boldsymbol{V}_{2}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right) \tag{6.78}
\end{gather*}
$$

Finally, the matrices $\boldsymbol{Q}$ and $\boldsymbol{P}$ in the second-order terms is eliminated by the following variant of (6.6):

$$
\begin{gathered}
\boldsymbol{Q}=-\left(\boldsymbol{E}_{21}+\boldsymbol{Q} \boldsymbol{E}_{21} \boldsymbol{P}-\boldsymbol{E}_{22} \boldsymbol{P}-\boldsymbol{Q} \boldsymbol{E}_{11}\right) \boldsymbol{\Sigma}_{1}^{-1} \\
\boldsymbol{P}^{T}=\boldsymbol{\Sigma}_{1}^{-1}\left(\boldsymbol{E}_{12}+\boldsymbol{Q}^{T} \boldsymbol{E}_{21} \boldsymbol{P}^{T}-\boldsymbol{Q}^{T} \boldsymbol{E}_{22}-\boldsymbol{E}_{11} \boldsymbol{P}^{T}\right)
\end{gathered}
$$

The substitution and collection of third-order terms on the RHS of (6.78) yield

$$
\begin{aligned}
& \mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{21}^{T} \boldsymbol{E}_{22} \boldsymbol{V}_{2}^{T}+\boldsymbol{U}_{2} \boldsymbol{E}_{22} \boldsymbol{E}_{12}^{T} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{V}_{1}^{T} \\
& +\boldsymbol{U}_{2} \boldsymbol{E}_{21} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{12} \boldsymbol{V}_{2}^{T}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right) \\
& =\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{V}_{1}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T} \boldsymbol{\Delta} \boldsymbol{V}_{2} \boldsymbol{V}_{2}^{T} \\
& +\boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T} \boldsymbol{\Delta} \boldsymbol{V}_{2} \boldsymbol{V}_{2}^{T} \boldsymbol{\Delta}^{T} \boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{V}_{1}^{T}+\boldsymbol{U}_{2} \boldsymbol{U}_{2}^{T} \boldsymbol{\Delta} \boldsymbol{V}_{1} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{U}_{1}^{T} \boldsymbol{\Delta} \boldsymbol{V}_{2} \boldsymbol{V}_{2}^{T}+\boldsymbol{O}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right) \\
& =\boldsymbol{X}+\boldsymbol{\Delta}-\boldsymbol{P}_{U_{2}} \Delta P_{\boldsymbol{V}_{2}}+X^{\dagger} \Delta^{T} P_{\mathbf{U}_{2}} \Delta P_{\boldsymbol{V}_{2}}+P_{U_{2}} \Delta P_{V_{2}} \Delta^{T} \boldsymbol{X}^{\dagger} \\
& +\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\mathcal{O}\left(\|\Delta\|_{F}^{3}\right) .
\end{aligned}
$$

This completes our proof of the theorem.

### 6.8.4 Proof of Lemma 6.1

By the triangle inequality, we have
$\left\|\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-(\boldsymbol{X}+\boldsymbol{\Delta})+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F} \leq\left\|\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-(\boldsymbol{X}+\boldsymbol{\Delta})\right\|_{F}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}$.

The first term on the RHS of (6.79) can be bounded as follows. Since $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}$, applying the norm absolute homogeneity property yields

$$
\begin{equation*}
\left\|\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-(\boldsymbol{X}+\boldsymbol{\Delta})\right\|_{F}=\left\|\mathcal{P}_{r}(\tilde{\boldsymbol{X}})-\tilde{\boldsymbol{X}}\right\|_{F}=\left\|\tilde{\boldsymbol{X}}-\mathcal{P}_{r}(\tilde{\boldsymbol{X}})\right\|_{F} . \tag{6.80}
\end{equation*}
$$

From Lemmas 6.4 and 6.7, we obtain

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{X}}-\mathcal{P}_{r}(\tilde{\boldsymbol{X}})\right\|_{F}=\left\|\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}\right\|_{F}=\left\|\tilde{\boldsymbol{\Sigma}}_{2}\right\|_{F} . \tag{6.81}
\end{equation*}
$$

Since $\tilde{\boldsymbol{\Sigma}}_{2}$ is a submatrix of $\tilde{\boldsymbol{\Sigma}}$ containing $n-r$ small singular values of $\tilde{\boldsymbol{X}}$ in the diagonal, it holds that

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\Sigma}}_{2}\right\|_{F} \leq\|\tilde{\boldsymbol{\Sigma}}\|_{F}=\|\tilde{\boldsymbol{X}}\|_{F} . \tag{6.82}
\end{equation*}
$$

Additionally, using the triangle inequality we can bound $\|\tilde{\boldsymbol{X}}\|_{F}$ by

$$
\begin{equation*}
\|\tilde{\boldsymbol{X}}\|_{F}=\|\boldsymbol{X}+\boldsymbol{\Delta}\|_{F} \leq\|\boldsymbol{X}\|_{F}+\|\boldsymbol{\Delta}\|_{F} \tag{6.83}
\end{equation*}
$$

From (6.80), (6.81), (6.82), and (6.83), we have

$$
\begin{equation*}
\left\|\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})-(\boldsymbol{X}+\boldsymbol{\Delta})\right\|_{F} \leq\|\boldsymbol{X}\|_{F}+\|\boldsymbol{\Delta}\|_{F} \tag{6.84}
\end{equation*}
$$

On the other hand, it follows from Lemma 6.7 that the second term on the RHS of (6.79) satisfies

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\mathbf{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\mathbf{V}_{2}}\right\|_{F} \leq\|\boldsymbol{\Delta}\|_{F} \tag{6.85}
\end{equation*}
$$

Substituting inequalities (6.84) and (6.85) into (6.79) completes the proof of the lemma.

### 6.8.5 Proof of Theorem 6.3

The following proof is developed for the case of a rank- $r$ matrix $\boldsymbol{X}$. We first derive the proof of (6.28) and then use this result to prove (6.29).

### 6.8.5.1 Proof of the bound in (6.28)

Our goal is to prove that the residual in (6.27) is always bounded by

$$
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq \frac{c}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}, \quad \text { for some } 1+1 / \sqrt{2} \leq c \leq 4(1+\sqrt{2})
$$

Let us begin with the upper bound on $c$ by showing that

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq \frac{4(1+\sqrt{2})}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2} \tag{6.86}
\end{equation*}
$$

Rearranging terms in (6.27) and replacing $\boldsymbol{X}+\boldsymbol{\Delta}$ by $\tilde{\boldsymbol{X}}$, we have

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})=\mathcal{P}_{r}(\tilde{\boldsymbol{X}})-\tilde{\boldsymbol{X}}+\boldsymbol{P}_{\boldsymbol{U}_{\mathbf{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \tag{6.87}
\end{equation*}
$$

Using the singular subspace decomposition in Definition 6.2 with descending order of singular values $\tilde{\sigma}_{1} \geq \tilde{\sigma}_{2} \ldots \geq \tilde{\sigma}_{n}$, let us decompose $\tilde{\boldsymbol{X}}$ as follows

$$
\begin{equation*}
\tilde{\boldsymbol{X}}=\tilde{\boldsymbol{U}}_{1} \tilde{\boldsymbol{\Sigma}}_{1} \tilde{\boldsymbol{V}}_{1}^{T}+\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T} \tag{6.88}
\end{equation*}
$$

Since in this theorem we consider perturbations of any magnitude, $\tilde{\boldsymbol{X}}$ can take any value including the case in which $\tilde{\sigma}_{r}=\tilde{\sigma}_{r+1}$ and the decomposition (6.88) may not be unique. Nevertheless, the proof holds for any valid choice of singular subspace decomposition. From such a choice in (6.88), $\mathcal{P}_{r}(\tilde{\boldsymbol{X}})$ is well-defined as: $\mathcal{P}_{r}(\tilde{\boldsymbol{X}})=\tilde{\boldsymbol{U}}_{1} \tilde{\boldsymbol{\Sigma}}_{1} \tilde{\boldsymbol{V}}_{1}^{T}$. Substituting $\tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}$ into (6.48) and using the fact that $\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X}=\mathbf{0}$ and $\boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{2}}=\mathbf{0}$, we obtain

$$
\begin{align*}
R_{X}(\Delta) & =-\delta_{P_{U_{2}}} X \delta_{P_{V_{2}}}-P_{U_{2}} \Delta \delta_{P_{V_{2}}}-\delta_{P_{U_{2}}} \Delta P_{V_{2}}-\delta_{P_{U_{2}}} \Delta \delta_{P_{V_{2}}} \\
& =-\delta_{P_{U_{2}}} X \delta_{P_{V_{2}}}-P_{U_{2}} \Delta \delta_{P_{V_{2}}}-\delta_{P_{U_{2}}} \Delta P_{\tilde{V}_{2}} \tag{6.89}
\end{align*}
$$

Here, from Lemma 6.3, we can replace $\boldsymbol{X}=\boldsymbol{X}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{X}$ in the first term on the RHS of (6.89) and obtain

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})=-\left(\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X}\right)\left(\boldsymbol{X}^{\dagger}\right)^{T}\left(\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right)-\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}-\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\tilde{V}_{2}} \tag{6.90}
\end{equation*}
$$

Taking the Frobenius norm and using its absolute homogeneity property, (6.90) becomes

$$
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}=\left\|\left(\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}\right)\left(\boldsymbol{X}^{\dagger}\right)^{T}\left(\boldsymbol{X} \boldsymbol{\delta}_{P_{V_{2}}}\right)+\boldsymbol{P}_{U_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{P_{V_{2}}}+\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\hat{V}_{2}}\right\|_{F} .
$$

By the triangle inequality, the norm of $\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})$ is then bounded by

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq\left\|\left(\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X}\right)\left(\boldsymbol{X}^{\dagger}\right)^{T}\left(\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right)\right\|_{F}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F}+\left\|\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}}\right\|_{F} . \tag{6.91}
\end{equation*}
$$

Let us proceed to upper-bound $\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}$ by finding the upper bounds for each of the three terms on the RHS of (6.91) with respect to $\|\boldsymbol{\Delta}\|_{F}^{2}$. Our proof technique utilizes the following lemmas.

Lemma 6.11. $\max \left\{\left\|\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}\right\|_{F},\left\|\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F}\right\} \leq 2\|\boldsymbol{\Delta}\|_{F}$.
Lemma 6.12. $\max \left\{\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{\Delta}\right\|_{F},\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}\right\} \leq \frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}$.
The proofs of Lemmas 6.11 and 6.12 are given at the end of this subsection. Let us proceed with the task of bounding the first term in (6.91). Applying Lemma 6.5 twice and using the fact that $\left\|\boldsymbol{X}^{\dagger}\right\|_{2}=1 / \sigma_{r}$, we have

$$
\begin{equation*}
\left\|\left(\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}\right)\left(\boldsymbol{X}^{\dagger}\right)^{T}\left(\boldsymbol{X} \boldsymbol{\delta}_{P_{V_{2}}}\right)\right\|_{F} \leq \frac{1}{\sigma_{r}}\left\|\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}\right\|_{F}\left\|\boldsymbol{X} \boldsymbol{\delta}_{P_{V_{2}}}\right\|_{F} \tag{6.92}
\end{equation*}
$$

By Lemma 6.11, the terms $\left\|\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}\right\|_{F}$ and $\left\|\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F}$ can each be bounded by $2\|\boldsymbol{\Delta}\|_{F}$. Applying the upper bounds on the RHS of (6.92), we obtain the following bound on the first term in (6.91):

$$
\begin{equation*}
\left\|\left(\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}\right)\left(\boldsymbol{X}^{\dagger}\right)^{T}\left(\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right)\right\|_{F} \leq \frac{4}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2} . \tag{6.93}
\end{equation*}
$$

Next, we shall bound the second term in (6.91), i.e., $\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F}$. From Lemma 6.7, we have

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}\right\|_{F} \leq\left\|\Delta \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F} \tag{6.94}
\end{equation*}
$$

Since $\boldsymbol{P}_{\boldsymbol{V}_{1}}+\boldsymbol{P}_{\boldsymbol{V}_{2}}=\boldsymbol{I}_{n}$, the matrix on the RHS of (6.94) can be expanded as the
sum of two orthogonal terms:

$$
\Delta \delta_{P_{V_{2}}}=\Delta \delta_{P_{V_{2}}}\left(P_{V_{1}}+P_{V_{2}}\right)=\Delta \delta_{P_{V_{2}}} P_{V_{1}}+\Delta \delta_{P_{V_{2}}} P_{V_{2}} .
$$

Notice that $\boldsymbol{P}_{\boldsymbol{V}_{1}}$ and $\boldsymbol{P}_{\boldsymbol{V}_{2}}$ are orthogonal. By Lemma 6.6, we have

$$
\begin{align*}
\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}\right\|_{F}^{2} & =\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{1}}\right\|_{F}^{2}+\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\mathbf{V}_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} \\
& =\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}} \boldsymbol{X}^{T} \boldsymbol{X}^{\dagger}\right\|_{F}^{2}+\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} \quad\left(\text { since } \boldsymbol{P}_{\boldsymbol{V}_{1}}=\boldsymbol{X}^{T} \boldsymbol{X}^{\dagger}\right) \\
& =\left\|\boldsymbol{\Delta}\left(\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right)^{T} \boldsymbol{X}^{\dagger}\right\|_{F}^{2}+\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\mathbf{V}_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} \tag{6.95}
\end{align*}
$$

Each term on the RHS of (6.95) can be bounded as follows. Applying Lemma 6.5 twice, we initially bound the first term on the RHS of (6.95) as follows:

$$
\left\|\boldsymbol{\Delta}\left(\boldsymbol{X} \boldsymbol{\delta}_{P_{V_{2}}}\right)^{T} \boldsymbol{X}^{\dagger}\right\|_{F} \leq \frac{1}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}\left\|\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{V}_{V_{2}}}\right\|_{F} .
$$

By Lemma 6.11, we upper-bound $\left\|\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F}$ by $2\|\boldsymbol{\Delta}\|_{F}$ and obtain the bound on the first term on the RHS of (6.95):

$$
\begin{equation*}
\left\|\boldsymbol{\Delta}\left(\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{v}_{2}}}\right)^{T} \boldsymbol{X}^{\dagger}\right\|_{F} \leq \frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2} \tag{6.96}
\end{equation*}
$$

To bound the second term on the RHS of (6.95), we apply Lemma 6.12 and obtain

$$
\begin{equation*}
\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{P_{V_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} \leq \frac{4}{\sigma_{r}^{2}}\|\boldsymbol{\Delta}\|_{F}^{4} . \tag{6.97}
\end{equation*}
$$

Substituting the bounds from (6.96) and (6.97) back into the RHS of (6.95), we have

$$
\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{P_{V_{2}}}\right\|_{F}^{2} \leq\left(\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}\right)^{2}+\frac{4}{\sigma_{r}^{2}}\|\boldsymbol{\Delta}\|_{F}^{4}=\frac{8}{\sigma_{r}^{2}}\|\boldsymbol{\Delta}\|_{F}^{4}
$$

Taking the square root of the last result and substituting it back to (6.94) yields

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F} \leq \frac{2 \sqrt{2}}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2} \tag{6.98}
\end{equation*}
$$

This offers a bound on the second term on the RHS of (6.91). Similarly, we bound the third term on the RHS of (6.91) by

$$
\begin{equation*}
\left\|\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}}\right\|_{F} \leq \frac{2 \sqrt{2}}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2} \tag{6.99}
\end{equation*}
$$

Finally, summing up (6.93), (6.98), and (6.99), and substituting back into (6.91), we obtain (6.86) and thereby completes the first part of the proof.

For the second part of the proof, we show that $c \geq 1+1 / \sqrt{2}$ by constructing a perturbation $\boldsymbol{\Delta}$ such that the ratio $\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} /\|\boldsymbol{\Delta}\|_{F}^{2}$ approaches $(1+1 / \sqrt{2}) / \sigma_{r}$. Consider perturbations of form

$$
\begin{equation*}
\boldsymbol{\Delta}=\left(\sigma-\sigma_{r}-\epsilon\right) \boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}, \quad \text { for } 0<\epsilon<\sigma<\sigma_{r} . \tag{6.100}
\end{equation*}
$$

Since $\boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}$ and $\boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}$ are orthogonal, we can compute the norm of $\boldsymbol{\Delta}$ using

Lemma 6.6:

$$
\begin{align*}
\|\boldsymbol{\Delta}\|_{F}^{2} & =\left(\sigma-\sigma_{r}-\epsilon\right)^{2}\left\|\boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}\right\|_{F}^{2}+\sigma^{2}\left\|\boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}\right\|_{F}^{2} \\
& =\left(\sigma-\sigma_{r}-\epsilon\right)^{2}+\sigma^{2} \tag{6.101}
\end{align*}
$$

where the second equality uses $\boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}=\boldsymbol{u}_{r} \otimes \boldsymbol{v}_{r}^{T}$ and Lemma 6.8-3. Using the SVD of $\boldsymbol{X}$ and the definition of $\boldsymbol{\Delta}$ in (6.100), we have

$$
\begin{align*}
\boldsymbol{X}+\boldsymbol{\Delta} & =\sum_{i=1}^{r} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}+\left(\sigma-\sigma_{r}-\epsilon\right) \boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T} \\
& =\sum_{i=1}^{r-1} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}+(\sigma-\epsilon) \boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T} \tag{6.102}
\end{align*}
$$

After perturbation, the $r$-th singular value of $\boldsymbol{X}$ is changed from $\sigma_{r}$ to $\sigma-\epsilon$ and the $r+1$-th changes from 0 to $\sigma$, thereby making the singular value corresponding to $\boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}$ larger than the singular value associated with $\boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}$. Thus, the $r$-TSVD of $\boldsymbol{X}+\boldsymbol{\Delta}$ is given by

$$
\begin{equation*}
\mathcal{P}_{r}(\boldsymbol{X}+\boldsymbol{\Delta})=\sum_{i=1}^{r-1} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T} \tag{6.103}
\end{equation*}
$$

On the other hand, since $\boldsymbol{P}_{\boldsymbol{U}_{2}}=\sum_{i=r+1}^{m} \boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T}$ and $\boldsymbol{P}_{\boldsymbol{V}_{2}}=\sum_{i=r+1}^{n} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}$, we have

$$
\begin{align*}
\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} & =\left(\sum_{i=r+1}^{m} \boldsymbol{u}_{i} \boldsymbol{u}_{i}^{T}\right)\left(\left(\sigma-\sigma_{r}-\epsilon\right) \boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}\right)\left(\sum_{i=r+1}^{n} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T}\right) \\
& =\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T} \tag{6.104}
\end{align*}
$$

where the second equality stems from the fact that

$$
\boldsymbol{u}_{i}^{T} \boldsymbol{u}_{j}=\boldsymbol{v}_{i}^{T} \boldsymbol{v}_{j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Substituting (6.102), (6.103), and (6.104) into (6.87), we obtain

$$
\begin{aligned}
\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})= & \left(\sum_{i=1}^{r-1} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}\right) \\
& -\left(\sum_{i=1}^{r-1} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}+(\sigma-\epsilon) \boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}\right)+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T} \\
= & -(\sigma-\epsilon) \boldsymbol{u}_{r} \boldsymbol{v}_{r}^{T}+\sigma \boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T} .
\end{aligned}
$$

Similar to (6.101), one can compute the norm of the residual by

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}=\sqrt{(\sigma-\epsilon)^{2}+\sigma^{2}} \tag{6.105}
\end{equation*}
$$

From (6.101) and (6.105), we have

$$
\frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}=\frac{\sqrt{(\sigma-\epsilon)^{2}+\sigma^{2}}}{\left(\sigma_{r}+\epsilon-\sigma\right)^{2}+\sigma^{2}} .
$$

Now maximizing over $\sigma$ while taking $\epsilon$ to 0 gives us a lower bound on $c$ :

$$
\begin{align*}
\frac{c}{\sigma_{r}} & =\sup _{\boldsymbol{\Delta} \in \mathbb{R}^{m \times n}} \frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}} \\
& \geq \max _{0<\sigma<\sigma_{r}} \lim _{\epsilon \rightarrow 0^{+}} \frac{\sqrt{(\sigma-\epsilon)^{2}+\sigma^{2}}}{\left(\sigma_{r}+\epsilon-\sigma\right)^{2}+\sigma^{2}} \\
& =\max _{0<\sigma<\sigma_{r}} \frac{\sigma \sqrt{2}}{\left(\sigma_{r}-\sigma\right)^{2}+\sigma^{2}} . \tag{6.106}
\end{align*}
$$

The maximization can be obtained at $\sigma=\sigma_{r} / \sqrt{2}$. Therefore, substituting back into (6.106) yields $c \geq 1+1 / \sqrt{2}$. This completes our proof of the first half of Theorem 6.3. We recall from Remark 6.3 that we conjecture the structure of $\boldsymbol{\Delta}$ given in (6.100) yields the maximizer of $\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} /\|\boldsymbol{\Delta}\|_{F}^{2}$.

Proof of Lemma 6.11 Let us rewrite $\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}=\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{2}} \boldsymbol{X}-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X}$. Since $\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X}=$ $\mathbf{0}$, we obtain

$$
\begin{align*}
\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X} & =\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{X}  \tag{6.107}\\
& =\boldsymbol{P}_{\tilde{U}_{2}}(\tilde{\boldsymbol{X}}-\boldsymbol{\Delta}) \quad(\text { since } \tilde{\boldsymbol{X}}=\boldsymbol{X}+\boldsymbol{\Delta}) \\
& =\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{U}}_{2}^{T} \tilde{\boldsymbol{X}}-\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{\Delta} .
\end{align*}
$$

Substituting $\tilde{\boldsymbol{X}}=\tilde{\boldsymbol{U}}_{1} \tilde{\boldsymbol{\Sigma}}_{1} \tilde{\boldsymbol{V}}_{1}^{T}+\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}$ yields

$$
\begin{aligned}
\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X} & =\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{U}}_{2}^{T}\left(\tilde{\boldsymbol{U}}_{1} \tilde{\boldsymbol{\Sigma}}_{1} \tilde{\boldsymbol{V}}_{1}^{T}+\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}\right)-\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{\Delta} \\
& =\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}-\boldsymbol{P}_{\tilde{\boldsymbol{U}}_{2}} \boldsymbol{\Delta}
\end{aligned}
$$

where in the last equality we use the fact that $\tilde{\boldsymbol{U}}_{2}^{T} \tilde{\boldsymbol{U}}_{1}=\mathbf{0}$ and $\tilde{\boldsymbol{U}}_{2}^{T} \tilde{\boldsymbol{U}}_{2}=\boldsymbol{I}_{m}$. Therefore,

$$
\begin{equation*}
\left\|\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X}\right\|_{F}=\left\|\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}-\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{\Delta}\right\|_{F} \tag{6.108}
\end{equation*}
$$

By the triangle inequality and the absolute homogeneity, (6.108) implies

$$
\begin{equation*}
\left\|\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X}\right\|_{F} \leq\left\|\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}\right\|_{F}+\left\|\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{\Delta}\right\|_{F} \tag{6.109}
\end{equation*}
$$

We shall bound each term on the RHS of (6.109) as follows. First, using Lemma 6.7, we can remove the semi-orthogonal matrices from within the Frobenius norm without changing the value of the norm:

$$
\left\|\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}\right\|_{F}=\left\|\tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}\right\|_{F}=\left\|\tilde{\boldsymbol{\Sigma}}_{2}\right\|_{F} .
$$

Since $\boldsymbol{\Sigma}_{2}=\mathbf{0}$, we further obtain

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}\right\|_{F}=\left\|\tilde{\boldsymbol{\Sigma}}_{2}-\boldsymbol{\Sigma}_{2}\right\|_{F} . \tag{6.110}
\end{equation*}
$$

In addition, recall that $\tilde{\boldsymbol{\Sigma}}_{2}$ and $\boldsymbol{\Sigma}_{2}$ are sub-matrices of $\tilde{\boldsymbol{\Sigma}}$ and $\boldsymbol{\Sigma}$, respectively. Thus,

$$
\begin{equation*}
\left\|\tilde{\Sigma}_{2}-\Sigma_{2}\right\|_{F} \leq\|\tilde{\Sigma}-\Sigma\|_{F} \tag{6.111}
\end{equation*}
$$

Moreover, by Mirsky's inequality in Proposition 6.1, we have

$$
\begin{equation*}
\|\tilde{\Sigma}-\boldsymbol{\Sigma}\|_{F}=\sqrt{\sum_{i=1}^{n}\left(\tilde{\sigma}_{i}-\sigma_{i}\right)^{2}} \leq\|\boldsymbol{\Delta}\|_{F} \tag{6.112}
\end{equation*}
$$

From (6.110), (6.111), and (6.112), it follows that

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{U}}_{2} \tilde{\boldsymbol{\Sigma}}_{2} \tilde{\boldsymbol{V}}_{2}^{T}\right\|_{F} \leq\|\boldsymbol{\Delta}\|_{F} \tag{6.113}
\end{equation*}
$$

Next, the second term on the RHS of (6.109), by Lemma 6.7, is bounded by

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{\Delta}\right\|_{F} \leq\|\boldsymbol{\Delta}\|_{F} \tag{6.114}
\end{equation*}
$$

Summing up (6.113) and (6.114), and combining the resulting inequality with (6.109), we conclude that

$$
\left\|\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X}\right\|_{F} \leq 2\|\boldsymbol{\Delta}\|_{F} .
$$

The proof of $\left\|\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{\mathbf{V}_{2}}}\right\|_{F} \leq 2\|\boldsymbol{\Delta}\|_{F}$ follows a similar derivation.

Proof of Lemma 6.12 In this subsection, we shall show that $\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\delta}_{P_{U_{2}}} \Delta\right\|_{F} \leq$ $\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}$. The proof of $\left\|\boldsymbol{\Delta} \boldsymbol{\delta}_{P_{V_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F} \leq \frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}$ can be derived similarly. Since

Definition 6.3 implies $\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}}=\boldsymbol{P}_{\tilde{U}_{2}}-\boldsymbol{P}_{\boldsymbol{U}_{2}}=\boldsymbol{P}_{\boldsymbol{U}_{1}}-\boldsymbol{P}_{\tilde{U}_{1}}$, we have

$$
\begin{align*}
\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{\Delta} & =\boldsymbol{P}_{\boldsymbol{U}_{2}}\left(\boldsymbol{P}_{\boldsymbol{U}_{1}}-\boldsymbol{P}_{\tilde{U}_{1}}\right) \boldsymbol{\Delta} \\
& =-\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}} \Delta, \tag{6.115}
\end{align*}
$$

where the second equality is due to $\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\boldsymbol{U}_{1}}=\mathbf{0}$ (see Lemma 6.3). It is now sufficient to bound the norm of $\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}} \boldsymbol{\Delta}$ by $\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}$. Let us consider two cases:

- If $\|\boldsymbol{\Delta}\|_{2} \geq \sigma_{r} / 2$, then applying Lemma 6.7-2 twice yields

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}} \boldsymbol{\Delta}\right\|_{F} \leq\|\boldsymbol{\Delta}\|_{F} \tag{6.116}
\end{equation*}
$$

Since $\|\boldsymbol{\Delta}\|_{F} \geq\|\boldsymbol{\Delta}\|_{2} \geq \sigma_{r} / 2$, multiplying both sides by $\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}$ yields

$$
\begin{equation*}
\|\boldsymbol{\Delta}\|_{F} \leq \frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2} \tag{6.117}
\end{equation*}
$$

From (6.116) and (6.117), we obtain $\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{\boldsymbol{U}}_{1}} \boldsymbol{\Delta}\right\|_{F} \leq \frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}$.

- If $\|\boldsymbol{\Delta}\|_{2}<\sigma_{r} / 2$, we need to use a different approach as follows. First, from Lemma 6.5, we have

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}} \boldsymbol{\Delta}\right\|_{F} \leq\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}}\right\|_{2}\|\boldsymbol{\Delta}\|_{F} \tag{6.118}
\end{equation*}
$$

Let us examine the product $\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{\boldsymbol{U}}_{1}}$. Let $\tilde{\boldsymbol{X}}_{1}=\tilde{\boldsymbol{U}}_{1} \tilde{\boldsymbol{\Sigma}}_{1} \tilde{\boldsymbol{V}}_{1}^{T}$ and $\tilde{\boldsymbol{X}}_{2}=\tilde{\boldsymbol{X}}-\tilde{\boldsymbol{X}}_{1}$.

From Weyl's inequality [226], we have

$$
\left|\tilde{\sigma}_{i}-\sigma_{i}\right| \leq\|\boldsymbol{\Delta}\|_{2}<\frac{\sigma_{r}}{2} \quad \text { for } i=1, \ldots, n .
$$

Thus, for any $1 \leq i \leq r$, it holds that

$$
\begin{equation*}
\tilde{\sigma}_{i}>\sigma_{i}-\frac{\sigma_{r}}{2} \geq \sigma_{r}-\frac{\sigma_{r}}{2}=\frac{\sigma_{r}}{2}>0 . \tag{6.119}
\end{equation*}
$$

Therefore, $\tilde{\boldsymbol{\Sigma}}_{1}=\operatorname{diag}\left(\tilde{\sigma}_{1}, \ldots, \tilde{\sigma}_{r}\right)$ is invertible. We can now denote the pseudo inverse of $\tilde{\boldsymbol{X}}_{1}$ by $\tilde{\boldsymbol{X}}_{1}^{\dagger}=\tilde{\boldsymbol{U}}_{1} \tilde{\boldsymbol{\Sigma}}_{1}^{-1} \tilde{\boldsymbol{V}}_{1}^{T}$. We have

$$
\begin{align*}
\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}} & =\boldsymbol{P}_{\boldsymbol{U}_{2}} \tilde{\boldsymbol{X}}_{1}\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T} & & \left(\text { since } \boldsymbol{P}_{\tilde{\boldsymbol{U}}_{1}}=\tilde{\boldsymbol{X}}_{1}\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T}\right) \\
& =\boldsymbol{P}_{\boldsymbol{U}_{2}}\left(\tilde{\boldsymbol{X}}-\tilde{\boldsymbol{X}}_{2}\right)\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T} & & \\
& =\boldsymbol{P}_{\boldsymbol{U}_{2}} \tilde{\boldsymbol{X}}\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T} & & \left(\text { since } \tilde{\boldsymbol{X}}_{2}\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T}=\mathbf{0}\right) \\
& =\boldsymbol{P}_{\boldsymbol{U}_{2}}(\boldsymbol{X}+\boldsymbol{\Delta})\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T} & & \\
& =\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T} . & & \left(\text { since } \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{X}=\mathbf{0}\right) \tag{6.120}
\end{align*}
$$

On the other hand, applying Lemmas 6.7 and 6.5, and the fact that $\left\|\boldsymbol{X}^{\dagger}\right\|_{2}=$ $1 / \sigma_{r}$, we obtain

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T}\right\|_{F} \leq \frac{1}{\tilde{\sigma}_{r}}\|\boldsymbol{\Delta}\|_{F} \tag{6.121}
\end{equation*}
$$

From (6.119), we can bound $\tilde{\sigma}_{r}$ by:

$$
\begin{equation*}
\tilde{\sigma}_{r}>\sigma_{r}-\frac{\sigma_{r}}{2}=\frac{\sigma_{r}}{2} . \tag{6.122}
\end{equation*}
$$

From (6.120), (6.121), and (6.122), we obtain

$$
\begin{equation*}
\left\|\boldsymbol{P}_{U_{2}} \boldsymbol{P}_{\tilde{U}_{1}}\right\|_{F}=\left\|\boldsymbol{P}_{U_{2}} \boldsymbol{\Delta}\left(\tilde{\boldsymbol{X}}_{1}^{\dagger}\right)^{T}\right\|_{F} \leq \frac{1}{\tilde{\sigma}_{r}}\|\boldsymbol{\Delta}\|_{F}<\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F} . \tag{6.123}
\end{equation*}
$$

Finally, substituting (6.123) back into (6.118) immediately yields $\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}} \boldsymbol{\Delta}\right\|_{F}<$

$$
\frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}
$$

Since in both cases $\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{P}_{\tilde{U}_{1}} \boldsymbol{\Delta}\right\|_{F} \leq \frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}$, we conclude from (6.115) that $\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{\Delta}\right\|_{F} \leq \frac{2}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}$ for any $\boldsymbol{\Delta}$.

### 6.8.5.2 Proof of the bound in (6.29)

Taking Frobenius norm on both sides of equation (6.89) and using its absolute homogeneity property, we obtain:

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}=\left\|\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{\delta}_{P_{V_{2}}}+\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\tilde{V}_{2}}\right\|_{F} . \tag{6.124}
\end{equation*}
$$

Applying the triangle inequality to the RHS of (6.124), we have

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq\left\|\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}\right\|_{F}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}\right\|_{F}+\left\|\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}}\right\|_{F} . \tag{6.125}
\end{equation*}
$$

To bound the RHS of (6.125), we proceed by bounding each of the terms on the RHS. The first term on the RHS of (6.125) can be bounded as follows. From (6.107), we have $\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}=\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}$. Using Lemmas 6.7 and 6.11, it follows that

$$
\begin{align*}
\left\|\boldsymbol{\delta}_{P_{U_{2}}} \boldsymbol{X} \boldsymbol{\delta}_{P_{V_{2}}}\right\|_{F} & =\left\|\boldsymbol{P}_{\tilde{U}_{2}} \boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F} \\
& \leq\left\|\boldsymbol{X} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}}\right\|_{F} \\
& \leq 2\|\boldsymbol{\Delta}\|_{F} . \tag{6.126}
\end{align*}
$$

Next, the second term on the RHS of (6.125) can be rewritten as the sum of two orthogonal components

$$
P_{U_{2}} \Delta \delta_{P_{V_{2}}}=P_{U_{2}} \Delta \delta_{P_{V_{2}}} P_{V_{1}}+P_{U_{2}} \Delta \delta_{P_{V_{2}}} P_{V_{2}} .
$$

By Lemma 6.6, we have

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}\right\|_{F}=\sqrt{\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{1}}\right\|_{F}^{2}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}} \tag{6.127}
\end{equation*}
$$

On the one hand, we consider the first term on the RHS of (6.127). Since

$$
\begin{align*}
\boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{1}} & =\left(\boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}}-\boldsymbol{P}_{\boldsymbol{V}_{2}}\right) \boldsymbol{P}_{\boldsymbol{V}_{1}} \\
& =\boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}} \boldsymbol{P}_{\boldsymbol{V}_{1}}, \tag{byLemma6.3}
\end{align*}
$$

we obtain

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{1}}\right\|_{F}=\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\tilde{V}_{2}} \boldsymbol{P}_{\boldsymbol{V}_{1}}\right\|_{F} \tag{6.128}
\end{equation*}
$$

Applying Lemma 6.7 to the RHS of (6.128) in order to eliminate the three projection matrices, we obtain

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{1}}\right\|_{F} \leq\|\boldsymbol{\Delta}\|_{F} \tag{6.129}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{V_{2}}} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F} \leq\|\boldsymbol{\Delta}\|_{F} \tag{6.130}
\end{equation*}
$$

Substituting (6.129), and (6.130) back into (6.127), we have

$$
\begin{equation*}
\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{\delta}_{\boldsymbol{P}_{\boldsymbol{V}_{2}}}\right\|_{F} \leq \sqrt{2}\|\boldsymbol{\Delta}\|_{F} \tag{6.131}
\end{equation*}
$$

Similarly, we also obtain

$$
\begin{equation*}
\left\|\boldsymbol{\delta}_{\boldsymbol{P}_{U_{2}}} \boldsymbol{\Delta} \boldsymbol{P}_{\tilde{\boldsymbol{V}}_{2}}\right\|_{F} \leq \sqrt{2}\|\boldsymbol{\Delta}\|_{F} \tag{6.132}
\end{equation*}
$$

Substituting (6.126), (6.131), and (6.132) back into (6.125), we obtain

$$
\begin{equation*}
\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq 2(1+\sqrt{2})\|\boldsymbol{\Delta}\|_{F} \tag{6.133}
\end{equation*}
$$

The proof of (6.29) is concluded by taking the minimum between the bounds in (6.133) and (6.28).

### 6.8.6 Proof of Theorem 6.4

Let us denote

$$
\boldsymbol{R}_{2 \boldsymbol{X}}(\Delta)=\boldsymbol{X}^{\dagger} \Delta^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}} \Delta^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \Delta\left(\boldsymbol{X}^{\dagger}\right)^{T} \Delta \boldsymbol{P}_{\boldsymbol{V}_{2}}
$$

It is straightforward to verify from (6.26) that $\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})=\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{\Delta}\|_{F}^{3}\right)$. Thus,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})-\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}=0 \tag{6.134}
\end{equation*}
$$

Lemma 6.13. Let $f$ and $g$ be some bounded real-valued functions defined on the set $\mathcal{C}$. Then it holds that

$$
\left|\sup _{\boldsymbol{x} \in \mathcal{C}} f(\boldsymbol{x})-\sup _{\boldsymbol{x} \in \mathcal{C}} g(\boldsymbol{x})\right| \leq \sup _{\boldsymbol{x} \in \mathcal{C}}|f(\boldsymbol{x})-g(\boldsymbol{x})| .
$$

Applying Lemma 6.13 to (6.134), we obtain

$$
\begin{equation*}
\left|\sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}-\sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}\right| \leq \sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon}\left|\frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}-\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}\right| . \tag{6.135}
\end{equation*}
$$

On the other hand, by the triangle inequality, we have

$$
\begin{equation*}
\left|\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}-\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}\right| \leq\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})-\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \tag{6.136}
\end{equation*}
$$

From (6.135) and (6.136), it holds that

$$
\begin{equation*}
\left|\sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}-\sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}\right| \leq \sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon}\left|\frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})-\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}\right| . \tag{6.137}
\end{equation*}
$$

Thus, taking both sides of (6.137) to the limit $\epsilon \rightarrow 0$ and rearranging terms yield

$$
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\| \|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{\boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}=\lim _{\epsilon \rightarrow 0^{+}} \sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}} .
$$

It now is sufficient to show that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0^{+}} \sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon} \frac{\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}}{\|\boldsymbol{\Delta}\|_{F}^{2}}=\frac{1}{\sigma_{r} \sqrt{3}} . \tag{6.138}
\end{equation*}
$$

Indeed, due to the orthogonality among the addends, we have

$$
\begin{align*}
\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2} & =\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}+\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} \\
& =\left\|\boldsymbol{X}^{\dagger} \boldsymbol{\Delta}^{T} \boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}} \boldsymbol{\Delta}^{T} \boldsymbol{X}^{\dagger}\right\|_{F}^{2}+\left\|\boldsymbol{P}_{\boldsymbol{U}_{2}} \boldsymbol{\Delta}\left(\boldsymbol{X}^{\dagger}\right)^{T} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{2}}\right\|_{F}^{2} . \tag{6.139}
\end{align*}
$$

Using the definition of $\boldsymbol{E}$ in (6.4), (6.139) can be represented as

$$
\begin{align*}
\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2} & =\left\|\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{21}^{T} \boldsymbol{E}_{22} \boldsymbol{V}_{2}^{T}\right\|_{F}^{2}+\left\|\boldsymbol{U}_{2} \boldsymbol{E}_{22} \boldsymbol{E}_{12}^{T} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{V}_{1}^{T}\right\|_{F}^{2}+\left\|\boldsymbol{U}_{2} \boldsymbol{E}_{21} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{12} \boldsymbol{V}_{2}^{T}\right\|_{F}^{2} \\
& =\left\|\boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{21}^{T} \boldsymbol{E}_{22}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{22} \boldsymbol{E}_{12}^{T} \boldsymbol{\Sigma}_{1}^{-1}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{21} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{E}_{12}\right\|_{F}^{2} \tag{6.140}
\end{align*}
$$

where the second equality stems from Lemma 6.7. Using Lemma 6.5 and the fact that $\left\|\boldsymbol{\Sigma}_{1}^{-1}\right\|_{2}=1 / \sigma_{r}$, we can bound the RHS of (6.140) by

$$
\begin{equation*}
\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2} \leq \frac{1}{\sigma_{r}^{2}}\left(\left\|\boldsymbol{E}_{21}\right\|_{F}^{2}\left\|\boldsymbol{E}_{22}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{22}\right\|_{F}^{2}\left\|\boldsymbol{E}_{12}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{12}\right\|_{F}^{2}\left\|\boldsymbol{E}_{21}\right\|_{F}^{2}\right) . \tag{6.141}
\end{equation*}
$$

Lemma 6.14 (Chebyshev's sum inequality [93]). For any $a, b, c \in \mathbb{R}$, we have

$$
3(a b+b c+c a) \leq(a+b+c)^{2}
$$

Applying Lemma 6.14 to (6.141) with $a=\left\|\boldsymbol{E}_{21}\right\|_{F}^{2}, b=\left\|\boldsymbol{E}_{22}\right\|_{F}^{2}$ and $c=\left\|\boldsymbol{E}_{12}\right\|_{F}^{2}$, we obtain

$$
\begin{align*}
\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F}^{2} & \leq \frac{1}{\sigma_{r}^{2}} \frac{\left(\left\|\boldsymbol{E}_{21}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{22}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{12}\right\|_{F}^{2}\right)^{2}}{3} \\
& \leq \frac{\left(\left\|\boldsymbol{E}_{11}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{12}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{21}\right\|_{F}^{2}+\left\|\boldsymbol{E}_{22}\right\|_{F}^{2}\right)^{2}}{3 \sigma_{r}^{2}}=\frac{\|\boldsymbol{E}\|_{F}^{4}}{3 \sigma_{r}^{2}}=\frac{\|\boldsymbol{\Delta}\|_{F}^{4}}{3 \sigma_{r}^{2}} \tag{6.142}
\end{align*}
$$

where the last equation stems from $\|\boldsymbol{E}\|_{F}=\left\|\boldsymbol{U}^{T} \boldsymbol{\Delta} \boldsymbol{V}\right\|_{F}=\|\boldsymbol{\Delta}\|_{F}$. From (6.142),
taking the square root and then taking the supremum yield

$$
\begin{equation*}
\sup _{\|\boldsymbol{\Delta}\|_{F}=\epsilon}\left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta})\right\|_{F} \leq \frac{\|\boldsymbol{\Delta}\|_{F}^{2}}{\sigma_{r} \sqrt{3}} . \tag{6.143}
\end{equation*}
$$

To show that (6.143) implies (6.138), we describe a particular choice of $\boldsymbol{\Delta}$ such that the inequality holds. Let us choose

$$
\boldsymbol{\Delta}(\epsilon) \triangleq \frac{\epsilon}{\sqrt{3}}\left(\boldsymbol{u}_{r} \boldsymbol{v}_{r+1}^{T}+\boldsymbol{u}_{r+1} \boldsymbol{v}_{r}^{T}+\boldsymbol{u}_{r+1} \boldsymbol{v}_{r+1}^{T}\right)
$$

where $\boldsymbol{u}_{r}, \boldsymbol{u}_{r+1}, \boldsymbol{v}_{r}$, and $\boldsymbol{v}_{r+1}$ are the corresponding left and right singular vectors of $\boldsymbol{X}$. Similar to (6.101), one can verify that $\|\boldsymbol{\Delta}(\epsilon)\|_{F}=\epsilon$. In addition, from Proposition 6.2, we have

$$
\begin{align*}
& \boldsymbol{E}_{12}=\boldsymbol{U}_{1}^{T} \boldsymbol{\Delta}(\epsilon) \boldsymbol{V}_{2}=\frac{\epsilon}{\sqrt{3}} \boldsymbol{e}_{r}^{r}\left(\boldsymbol{e}_{1}^{n-r}\right)^{T}, \boldsymbol{E}_{21}=\boldsymbol{U}_{2}^{T} \boldsymbol{\Delta}(\epsilon) \boldsymbol{V}_{1}=\frac{\epsilon}{\sqrt{3}} \boldsymbol{e}_{1}^{m-r}\left(\boldsymbol{e}_{r}^{r}\right)^{T} \\
& \boldsymbol{E}_{22}=\boldsymbol{U}_{2}^{T} \boldsymbol{\Delta}(\epsilon) \boldsymbol{V}_{2}=\frac{\epsilon}{\sqrt{3}} \boldsymbol{e}_{1}^{m-r}\left(\boldsymbol{e}_{1}^{n-r}\right)^{T} \tag{6.144}
\end{align*}
$$

Substituting (6.144) back into (6.140) yields

$$
\begin{aligned}
& \left\|\boldsymbol{R}_{2 \boldsymbol{X}}(\boldsymbol{\Delta}(\epsilon))\right\|_{F}^{2} \\
& =\left\|\frac{\epsilon^{2}}{3} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{e}_{r}^{r}\left(\boldsymbol{e}_{1}^{m-r}\right)^{T} \boldsymbol{e}_{1}^{m-r}\left(\boldsymbol{e}_{1}^{n-r}\right)^{T}\right\|_{F}^{2}+\left\|\frac{\epsilon^{2}}{3} \boldsymbol{e}_{1}^{m-r}\left(\boldsymbol{e}_{1}^{n-r}\right)^{T} \boldsymbol{e}_{1}^{n-r}\left(\boldsymbol{e}_{r}^{r}\right)^{T} \boldsymbol{\Sigma}_{1}^{-1}\right\|_{F}^{2} \\
& \quad+\left\|\frac{\epsilon^{2}}{3} \boldsymbol{e}_{1}^{m-r} \boldsymbol{e}_{r}^{T} \boldsymbol{\Sigma}_{1}^{-1} \boldsymbol{e}_{r}\left(\boldsymbol{e}_{1}^{n-r}\right)^{T}\right\|_{F}^{2} \\
& =\frac{\epsilon^{4}}{9}\left(\frac{1}{\sigma_{r}^{2}}+\frac{1}{\sigma_{r}^{2}}+\frac{1}{\sigma_{r}^{2}}\right)=\frac{\|\boldsymbol{\Delta}\|_{F}^{4}}{3 \sigma_{r}^{2}} . \quad \quad \quad\left(\text { since }\|\boldsymbol{\Delta}(\epsilon)\|_{F}=\epsilon\right)
\end{aligned}
$$

Therefore, the equality in (6.143) holds when $\boldsymbol{\Delta}=\boldsymbol{\Delta}(\epsilon)$, for any $\epsilon>0$. This completes our proof of the theorem.

### 6.8.6.1 Proof of Lemma 6.13

Since $f(\boldsymbol{x})-g(\boldsymbol{x}) \leq|f(\boldsymbol{x})-g(\boldsymbol{x})|$, we have $f(\boldsymbol{x}) \leq|f(\boldsymbol{x})-g(\boldsymbol{x})|+g(\boldsymbol{x})$. Taking the supremum yields

$$
\begin{aligned}
\sup _{\boldsymbol{x} \in \mathcal{C}} f(\boldsymbol{x}) & \leq \sup _{\boldsymbol{x} \in \mathcal{C}}\{|f(\boldsymbol{x})-g(\boldsymbol{x})|+g(\boldsymbol{x})\} \\
& \leq \sup _{\boldsymbol{x} \in \mathcal{C}}|f(\boldsymbol{x})-g(\boldsymbol{x})|+\sup _{\boldsymbol{x} \in \mathcal{C}} g(\boldsymbol{x}) .
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\sup _{\boldsymbol{x} \in \mathcal{C}} f(\boldsymbol{x})-\sup _{\boldsymbol{x} \in \mathcal{C}} g(\boldsymbol{x}) \leq \sup _{\boldsymbol{x} \in \mathcal{C}}|f(\boldsymbol{x})-g(\boldsymbol{x})| . \tag{6.145}
\end{equation*}
$$

Changing the roles of $f$ and $g$, we also obtain

$$
\begin{equation*}
\sup _{\boldsymbol{x} \in \mathcal{C}} g(\boldsymbol{x})-\sup _{\boldsymbol{x} \in \mathcal{C}} f(\boldsymbol{x}) \leq \sup _{\boldsymbol{x} \in \mathcal{C}}|f(\boldsymbol{x})-g(\boldsymbol{x})| . \tag{6.146}
\end{equation*}
$$

Our inequality follows on combining (6.145) and (6.146).

## Chapter 7: On Local Convergence of Iterative Hard Thresholding for Matrix Completion ${ }^{1}$

Iterative hard thresholding (IHT) has gained in popularity over the past decades in large-scale optimization. However, convergence property of this method has only been explored recently in non-convex settings. In matrix completion, existing works often focus on the guarantee of global convergence of IHT via standard assumptions such as incoherence property and uniform sampling. While such analysis provides a global upper bound on the linear convergence rate, it does not describe the actual performance of IHT in practice. In this chapter, we provide a novel insight into the local convergence of a specific variant of IHT for matrix completion. We uncover the exact linear rate of IHT in a closed-form expression and identify the region of convergence in which the algorithm is guaranteed to converge. Furthermore, we utilize random matrix theory to study the linear rate of convergence of IHTSVD for large-scale matrix completion. We find that asymptotically, the rate can be expressed in closed form in terms of the relative rank and the sampling rate. Finally, we present various numerical results to verify the aforementioned theoretical analysis.

[^29]
### 7.1 Introduction

Matrix completion is a fundamental problem that arises in many areas of signal processing and machine learning such as collaborative filtering [176, 188, 189, 200], system identification $[136,137,156]$ and dimension reduction $[31,228]$. The problem can be explained as follows. Let $\boldsymbol{M} \in \mathbb{R}^{n_{1} \times n_{2}}$ be the underlying matrix with rank $r$ and $\Omega$ be the set of locations corresponding to the observed entries of $\boldsymbol{M}$, i.e., $(i, j) \in \Omega$ if $M_{i j}$ is observed. The goal is to recover the unknown entries of $\boldsymbol{M}$, belonging to the complement set $\bar{\Omega}$.

To understand the feasibility of matrix completion, let us describe $\boldsymbol{M}$ as

$$
\boldsymbol{M}=\sum_{i=1}^{r} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{T}
$$

where $\sigma_{i}$ is the $i$-th largest singular value of $\boldsymbol{M}, \boldsymbol{u}_{i}$ and $\boldsymbol{v}_{i}$ are the corresponding left and right singular vectors. Since each set of the left and right singular vectors are orthonormal, the degrees of freedom of matrix completion is given by

$$
r+\sum_{i=1}^{r}\left(n_{1}-i\right)+\sum_{j=1}^{r}\left(n_{2}-j\right)=\left(n_{1}+n_{2}-r\right) r
$$

which is significantly less than the total number of entries in $\boldsymbol{M}$ when $r$ is small. This implies possibility of recovering the entire matrix even when only a few entries are observed. However, not every matrix with more than $\left(n_{1}+n_{2}-r\right) r$ observed entries can be completed. For instance, if an entire column (or row) of a rank-one matrix is missing, then the matrix cannot be recovered. Similarly, if a
low-rank matrix contains too many zero entries, then the observed entries might end up being all zero, thereby not providing any clue about the missing entries. The aforementioned argument motivates the two standard assumptions in matrix completion: the incoherence condition and the random sampling model. Under these assumptions, Candès and Recht [33] showed that matrix completion can be solved exactly for most settings of the low-rank matrix $\boldsymbol{M}$ and the sampling set $\Omega$. This breakthrough has started a long line of research on efficient methods for solving matrix completion.

In the same work, Candès and Recht [33] proposed a convex relaxation approach to matrix completion, replacing the original linearly constrained rank minimization problem by a linearly constrained nuclear norm minimization problem. Their result leads to a well-known class of proximal-type algorithms for nuclear norm minimization [27, 107, 145, 205] with rigorous mathematical guarantees and extensions of classic acceleration techniques. Nonetheless, convex-relaxed methods are generally considered slow compared to their non-convex counterparts in practice. While interior-point methods for solving the nuclear norm minimization problem is computationally expensive and even infeasible for large matrices, proximal-type algorithms suffer from slow convergence due to the conservative nature of the softthresholding operator [117, 213].

Another approach to matrix completion is known as iterative hard thresholding. To address the computational concern from the use of convex relaxation, IHT methods have been proposed to directly solve the non-convex rank minimization problem [79, 104]. Each IHT iteration takes one step in the opposite direction of
the gradient and another step projecting the result onto the set of rank-r matrices. Since the process resembles hard-thresholding singular values, we refer to the class of algorithms using this technique as iterative hard thresholding. When the solution is low-rank, hard-thresholding algorithms is more efficient than their soft-thresholding counterparts in both computational complexity per iteration and convergence speed. Variants of plain IHT with faster convergence have also been developed, including normalized IHT [201], conjugate gradient IHT [18], Nesterov's accelerated gradient IHT [213], Heavy-Ball IHT [214], just to name a few. The drawback of IHT methods, however, is the lack of mathematical guarantees on their convergence behavior. As pointed out in [104], the restricted isometry property (RIP), which is widely-used in establishing the global convergence in matrix sensing, does not hold for matrix completion. Therefore, the global convergence of IHT methods for matrix completion is still an open question. Until recently, the only guarantee on the global convergence of a IHT method, to the best of our knowledge, is provided in [105]. In their work, the authors considered a variant of the singular value projection (SVP) algorithm with resampling scheme and proved the fast linear convergence of the proposed algorithm with a sample complexity that depends on the condition number and desired accuracy. Notwithstanding, this result imposes some limitations at conceptual, practical and theoretical levels due to the requirement of resampling [199]. In a different perspective, local convergence of IHT methods has also been studied by Chunikhina et. al. [46]. In particular, by considering a special case of the SVP algorithm with unit step size, called iterative hard-thresholded singular value decomposition (IHTSVD), the au-
thors showed that IHTSVD converges linearly to the solution $\boldsymbol{M}$ as long as the algorithm is initialized close enough to $\boldsymbol{M}$. Consequently, this analysis explains the superior performance of IHT methods over proximal-type methods in practice. ${ }^{2}$ A similar approach can be found in the unpublished work of Lai and Varghese [120]. However, we remark that while the later work proves the existence of an upper bound on the linear convergence rate of IHTSVD, the former provides an exact expression of the rate that depends directly on the structure of $\boldsymbol{M}$ and $\Omega$.

The most popular approach to matrix completion is non-convex factorization. This approach stems from the Burer-Monteiro factorization [26], whereby the lowrank matrix is viewed as a product of two low-rank components. The resulting least squares problem is unconstrained albeit non-convex. Recent progress in this approach has shown that any local minimum of the re-parameterized problem is also a global minimum $[76,199]$. Thus, basic optimization procedures such as gradient descent $[43,144,199]$ and alternating minimization $[40,91,92,106]$ can provably find the global solution at a linear convergence rate. The exact linear convergence rate of gradient descent for matrix completion has recently been studied by Vu and Raich [215]. In Table 7.1, we summarize the aforementioned approaches to matrix completion and the corresponding algorithms existing in the literature.

This chapter is developed based on the work of Chunikhina et. al. [46] on the local convergence of the IHTSVD algorithm for matrix completion. Our main contribution is three-fold. First, we propose a novel analysis of the local convergence

[^30]Table 7.1: Three common formulations of matrix completion problem.

| Problem formulation | Description | Algorithms |
| :---: | :---: | :---: |
| Linearly constrained nuclear norm minimization | $\min _{\boldsymbol{X} \in \mathbb{R}^{n_{1} \times n_{2}}}\\|\boldsymbol{X}\\|_{*} \text { s.t. } X_{i j}=M_{i j}, \quad(i, j) \in \Omega$ | Semi-definite programming (SDP) [33], singular value thresholding (SVT) [27], accelerated proximal gradient (APG) [205], conditional gradient descent (CGD) [23, 102, 172] |
| Rankconstrained least squares | $\min _{\boldsymbol{X} \in \mathbb{R}^{n_{1} \times n_{2}}} \sum_{(i, j) \in \Omega}\left(X_{i j}-M_{i j}\right)^{2} \text { s.t. } \operatorname{rank}(\boldsymbol{X}) \leq r$ | Singular value projection (SVP) [104], normalized IHT (NIHT) [201], conjugate gradient IHT (CGIHT) [18], iterative hard-thresholded SVD (IHTSVD) [46], accelerated IHT [213, 214] |
| Low-rank factorization | $\min _{\boldsymbol{Y} \in \mathbb{R}^{n_{1} \times r}, \boldsymbol{Z} \in \mathbb{R}^{n_{2} \times r}} \sum_{(i, j) \in \Omega}\left(\left(\boldsymbol{Y} \boldsymbol{Z}^{\top}\right)_{i j}-M_{i j}\right)^{2}$ | Alternating minimization (AM) [91, 106], gradient descent (GD) [144, 199], projected gradient descent (PGD) [26, 43], stochastic gradient descent (SGD) [199] |

of IHTSVD for matrix completion. The proposed analysis establishes the region of convergence that is proportional to the least non-zero singular value of $\boldsymbol{M}$. Moreover, we show that the convergence is asymptotically linear and the exact rate can be described in a closed-form expression of the projections onto the (left and right) null spaces of $\boldsymbol{M}$ and the sampling pattern $\Omega$. Second, based on the exact linear rate, we utilize random matrix theory to study the asymptotic behavior of IHTSVD in large-scale matrix completion. As the size of $\boldsymbol{M}$ grows to infinity, we uncover the linear rate of IHTSVD converges to a deterministic constant that can be expressed in closed form in terms of the relative rank and the sampling rate. Finally, we present extensive results to verify our proposed exact rate of convergence as well as the asymptotic rate of IHTSVD in large-scale settings.

### 7.2 Preliminaries

### 7.2.1 Notation

Throughout the chapter, we use the notations $\|\cdot\|_{F},\|\cdot\|_{2}$, and $\|\cdot\|_{2, \infty}$ to denote the Frobenius norm, the spectral norm and the $l_{2} / l_{\infty}$ norm (i.e., the largest $l_{2}$ norm of the rows) of a matrix, respectively. Occasionally, $\|\cdot\|_{2}$ is used on a vector to denote the Euclidean norm. The notation $[n]$ refers to the set $\{1,2, \ldots, n\}$. Boldfaced symbols are reserved for vectors and matrices. In addition, let $\boldsymbol{I}_{n}$ denote the $n \times n$ identity matrix. $\otimes$ denotes the Kronecker product between two matrices.

For a matrix $\boldsymbol{X} \in \mathbb{R}^{n_{1} \times n_{2}}, X_{i j}$ refers to the $(i, j)$ element of $\boldsymbol{X}$. We denote
$\sigma_{\max }(\boldsymbol{X})$ and $\sigma_{\min }(\boldsymbol{X})$ as the largest and smallest singular values of $\boldsymbol{X}$, respectively, and denote $\kappa(\boldsymbol{X})=\sigma_{\max }(\boldsymbol{X}) / \sigma_{\min }(\boldsymbol{X})$ as the condition number of $\boldsymbol{X} . \operatorname{vec}(\boldsymbol{X})$ denotes the vectorization of $\boldsymbol{X}$ by stacking its columns on top of one another. Let $\boldsymbol{F}(\boldsymbol{X})$ be a matrix-valued function of $\boldsymbol{X}$. Then, for some $k>0$, we use $\boldsymbol{F}(\boldsymbol{X})=\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{X}\|_{F}^{k}\right)$ to imply

$$
\lim _{\delta \rightarrow 0} \sup _{\|\boldsymbol{X}\|_{F}=\delta} \frac{\|\boldsymbol{F}(\boldsymbol{X})\|_{F}}{\|\boldsymbol{X}\|_{F}^{k}}<\infty .
$$

### 7.2.2 Background

Let us use $\boldsymbol{M}$ to denote the underlying $n_{1} \times n_{2}$ real matrix with rank

$$
\begin{equation*}
1 \leq r \leq m=\min \left\{n_{1}, n_{2}\right\} \tag{7.1}
\end{equation*}
$$

The sampling set $\Omega$ is a subset of the Cartesian product $\left[n_{1}\right] \times\left[n_{2}\right]$, with cardinality of $1 \leq s<n_{1} n_{2}$. Furthermore, the orthogonal projection associated with $\Omega$ is given in the following:

Definition 7.1. The orthogonal projection onto the set of matrices supported in $\Omega$ is defined as a linear operator $\mathcal{P}_{\Omega}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{n_{1} \times n_{2}}$ satisfying

$$
\left[\mathcal{P}_{\Omega}(\boldsymbol{X})\right]_{i j}= \begin{cases}X_{i j} & \text { if }(i, j) \in \Omega \\ 0 & \text { if }(i, j) \in \bar{\Omega}\end{cases}
$$

where $\bar{\Omega}$ denotes the complement set of $\Omega$.

If we consider vector spaces instead of matrix spaces, the orthogonal projection $\mathcal{P}_{\Omega}$ can also be viewed as a selection matrix corresponding to $\Omega$ :

Definition 7.2. The selection matrix $\boldsymbol{S}_{\Omega} \in \mathbb{R}^{n_{1} n_{2} \times s}$ comprises a subset of $s$ columns of the identity matrix of dimension $n_{1} n_{2}$ such that

$$
\left\{\begin{array}{l}
\boldsymbol{S}_{\Omega}^{\top} \boldsymbol{S}_{\Omega}=\boldsymbol{I}_{s}, \\
\operatorname{vec}\left(\mathcal{P}_{\Omega}(\boldsymbol{X})\right)=\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \operatorname{vec}(\boldsymbol{X})
\end{array}\right.
$$

Corresponding to the complement set $\bar{\Omega}$, we also define similar notations for $\mathcal{P}_{\bar{\Omega}}$ : $\mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{n_{1} \times n_{2}}$ and $\boldsymbol{S}_{\bar{\Omega}} \in \mathbb{R}^{n_{1} n_{2} \times\left(n_{1} n_{2}-s\right)}$.

Next, using the notation of $\mathcal{P}_{\Omega}$, we can formulate the matrix completion problem as follows:

$$
\begin{equation*}
\min _{\boldsymbol{X} \in \mathbb{R}^{n} \times n_{2}} \frac{1}{2}\left\|\mathcal{P}_{\Omega}(\boldsymbol{X}-\boldsymbol{M})\right\|_{F}^{2} \text { s.t. } \operatorname{rank}(\boldsymbol{X}) \leq r \tag{7.2}
\end{equation*}
$$

One natural approach to the optimization problem (7.2) is projected gradient descent. Starting at some $\boldsymbol{X}^{(0)}$, we iteratively update the current matrix by (i) taking a step in the opposite direction of the gradient and (ii) projecting the result back onto the set of matrices with rank less than or equal to $r$. It follows that

$$
\begin{equation*}
\boldsymbol{X}^{(k+1)}=\mathcal{P}_{r}\left(\boldsymbol{X}^{(k)}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X}^{(k)}-\boldsymbol{M}\right)\right), \tag{7.3}
\end{equation*}
$$

where $\eta$ is the step size and $\mathcal{P}_{r}$ is the rank- $r$ projection (formally defined later in Definition 7.3). Due to the singular value truncating nature of the projection
$\mathcal{P}_{r}, \mathrm{PGD}$ is often referred as the iterative hard thresholding (IHT) method for matrix completion [79]. In [104], IHT with step size $\eta=n_{1} n_{2} / s$ is also named as the Singular Value Projection (SVP) algorithm for matrix completion. In the literature, PGD with step size $\eta=n_{1} n_{2} / s$ is also known as the Singular Value Projection (SVP) algorithm for matrix completion [104]. It is interesting to note that under certain assumptions, [105] showed that the algorithm enjoys a fast global linear convergence with this choice of step size. On the other hand, setting the step size $\eta=1$ yields the following update

$$
\begin{align*}
\boldsymbol{X}^{(k+1)} & =\mathcal{P}_{r}\left(\boldsymbol{X}^{(k)}-\mathcal{P}_{\Omega}\left(\boldsymbol{X}^{(k)}-\boldsymbol{M}\right)\right) \\
& =\mathcal{P}_{r}\left(\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{X}^{(k)}\right)+\mathcal{P}_{\Omega}(\boldsymbol{M})\right) \tag{7.4}
\end{align*}
$$

Note that $\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{X}^{(k)}\right)+\mathcal{P}_{\Omega}(\boldsymbol{M})$ is a linear orthogonal projection of $\boldsymbol{X}^{(k)}$ onto the set of matrices with the same support as $\boldsymbol{M}$ in $\Omega$. This motivates the IHTSVD algorithm [46] that alternates between two projection steps: the set of low-rank matrices and the projection onto the set of matrices with the same support as $\boldsymbol{M}$ in $\Omega$ (see Algorithm 7.1). This chapter, developed based on [46], focuses on local convergence properties of IHTSVD. Compared to the existing global convergence analysis for matrix completion, our setting does not require certain assumptions such as the incoherence of $\boldsymbol{M}$, the uniform randomness of $\Omega$, and the low sample complexity, e.g., $s=\mathcal{O}\left(r^{5} n \log n\right)$ in [105]. We also note that the proposed analysis can be extended to other variants of PGD with different step sizes.

Finally, we present a formal definition of the rank- $r$ projection. Consider matrix
$\boldsymbol{X} \in \mathbb{R}^{n_{1} \times n_{2}}$ with the singular value decomposition

$$
\boldsymbol{X}=\sum_{i=1}^{m} \sigma_{i}(\boldsymbol{X}) \boldsymbol{u}_{i}(\boldsymbol{X}) \boldsymbol{v}_{i}^{\top}(\boldsymbol{X})
$$

where $\sigma_{1}(\boldsymbol{X}) \geq \ldots \geq \sigma_{m}(\boldsymbol{X}) \geq 0$ are the singular values of $\boldsymbol{X}$ and $\left\{\boldsymbol{u}_{1}(\boldsymbol{X}), \ldots, \boldsymbol{u}_{m}(\boldsymbol{X})\right\}$, $\left\{\boldsymbol{v}_{1}(\boldsymbol{X}), \ldots, \boldsymbol{v}_{m}(\boldsymbol{X})\right\}$ are the sets of left and right singular vectors of $\boldsymbol{X}$, respectively.

Definition 7.3. The rank-r projection of $\boldsymbol{X}$ is defined as

$$
\mathcal{P}_{r}(\boldsymbol{X})=\sum_{i=1}^{r} \sigma_{i}(\boldsymbol{X}) \boldsymbol{u}_{i}(\boldsymbol{X}) \boldsymbol{v}_{i}^{\top}(\boldsymbol{X})
$$

The rank- $r$ projection of $\boldsymbol{X}$ is unique if and only if $\sigma_{r}(\boldsymbol{X})>\sigma_{r+1}(\boldsymbol{X})$ or $\sigma_{r}(\boldsymbol{X})=0$ [61]. Since $\mathcal{P}_{r}(\boldsymbol{X})$ zeroes out all the small singular value of $\boldsymbol{X}$, it is often referred as the singular value hard-thresholding operator. Since $\boldsymbol{M}$ is a rank- $r$ matrix, we have

$$
\boldsymbol{M}=\mathcal{P}_{r}(\boldsymbol{M})=\sum_{i=1}^{r} \sigma_{i} \boldsymbol{u}_{i} \boldsymbol{v}_{i}^{\top}=\boldsymbol{U}_{r} \boldsymbol{\Sigma}_{r} \boldsymbol{V}_{r}^{\top}
$$

where $\Sigma_{r}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$ contains the singular values of $\boldsymbol{M}$ and $\boldsymbol{U}_{r}=\left[u_{1}, \ldots, u_{r}\right] \in$ $\mathbb{R}^{n_{1} \times r}, \boldsymbol{V}_{r}=\left[v_{1}, \ldots, v_{r}\right] \in \mathbb{R}^{n_{2} \times r}$ are comprised of the first $r$ left and right singular vectors of $\boldsymbol{M}$, respectively. ${ }^{3}$ Denote $\boldsymbol{U}_{\perp}=\left[u_{r+1}, \ldots, u_{n_{1}}\right] \in \mathbb{R}^{n_{1} \times\left(n_{1}-r\right)}$ and $\boldsymbol{V}_{\perp}=\left[v_{r+1}, \ldots, v_{n_{2}}\right] \in \mathbb{R}^{n_{2} \times\left(n_{2}-r\right)}$. The projections onto the left and right null

[^31]spaces of $\boldsymbol{M}$ are uniquely defined as
\[

$$
\begin{aligned}
& \boldsymbol{P}_{\boldsymbol{U}_{\perp}}=\boldsymbol{U}_{\perp} \boldsymbol{U}_{\perp}^{\top}=\boldsymbol{I}_{n_{1}}-\sum_{i=1}^{r} u_{i} u_{i}^{\top} \\
& \boldsymbol{P}_{\boldsymbol{V}_{\perp}}=\boldsymbol{V}_{\perp} \boldsymbol{V}_{\perp}^{\top}=\boldsymbol{I}_{n_{2}}-\sum_{i=1}^{r} v_{i} v_{i}^{\top}
\end{aligned}
$$
\]

### 7.2.3 Related Work

Traditional approaches to matrix completion often make assumptions on the incoherence of the underlying matrix $\boldsymbol{M}$ and the randomness of the sampling set. First, the incoherence condition for matrix completion, introduced by Candès and Recht [33], is stated as:

Assumption 7.1 (Incoherence). The matrix $\boldsymbol{M}=\boldsymbol{U}_{r} \boldsymbol{\Sigma}_{r} \boldsymbol{V}_{r}^{\top}$ is $\mu$-incoherent, i.e.,

$$
\left\|\boldsymbol{U}_{r}\right\|_{2, \infty} \leq \sqrt{\frac{\mu r}{n_{1}}} \text { and }\left\|\boldsymbol{V}_{r}\right\|_{2, \infty} \leq \sqrt{\frac{\mu r}{n_{2}}} .
$$

Intuitively, an incoherent matrix has well-spread singular vectors and is less likely in the null space of the sampling operator. A common setting that generates incoherent matrices is the random orthogonal model:

Definition 7.4 (Random orthogonal model). The Haar measure provides a uniform and translation-invariant distribution over the group of $n \times n$ orthogonal matrices $\mathbb{O}(n) . \boldsymbol{M}$ is said to follow a random orthogonal model if $\boldsymbol{U}_{r}$ and $\boldsymbol{V}_{r}$ are sub-matrices of Haar-distributed matrices in $\mathbb{O}\left(n_{1}\right)$ and $\mathbb{O}\left(n_{2}\right)$, respectively.

Second, in order to avoid adversarial patterns in the sampling set, it is also common to assume that each entry in $\Omega$ is selected randomly:

Assumption 7.2 (Uniform sampling). The sampling set $\Omega$ is obtained by selecting $s$ elements uniformly at random from the Cartesian product $\left[n_{1}\right] \times\left[n_{2}\right]$.

We note that a similar but not equivalent assumption on the sampling set is the Bernoulli model in which each entry of $\boldsymbol{M}$ is observed independently with probability $s / n_{1} n_{2}$ [199]. Under these two standard assumptions, Candès and Recht [33] showed that symmetric matrix completion of size $n$ can be solved exactly provided that the number of observations is sufficiently large, i.e., $s=\mathcal{O}\left(n^{1.2} r \log n\right)$. Later on, global convergence guarantees for various matrix-completion algorithms have been actively developed, with improved bounds on the sample complexity. Examples of these works include $[92,105,144,174,199]$. It is worthwhile mentioning that ideally, one would like to recover the low-rank matrix from a minimum number of observations, which is in the order the degrees of freedom of the problem, i.e., $\mathcal{O}(n r)$.

In this chapter, we study the convergence of IHT for matrix completion from a different perspective. Without any assumptions about the incoherence of $\boldsymbol{M}$ and the randomness of the sampling set $\Omega$, we identify a deterministic condition on the structure of $\boldsymbol{M}$ and $\Omega$ such that the local linear convergence of IHTSVD can be guaranteed. Compared to the aforementioned bounds on the global convergence rate, our result is exact and tighter thanks to the exploitation of the local structure of the problem. Our technique utilizes the recently developed error bound for
the first-order Taylor expansion of the rank-r projection, proposed by Vu et. al. in [211]. The result is rephrased below.

Proposition 7.1 (Rephrased from [211]). For any $\boldsymbol{\Delta} \in \mathbb{R}^{n_{1} \times n_{2}}$, we have

$$
\begin{equation*}
\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{\Delta})=\boldsymbol{M}+\boldsymbol{\Delta}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{\Delta} \boldsymbol{P}_{\boldsymbol{V}_{\perp}}+\boldsymbol{R}(\boldsymbol{\Delta}) \tag{7.5}
\end{equation*}
$$

where the residual $\boldsymbol{R}: \mathbb{R}^{n_{1} \times n_{2}} \rightarrow \mathbb{R}^{n_{1} \times n_{2}}$ satisfies:

$$
\|\boldsymbol{R}(\boldsymbol{\Delta})\|_{F} \leq \frac{c_{1}}{\sigma_{r}}\|\boldsymbol{\Delta}\|_{F}^{2}
$$

for some universal constant $1+1 / \sqrt{2} \leq c_{1} \leq 4(1+\sqrt{2})$.

The rest of the chapter is organized as follows. In Section 7.3, we provide the local convergence analysis of IHTSVD for matrix completion and the proof of the main result. Next, Section 7.4 presents a brief summary of related results in random matrix theory, followed by our novel result on the asymptotic behavior of the convergence rate in large-scale settings. The numerical results to verify the analysis in Sections 7.3 and 7.4 are given in Section 7.5. Finally, we put the detailed proofs of all the main theorems and lemmas in the appendix.

### 7.3 Local Convergence of IHTSVD

This section presents our analysis of local convergence of IHTSVD. First, we leverage the results in perturbation analysis to identify the Taylor series expansion of

```
Algorithm 7.1 IHTSVD
Require: \(\mathcal{P}_{\Omega}(\boldsymbol{M}), r, K\)
Ensure: \(\boldsymbol{X}^{(K)}\)
    : Initialize \(\boldsymbol{X}^{(0)}\)
    for \(k=0,1, \ldots, K-1\) do
        \(\boldsymbol{Y}^{(k)}=\mathcal{P}_{r}\left(\boldsymbol{X}^{(k)}\right)\)
        \(\boldsymbol{X}^{(k+1)}=\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{Y}^{(k)}\right)+\mathcal{P}_{\Omega}(\boldsymbol{M})\)
```

the rank- $r$ projection. Next, the approximation allows us to derive the nonlinear difference equation that describes the change in the distance to the local optimum through IHT iterations. Closed-form expressions of the asymptotic convergence rate and the region of convergence are also given as a result of our analysis.

### 7.3.1 Main Result

Our local convergence result is stated as follows:

Theorem 7.1. Let $\left\{\boldsymbol{X}^{(k)}\right\}$ be the sequence of matrices generated by Algorithm 7.1, i.e., for $k=0,1, \ldots$ :

$$
\begin{equation*}
\boldsymbol{X}^{(k+1)}=\mathcal{P}_{\bar{\Omega}}\left(\mathcal{P}_{r}\left(\boldsymbol{X}^{(k)}\right)\right)+\mathcal{P}_{\Omega}(\boldsymbol{M}) \tag{7.6}
\end{equation*}
$$

and assume that $\lambda_{\min }(\boldsymbol{H})>0$ and $\boldsymbol{X}^{(0)}$ satisfies:

$$
\begin{equation*}
\left\|\boldsymbol{X}^{(0)}-\boldsymbol{M}\right\|_{F}<\frac{\lambda_{\min }(\boldsymbol{H})}{c_{1}} \sigma_{r} \tag{7.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{S}_{\bar{\Omega}} \quad \in \mathbb{R}^{\left(n_{1} n_{2}-s\right) \times\left(n_{1} n_{2}-s\right)} \tag{7.8}
\end{equation*}
$$

Then, $\left\|\boldsymbol{X}^{(k)}-\boldsymbol{M}\right\|_{F}$ converge asymptotically at a linear rate of

$$
\begin{equation*}
\rho=1-\lambda_{\min }(\boldsymbol{H}) \tag{7.9}
\end{equation*}
$$

Specifically, for any $\epsilon>0,\left\|\boldsymbol{X}^{(k)}-\boldsymbol{M}\right\|_{F} \leq \epsilon\left\|\boldsymbol{X}^{(0)}-\boldsymbol{M}\right\|_{F}$ for all $k$ such that

$$
\begin{equation*}
k \geq N(\epsilon)=\left\lceil\frac{\log (1 / \epsilon)+c_{2}}{\log \left(1 /\left(1-\lambda_{\min }(\boldsymbol{H})\right)\right)}\right\rceil \tag{7.10}
\end{equation*}
$$

where $c_{2}>0$ is a constant depending only on $\boldsymbol{X}^{(0)}$ and $\boldsymbol{M}$.

Theorem 7.1 provides a closed-form expression of the linear convergence rate of IHTSVD for matrix completion. As can be seen in (7.10), the speed of convergence depends strongly on how close the smallest eigenvalue of $\boldsymbol{H}$ is to zero: as $\lambda_{\text {min }}(\boldsymbol{H})$ approaches 0 , the number of iterations needed to reach a relative accuracy of $\epsilon$, i.e., $N(\epsilon)$, grows to infinity. In fact, when $\lambda_{\min }(\boldsymbol{H})=0$, the condition in (7.7) cannot be satisfied and hence, there is no linear convergence guarantee provided by our theorem in this case. On the other hand, from (7.8), one can verify that all eigenvalues of $\boldsymbol{H}$ lie between 0 and 1 since the norm of either a projection matrix or a selection matrix is less than or equal to 1 . This combined with the aforementioned condition that $\lambda_{\min }(\boldsymbol{H})>0$ ensures the linear convergence rate $\rho$ in (7.9) belongs to $[0,1)$.

Remark 7.1. Theorem 7.1 does not guarantee linear convergence when $\lambda_{\min }(\boldsymbol{H})=$ 0. Interestingly, one such situation is when $\boldsymbol{H}$ is rank-deficient. Let us represent

$$
\boldsymbol{H}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{V}_{\perp} \otimes \boldsymbol{U}_{\perp}\right)\left(\boldsymbol{V}_{\perp} \otimes \boldsymbol{U}_{\perp}\right)^{\top} \boldsymbol{S}_{\bar{\Omega}}=\boldsymbol{W} \boldsymbol{W}^{\top}
$$

where $\boldsymbol{W}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{V}_{\perp} \otimes \boldsymbol{U}_{\perp}\right) \in \mathbb{R}^{\left(n_{1} n_{2}-s\right) \times\left(n_{1}-r\right)\left(n_{2}-r\right)}$. If $\boldsymbol{W}$ is a tall matrix, i.e.,

$$
\begin{equation*}
s<\left(n_{1}+n_{2}-r\right) r, \tag{7.11}
\end{equation*}
$$

then it follows that $\boldsymbol{H}$ is rank-deficient and $\lambda_{\min }(\boldsymbol{H})=0$. We note that in this case the number of sampled entries is less than the degrees of freedom of the problem.

Remark 7.2. When $s \geq\left(n_{1}+n_{2}-r\right) r$, it is possible that $\lambda_{\min }(\boldsymbol{H})=0$ for certain (adversarial) sampling patterns. For example, consider a $3 \times 2$ rank- 1 matrix

$$
\boldsymbol{M}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \cdot\left[\begin{array}{ll}
1 & 0
\end{array}\right]^{\top}
$$

One choice of the matrices $\boldsymbol{U}_{\perp}$ and $\boldsymbol{V}_{\perp}$ is

$$
\boldsymbol{U}_{\perp}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right] \text { and } \boldsymbol{V}_{\perp}=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

If we observe $s=4$ entries of the first two rows of $\boldsymbol{M}$, the selection matrix $\boldsymbol{S}_{\bar{\Omega}}$ is
given by

$$
\boldsymbol{S}_{\Omega}^{\top}=\left[\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Then, we have

$$
\boldsymbol{H}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{V}_{\perp} \otimes \boldsymbol{U}_{\perp}\right)\left(\boldsymbol{V}_{\perp} \otimes \boldsymbol{U}_{\perp}\right)^{\top} \boldsymbol{S}_{\bar{\Omega}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

and $\lambda_{\min }(\boldsymbol{H})=0$. While Theorem 7.1 does not guarantee linear convergence of IHTSVD, one may realize that it is impossible to recover the last row of $\boldsymbol{M}$ in this case.

Existing convergence analyses of algorithms for low-rank matrix completion often rely on standard assumptions, such as the incoherence of the underlying matrix $\boldsymbol{M}$ and the uniform randomness of the sampling pattern $\Omega$ [33]. Under these assumptions and a sample complexity bound on the number of observed entries $s$, linear convergence to a global solution can be guaranteed (see [106] for alternating minimization and [55] for IHT), with an upper bound on the rate of convergence $\rho<1 / 2$. Our analysis, on the other hand, do not use the aforementioned assumptions but introduces a quantity that is fundamental to the problem in terms of optimization. By exploiting the local structure of the problem, we characterize the exact linear rate of local convergence of IHT. Similar to standard assumptions in prior works, the closed-form expression we obtained can be used to
determine sufficient conditions that ensure linear convergence. However, since our expression is exact, one can identify conditions that are potentially less stringent than existing conditions. For further details, we refer the interested readers to the Appendix 7.7.1.

### 7.3.2 Proof of Theorem 7.1

This section provides an overview of the proof of Theorem 7.1. We starts by formulating the recursion on the error matrix from the update (7.6) and the linearization of the rank- $r$ projection:

Lemma 7.1. Let us define the error matrix and its economy vectorized version, respectively, as

$$
\boldsymbol{E}^{(k)}=\boldsymbol{X}^{(k)}-\boldsymbol{M} \quad \text { and } \quad \boldsymbol{e}^{(k)}=\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)
$$

Then, we have

$$
\begin{align*}
\boldsymbol{E}^{(k+1)} & =\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{E}^{(k)}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E}^{(k)} \boldsymbol{P}_{\boldsymbol{V}_{\perp}}+\boldsymbol{R}\left(\boldsymbol{E}^{(k)}\right)\right),  \tag{7.12}\\
\boldsymbol{e}^{(k+1)} & =\left(\boldsymbol{I}-\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{S}_{\bar{\Omega}}\right) \boldsymbol{e}^{(k)}+\boldsymbol{r}\left(\boldsymbol{e}^{(k)}\right), \tag{7.13}
\end{align*}
$$

where $\boldsymbol{R}(\cdot)$ is the residual defined in Proposition 7.1 and

$$
\boldsymbol{r}(\boldsymbol{e})=\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{R}\left(\operatorname{vec}^{-1}\left(\boldsymbol{S}_{\bar{\Omega}} \boldsymbol{e}\right)\right)\right) \quad \text { for } \boldsymbol{e} \in \mathbb{R}^{n_{1} n_{2}-s}
$$

Here we recall that $\operatorname{vec}^{-1}(\cdot)$ is the inverse vectorization operator such that ( $\mathrm{vec}^{-1} \circ \mathrm{vec}$ ) is identity.

Note that $\boldsymbol{E}^{(k)}$ belongs to the set of matrices supported in $\Omega$ and hence, $\left\|\boldsymbol{E}^{(k)}\right\|_{F}=$ $\left\|\boldsymbol{e}^{(k)}\right\|_{2}$. Next, using the definition of the operator norm, one can obtain the following bound on the norm of the error matrix:

Lemma 7.2. The Frobenius norm of the error matrix satisfies

$$
\begin{equation*}
\left\|\boldsymbol{E}^{(k+1)}\right\|_{F} \leq\left(1-\lambda_{\min }(\boldsymbol{H})\right)\left\|\boldsymbol{E}^{(k)}\right\|_{F}+\frac{c_{1}}{\sigma_{r}}\left\|\boldsymbol{E}^{(k)}\right\|_{F}^{2} \tag{7.14}
\end{equation*}
$$

The nonlinear difference equation (7.14) has been well-studied in the stability theory of difference equation $[15,166,216]$. In fact, our theorem follows on applying Theorem 1 in [216] to (7.14), with $a_{0}=\left\|\boldsymbol{E}^{(0)}\right\|_{F}, \alpha=1-\lambda_{\min }(\boldsymbol{H})$, and $\beta=c_{1} / \sigma_{r}$. The proofs of Lemmas 7.1 and 7.2 are given in Appendix 7.7.3.

### 7.3.3 IHT with Step Sizes Different than 1

Recall that IHTSVD is a special case of IHT with a unit step size. Thanks to the alternating-projection view in (7.4), the error $\boldsymbol{E}^{(k)}=\boldsymbol{X}^{(k)}-\boldsymbol{M}$ is guaranteed to be in the set of matrices supported in $\Omega$, i.e., $\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{(k)}\right)=\boldsymbol{E}^{(k)}$. Hence, the error analysis reduces from the space $\mathbb{R}^{n_{1} \times n_{2}}$ for $\boldsymbol{E}^{(k)}$ to the space $\mathbb{R}^{n_{1} n_{2}-s}$ for $\boldsymbol{e}^{(k)}=\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)$. While this appeal no longer holds for step sizes different than 1, one can one can follow a similar track to obtain an exact rate analysis in the general case.

Indeed, the linear convergence of IHT with a fixed step size $\eta>0$ has recently studied in [217]. In particular, Vu et. al. proved that for $0<\eta<2 /\|\boldsymbol{K}\|_{2}$, where $\boldsymbol{K}=\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp} \in \mathbb{R}^{r\left(n_{1}+n_{2}-r\right) \times r\left(n_{1}+n_{2}-r\right)}$ and $\boldsymbol{Q}_{\perp} \in \mathbb{R}^{n_{1} n_{2} \times r\left(n_{1}+n_{2}-r\right)}$ satisfies $\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{Q}_{\perp}=\boldsymbol{I}_{r\left(n_{1}+n_{2}-r\right)}$ and $\boldsymbol{Q}_{\perp} \boldsymbol{Q}_{\perp}^{\top}=\boldsymbol{I}_{n_{1} n_{2}}-\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}$, the local linear convergence rate of IHT with a fixed step size $\eta$ is given by

$$
\begin{equation*}
\rho_{\eta}=\max \left\{\left|1-\eta \lambda_{1}(\boldsymbol{K})\right|,\left|1-\eta \lambda_{r(m+n-r)}(\boldsymbol{K})\right|\right\} . \tag{7.15}
\end{equation*}
$$

By comparing the two matrices $\boldsymbol{K}=\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp} \in \mathbb{R}^{r\left(n_{1}+n_{2}-r\right) \times r\left(n_{1}+n_{2}-r\right)}$ and $\boldsymbol{H}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{S}_{\bar{\Omega}} \in \mathbb{R}^{\left(n_{1} n_{2}-s\right) \times\left(n_{1} n_{2}-s\right)}$, we recognize that they share the same set of eigenvalues in the interval $[0,1)$ while may only differ by the eigenvalues at 1 . Thus, substituting $\eta=1$ into (7.15) yields the same expression of the rate in (7.9).

It is also interesting to note that the optimal step size and the optimal convergence rate are given by [217]

$$
\begin{align*}
\eta_{o p t} & =\frac{2}{\lambda_{1}\left(\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right)+\lambda_{r(m+n-r)}\left(\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right)} \\
\rho_{o p t} & =1-\frac{2}{\kappa\left(\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \boldsymbol{Q}_{\perp}\right)+1} \tag{7.16}
\end{align*}
$$

While this results in faster convergence compared to IHTSVD, we focus on the latter in this work for simplicity and convenience of the analysis in the asymptotic matrix completion setting in Section 7.4. Further discussion on IHT with different step sizes is also given in Appendix 7.7.2.

### 7.4 Convergence of IHTSVD for Large-Scale Matrix Completion

In this section, we study the convergence of IHTSVD for large-scale matrix completion, a setting of practical interest in the rise of big data. Using recent results in random matrix theory, we show that, as its dimensions grow to infinity, the spectral distribution of $\boldsymbol{H}$ converges almost surely to a deterministic distribution with a bounded support. Consequently, we propose a large-scale asymptotic estimate of the linear convergence rate of IHTSVD that is a closed-form expression of the relative rank and the sampling rate.

### 7.4.1 Overview

We are interested in the asymptotic setting in which the size of $\boldsymbol{M}$ grows to infinity, i.e., $m=\min \left\{n_{1}, n_{2}\right\} \rightarrow \infty$. Let us assume that the ratio $n_{1} / n_{2}$ remains to be a non-zero constant as $m \rightarrow \infty$. In addition, we introduce two concepts that are the normalization of the degrees of freedom and the number of measurements:

Definition 7.5 (Relative rank). The rank $r$ increases as $m \rightarrow \infty$ such that the relative rank remains to be a constant

$$
\begin{equation*}
\rho_{r}=1-\sqrt{\left(1-\frac{r}{n_{1}}\right)\left(1-\frac{r}{n_{2}}\right)} \in(0,1] . \tag{7.17}
\end{equation*}
$$

Definition 7.6 (Sampling rate). The number of observations increases as $m \rightarrow \infty$
such that the sampling rate remains to be a constant

$$
\begin{equation*}
\rho_{s}=\frac{s}{n_{1} n_{2}} \in(0,1] . \tag{7.18}
\end{equation*}
$$

When $\rho_{s}<1-\left(1-\rho_{r}\right)^{2}$, we recover the case in Remark 7.1 where the number of measurements is less than the degrees of freedom. As far as the local linear rate of IHTSVD is concerned, we only consider the case $\rho_{s} \geq 1-\left(1-\rho_{r}\right)^{2}$.

Remark 7.3. When $r=m$, we have $\rho_{r}=1$. Moreover, when $n_{1}=n_{2}=m$, the relative rank is exactly the ratio $r / m$. As can be seen below, the proposed definition of the relative rank incorporates both dimensions of $\boldsymbol{M}$ to enable the compact representation of $\rho$ in terms of $\rho_{r}$ and $\rho_{s}$.

We are in position to state our result on the asymptotic behavior of the linear rate $\rho$ in large-scale matrix completion:

Theorem 7.2 (Informal). For $\rho_{s}>1-\left(1-\rho_{r}\right)^{2}$, the linear convergence rate $\rho$ of IHTSVD approaches

$$
\begin{equation*}
\rho_{\infty}=1-\left(\sqrt{\left(1-\rho_{r}\right)^{2} \rho_{s}}-\sqrt{\rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)}\right)^{2}, \tag{7.19}
\end{equation*}
$$

as $m \rightarrow \infty$.

Note that $\rho_{\infty}$ is independent of the structure of the solution matrix $\boldsymbol{M}$ and the sampling set $\Omega$. Moreover, it depends only on the relative rank and the sampling rate. Figure 7.1 depicts the contour plot of $\rho_{\infty}$ as a function of $\rho_{r}$ and $\rho_{s}$. It


Figure 7.1: Contour plot of $\rho_{\infty}$ as a 2-D function of $\rho_{r}$ and $\rho_{s}$ given by (7.19). The isoline at which $\rho_{\infty}=1$ is represented by the dashed line. The white region below this isoline corresponds to the under-determined setting $\rho_{s}<1-\left(1-\rho_{r}\right)$.
can be seen that for a fixed value of $\rho_{r}$, the asymptotic rate decreases towards 0 as the number of observed entries increases. This matches with the intuition that more information leads to faster convergence. Conversely, for a fixed value of $\rho_{s}$, the algorithm converges slower as the rank of the matrix increases, due to the increasing uncertainty (i.e., more degrees of freedom) in the set $\bar{\Omega}$. On the boundary where $\rho_{s}=1-\left(1-\rho_{r}\right)^{2}$, there is no linear convergence predicted by our theory since $\rho_{\infty}=1$. In this case, we recall that the number of observed entries equals the degrees of freedom of the problem.

Our technique relies on recent results in random matrix theory to exploit the special structure of $\boldsymbol{H}$. First, when $n_{1} / n_{2}$ remains constant, it holds that $n=$ $n_{1} n_{2} \rightarrow \infty$ as $m \rightarrow \infty$. Then, $\boldsymbol{H}$ can be viewed as an element of a sequence of matrices

$$
\begin{equation*}
\boldsymbol{H}_{n}=\boldsymbol{W}_{p q}^{n}\left(\boldsymbol{W}_{p q}^{n}\right)^{\top} \tag{7.20}
\end{equation*}
$$

where $\boldsymbol{W}_{p q}^{n} \in \mathbb{R}^{p n_{1} n_{2} \times q n_{1} n_{2}}$ is a truncation of the orthogonal matrix $\boldsymbol{W}^{n}=\boldsymbol{V}^{n_{2}} \otimes$ $\boldsymbol{U}^{n_{1}}$, for $\boldsymbol{U}^{n_{1}}$ and $\boldsymbol{V}_{\perp}^{n_{2}}$ orthogonal matrices of dimensions $n_{1} \times n_{1}$ and $n_{2} \times n_{2}$, respectively, and

$$
\begin{aligned}
& p=\frac{n_{1} n_{2}-s}{n_{1} n_{2}}=1-\rho_{s} \\
& q=\frac{\left(n_{1}-r\right)\left(n_{2}-r\right)}{n_{1} n_{2}}=\left(1-\rho_{r}\right)^{2} .
\end{aligned}
$$

As $n$ grows to infinity, we are interested in finding the limit (or even the limiting distribution) of the smallest eigenvalue of $\boldsymbol{H}_{n}$, which is a random truncation of the Kronecker product of two large dimensional semi-orthogonal matrices.

### 7.4.2 Truncations of Large Dimensional Orthogonal Matrices

Random matrix theory studies the asymptotic behavior of eigenvalues of matrices with entries drawn randomly from various matrix ensembles such as Gaussian orthogonal ensemble (GOE), Wishart ensemble, MANOVA ensemble [62]. The closest random matrix ensemble to our matrix ensemble $\left\{\boldsymbol{H}_{n}\right\}$ is the MANOVA


Figure 7.2: Scaled histogram and the limiting ESD of $\boldsymbol{H}_{n}=\boldsymbol{W}_{p q}^{n}\left(\boldsymbol{W}_{p q}^{n}\right)^{\top}$, where $\boldsymbol{W}_{p q}^{n}$ is the $p n \times q n$ upper-left corner of an $n \times n$ orthogonal matrix $\boldsymbol{W}_{n}$, for $n=10000, p=0.16$, and $q=0.36$. In (a), $\boldsymbol{W}_{n}$ is the orthogonal factor in the QR factorization of a $10000 \times 10000$ random matrix with i.i.d standard normal entries. In (b), $\boldsymbol{W}_{n}=\boldsymbol{Q}_{1} \otimes \boldsymbol{Q}_{2}$, where $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$ are the orthogonal factors in the QR factorization of two independent $100 \times 100$ random matrices with i.i.d standard normal entries. The histograms with 50 bins (blue) are scaled by a factor of $1 / \mathrm{pnw}$, where $w$ is the bin width. The limiting ESD (red) is generated by (7.22). It can be seen that the histogram in (a) match the limiting ESD better than the histogram in (b).
ensemble in which truncations of large dimensional Haar orthogonal matrices are considered. Here we recall that the Haar measure provides a uniform distribution over the set of all $n \times n$ orthogonal matrices $\mathbb{O}(n)$. Indeed, it is a unique translationinvariant probability measure on $\mathbb{O}(n)$. If we assume that the matrix $\boldsymbol{M}$ follows a random orthogonal model [33], then $\boldsymbol{U}_{\perp}$ and $\boldsymbol{V}_{\perp}$ are essentially sub-matrices of Haar orthogonal matrices in $\mathbb{O}\left(n_{1}\right)$ and $\mathbb{O}\left(n_{2}\right)$, respectively, and $\left\{\boldsymbol{H}_{n}\right\}$ is a truncation of the Kronecker product of two Haar orthogonal matrices.

There has been certain theoretical work on truncations of Haar invariant matrices in the literature. In 1980, Wachter [219] established the limiting distribution of the eigenvalues in the MANOVA ensemble. Later on, the density function of the eigenvalues of such matrix has been shown to be the same as that of a Jacobi matrix [37, 47, 68]. Shortly afterward, Johnstone proved the Tracy-Widom behavior of the largest eigenvalue in [111]. More recently, Farrell and Nadakuditi relaxed the constraint on the uniform (Haar) distribution of the orthogonal matrix considered the Kronecker products of Haar-distributed orthogonal matrices, which is similar to our matrix completion setting in this chapter. The authors showed that the limiting density of their truncations remains the same as the original case without Kronecker products. Further results on the eigenvalues distribution of truncations of Haar orthogonal matrices were also given in [57, 108, 239]. To the best of our knowledge, no result has been shown for the limiting behavior of the smallest eigenvalue of random MANOVA matrices.

In our context, we leverage the recent result in [171], which assumes the randomness on the truncation rather than the orthogonal matrix. This variant, while
differs from the classic MANOVA ensemble in random matrix theory, is well-suited to the setting of matrix completion. Let us begin with the following definition of the empirical spectral distribution:

Definition 7.7. Let $\boldsymbol{H}_{n}$ be an $n \times n$ real symmetric matrix with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$. The empirical spectral distribution (ESD) of $\boldsymbol{H}_{n}$, denoted by $\mu_{\boldsymbol{H}_{n}}$, is the probability measure which puts equal mass at each of the eigenvalues of $\boldsymbol{H}_{n}$ :

$$
\mu_{\boldsymbol{H}_{n}} \triangleq \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}},
$$

where $\delta_{\lambda}$ is the Dirac mass at $\lambda$.

Next, we define the concepts of a sequence of row sub-sampled matrices and the concentration property:

Definition 7.8. For each $n \in \mathbb{N}^{+}$, consider the $n \times q n$ matrix $\boldsymbol{W}_{q}^{n}=\left[\boldsymbol{w}_{1}^{n}, \ldots, \boldsymbol{w}_{n}^{n}\right]^{\top}$, where $\boldsymbol{w}_{i}^{n} \in \mathbb{R}^{q n}$ and $q$ is a constant in $(0,1)$. Let $P_{n}$ be a pn-permutation of $[n]$ selected uniformly at random, for $p$ is a constant in $(0,1)$, and $\boldsymbol{W}_{p q}^{n} \in \mathbb{R}^{p n \times q n}$ be the random matrix obtained by selecting the corresponding set of pn rows from $\boldsymbol{W}_{q}^{n}$. Then, the sequence $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$is called a sequence of $q$-tall matrices, and the sequence $\left\{\boldsymbol{W}_{p q}^{n}\right\}_{n \in \mathbb{N}^{+}}$is called a sequence of row sub-sampled matrices of $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$.

Definition 7.9. Given the setting in Definition 7.8, for each $j \in P_{n}$, denote
$P_{n}^{j}=P_{n} \backslash\{j\}$. In addition, for $z \in \mathbb{C}$, define

$$
\boldsymbol{R}_{j}(z)=\left(\sum_{i \in P_{n}^{j}} \boldsymbol{w}_{i}^{n}\left(\boldsymbol{w}_{i}^{n}\right)^{\top}-z \boldsymbol{I}_{q n}\right)^{-1}
$$

Then, the sequence $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$is concentrated if and only if for any $j \in P_{n}$ and $z \in \mathbb{C}$, we have

$$
\begin{equation*}
\left(\boldsymbol{w}_{j}^{n}\right)^{\top} \boldsymbol{R}_{j}(z) \boldsymbol{w}_{j}^{n}-\mathbb{E}_{j \mid P_{n}^{j}}\left[\left(\boldsymbol{w}_{j}^{n}\right)^{\top} \boldsymbol{R}_{j}(z) \boldsymbol{w}_{j}^{n}\right] \xrightarrow{p} 0 . \tag{7.21}
\end{equation*}
$$

In the following, we consider examples of sequences of matrices that are concentrated, as well as an example of the sequence of incoherent matrices that are not concentrated.

Example 7.1. Random settings:

1. The sequence of $q$-tall matrices $\left\{\boldsymbol{A}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$, where the entries of $\boldsymbol{A}_{q}^{n}$ are i.i.d $\mathcal{N}(0,1 / n)$, is concentrated.
2. The sequence $\left\{\boldsymbol{B}_{q}^{n} \otimes \boldsymbol{C}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$, where $\left\{\boldsymbol{B}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$and $\left\{\boldsymbol{C}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$are two sequences of $q$-tall matrices whose entries are i.i.d $\mathcal{N}(0,1 / n)$, is also concentrated.

We provide the detailed explanation of this example in Appendix 7.7.4.

Example 7.2. Deterministic settings:

1. The sequence of $q$-tall matrices $\left\{\boldsymbol{D}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$, where the entries of $\boldsymbol{D}_{q}^{n}$ are all 1, is concentrated.
2. The sequence of $1 / 2$-tall matrices $\left\{\boldsymbol{E}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$where

$$
\boldsymbol{E}_{q}^{n}=\left[\begin{array}{l}
0.6 \sqrt{\frac{2}{n}} \mathrm{H}_{n / 2} \\
0.8 \sqrt{\frac{2}{n}} \mathrm{H}_{n / 2}
\end{array}\right],
$$

for $\mathrm{H}_{n / 2}$ being a Hadamard matrix of order n/2 [95], is not concentrated. On the other hand, one can verify that $\boldsymbol{E}_{q}^{n}$ is $\mu$-incoherent, for

$$
\mu=\left\|0.8 \sqrt{2 / n} \mathrm{H}_{n / 2}\right\|_{F}^{2} \frac{n}{n / 2}=1.28 .
$$

Thus, the concentration assumption considered in this chapter is stronger than the widely-used incoherence assumption.

With these definitions in place, we now state the result on the limiting ESD of a truncation of orthogonal matrices. To fit our matrix completion setting in this chapter, we rephrase the result in [171] to the case of row sub-sampled semiorthogonal matrices (as opposed to column sub-sampled semi-orthogonal matrices in the aforementioned paper).

Proposition 7.2 (Rephrased from [171]). Let $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$be a sequence of $q$-tall matrices that is concentrated. In addition, assume that $\boldsymbol{W}_{q}^{n}$ is semi-orthogonal for all $n \in N^{+}$, i.e., $\left(\boldsymbol{W}_{q}^{n}\right)^{\top} \boldsymbol{W}_{q}^{n}=\boldsymbol{I}_{q n}$. Let $\left\{\boldsymbol{W}_{p q}^{n}\right\}_{n \in \mathbb{N}^{+}}$be a sequence of row subsampled matrices of $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$. Then, as $n \rightarrow \infty$, the ESD of $\boldsymbol{H}_{n}=\boldsymbol{W}_{p q}^{n}\left(\boldsymbol{W}_{p q}^{n}\right)^{\top}$
converges almost surely to the deterministic distribution $\mu_{p q}$ such that

$$
\begin{align*}
& d \mu_{p q}=\left(1-\frac{q}{p}\right)_{+} \delta(x) d x+\left(\frac{p+q-1}{p}\right)_{+} \delta(x-1) d x \\
&+\frac{\sqrt{\left(\lambda^{+}-x\right)\left(x-\lambda^{-}\right)}}{2 \pi p x(1-x)} \mathbb{T}\left[\lambda^{-} \leq x \leq \lambda^{+}\right] d x \tag{7.22}
\end{align*}
$$

where $\delta$ is the Dirac delta function and

$$
\lambda^{ \pm}=(\sqrt{q(1-p)} \pm \sqrt{p(1-q)})^{2}
$$

The proposition asserts that the limiting ESD of $\boldsymbol{H}_{n}$ exists and depends only on the row ratio $p$ and the column ratio $q$, provided that $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$is concentrated. We note that the distribution $\mu_{p q}$ is exactly the same as the limiting distribution of the MANOVA ensemble. Indeed one can show that the MANOVA ensemble as a special case of the concentrated sequence:

Lemma 7.3. Let $\boldsymbol{W}^{n}$ be a Haar-distributed orthogonal matrix in $\mathbb{O}(n)$ and $\boldsymbol{W}_{q}^{n}$ be the semi-orthogonal matrices obtained from any $q n($ for $q \in(0,1)$ ) columns of $\boldsymbol{W}^{n}$. Then the sequence $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$is concentrated.

Furthermore, the Kronecker product of two Haar-distributed orthogonal matrices also possesses the concentration property:

Lemma 7.4. Let $\boldsymbol{U}^{n_{1}}$ and $\boldsymbol{V}^{n_{2}}$ be Haar-distributed orthogonal matrices in $\mathbb{O}\left(n_{1}\right)$ and $\mathbb{O}\left(n_{2}\right)$, respectively. Define $\boldsymbol{U}_{q_{1}}^{n_{1}}$ and $\boldsymbol{V}_{q_{2}}^{n_{2}}$ as the semi-orthogonal matrices obtained from any $q_{1}$ and $q_{2}\left(\right.$ for $\left.q_{1}, q_{2} \in(0,1)\right)$ columns of $\boldsymbol{U}^{n_{1}}$ and $\boldsymbol{V}^{n_{2}}$, respectively. Then the sequence $\left\{\boldsymbol{W}_{q}^{n}=\boldsymbol{U}_{q_{1}}^{n_{1}} \otimes \boldsymbol{V}_{q_{2}}^{n_{2}}\right\}_{n \in \mathbb{N}^{+}}\left(\right.$with $\left.q=q_{1} q_{2}\right)$ is concentrated.

Lemmas 7.3 and 7.4 are immediate consequences of Lemma 3.1 in [63], so we omit the proof of these lemmas here.

### 7.4.3 Proposed Estimation of $\rho$

In order to apply Proposition 7.2 to our matrix completion setting, we recall that $\boldsymbol{W}_{p q}^{n}$ can be viewed as the $n$-th element of a sequence of row sub-sampled matrices of $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$, where $\boldsymbol{W}_{q}^{n}=\boldsymbol{V}_{\perp}^{n_{2}} \otimes \boldsymbol{U}_{\perp}^{n_{1}}$. If the sequence $\left\{\boldsymbol{W}_{q}^{n}\right\}_{n \in \mathbb{N}^{+}}$is concentrated, then (7.22) holds for $p=1-\rho_{s}$ and $q=\left(1-\rho_{r}\right)^{2}$. Therefore, one might expect that the smallest eigenvalue of $\boldsymbol{H}_{n}=\boldsymbol{W}_{p q}^{n}\left(\boldsymbol{W}_{p q}^{n}\right)^{\top}$ converges to

$$
\lambda^{-}=(\sqrt{q(1-p)}-\sqrt{p(1-q)})^{2}
$$

Thus, by Theorem 7.1, the convergence rate $\rho$ converges to $1-\lambda^{-}$. The following theorem is an immediate application of Proposition 7.2 to our large-scale matrix completion setting:

Theorem 7.3. As $m \rightarrow \infty$, assume that $\boldsymbol{M}$ is generated in a way that the Kronecker product $\boldsymbol{W}_{q}^{n}=\boldsymbol{V}_{\perp}^{n_{2}} \otimes \boldsymbol{U}_{\perp}^{n_{1}}$ forms a sequence of semi-orthogonal matrices that is concentrated. Then, provided $\rho_{s} \geq 1-\left(1-\rho_{r}\right)^{2}$, the ESD $\mu_{\boldsymbol{H}_{n}}$ converges almost surely to the deterministic distribution $\mu_{\rho_{r} \rho_{s}}$ such that

$$
\begin{equation*}
d \mu_{\rho_{r} \rho_{s}}=\left(\frac{\left(1-\rho_{r}\right)^{2}-\rho_{s}}{1-\rho_{s}}\right)_{+} \delta(x-1) d x+\frac{\sqrt{\left(\lambda^{+}-x\right)\left(x-\lambda^{-}\right)}}{2 \pi\left(1-\rho_{s}\right) x(1-x)} \mathbb{I}\left[\lambda^{-} \leq x \leq \lambda^{+}\right] d x \tag{7.23}
\end{equation*}
$$

where $\lambda^{ \pm}=\left(\sqrt{\left(1-\rho_{r}\right)^{2} \rho_{s}} \pm \sqrt{\rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)}\right)^{2}$.
While the theorem claims the convergence of the spectral distribution of $\boldsymbol{H}$, it does not imply the convergence of its smallest eigenvalue to $\lambda^{-}$. In fact, it is not trivial to prove this fact. We leave the following as an open question for future work.

Conjecture 7.1. Assume the same setting as in Theorem 7.3. As $m \rightarrow \infty$, the linear rate $\rho$ defined in (7.9) converges almost surely to $p_{\infty}$ defined in (7.19).

### 7.5 Numerical Results

In this section, we provide numerical results to verify the exact linear convergence rate of IHTSVD in (7.9) and to compare this analytical rate with the asymptotic rate in (7.19) in large-scale settings.

### 7.5.1 Analytical Rate versus Empirical Rate

In this experiment, we verify the analytical expression of linear convergence rate of IHTSVD by comparing it with the empirical rate obtained by measuring the decrease in the norm of the error matrix. Our goal is to demonstrate that they agree in various settings of $\rho_{r}$ and $\rho_{s}$.

Data generation. We first set the dimensions $n_{1}=50$ and $n_{2}=40$. Next, for each $r$ in $\{1,2, \ldots, 12\}$, we generate the rank- $r$ matrix $\boldsymbol{M}$ as follows. We construct the random orthogonal matrices $\boldsymbol{U}$ and $\boldsymbol{V}$ by (i) generating a $n_{1} \times n_{2}$ random matrix


Figure 7.3: Estimation of the empirical rate using the error sequence $\left\{\left\|\boldsymbol{X}^{(k)}-\boldsymbol{M}\right\|_{F}\right\}_{k=k_{1}}^{k_{2}}$. Due to the numerical error below $10^{-12}$, we need to identify the 'turning point' at $k_{0}$ and then set $k_{1}=\left\lfloor 0.4 k_{0}\right\rfloor$ and $k_{2}=\left\lfloor 0.9 k_{0}\right\rfloor$.


Figure 7.4: Comparison between the analytical rate and the empirical rate of convergence of IHTSVD in various matrix completion settings for $n_{1}=50, n_{2}=40$. (a) Contour plot of the analytical rate as a function of $\rho_{r}$ and $\rho_{s}$. (b) Contour plot of the empirical rate as a function of $\rho_{r}$ and $\rho_{s}$. (c) Probability of linear convergence based on the analytical rate. (d) Probability of linear convergence based on the empirical rate. The black color corresponds to linear convergence, while the white color corresponds to no linear convergence. In each plot, the data is interpolated based on a $12 \times 21$ grid over $\rho_{r}$ and $\rho_{s}$, in which the value of each point is evaluated by 1000 runs. Additionally, a dashed line is included to indicate the line $1-\rho_{s}=\left(1-\rho_{r}\right)^{2}$. It can be seen that there is a perfect match between the analytical rate and the empirical rate.
whose entries are i.i.d normally distributed $\mathcal{N}(0,1)$ and (ii) performing the singular value decomposition of the resulting matrix. The matrices $\boldsymbol{U}$ and $\boldsymbol{V}$ are comprised of the corresponding left and right singular vectors. Then, the rank-r matrix $\boldsymbol{M}$ is generated by taking the product $\boldsymbol{U}_{1} \boldsymbol{\Sigma}_{1} \boldsymbol{V}_{1}^{\top}$, where $\boldsymbol{\Sigma}_{1}=\operatorname{diag}(r, r-1, \ldots, 1)$ and $\boldsymbol{U}_{1}, \boldsymbol{V}_{1}$ are the first $r$ columns of $\boldsymbol{U}$ and $\boldsymbol{V}$, respectively. Finally, for each $s$ in the linearly spaced set $\{0.2 n, 0.23 n, 0.26 n, \ldots, 0.8 n\}$, we create the 1000 different sampling sets, each of them is obtained by generating a random permutation of the set $[n]$ and then selecting the first $s$ elements of the permutation. Thus, we obtain a $12 \times 21$ grid based on the values of $r$ and $s$ such that (i) grid points corresponding to the same rank $r$ share the same underlying matrix $\boldsymbol{M}$; (ii) each point on the grid corresponds to 1000 different sampling sets.

Estimating Analytical Rate and Empirical Rate. We calculate the analytical rate for each aforementioned setting of $\boldsymbol{M}$ and $\Omega$ using (7.9). Due to numerical errors in computing small eigenvalues, we need to set all the resulting rates that are greater than 1 to 1, indicating there is no linear convergence in such cases. For the calculation of the empirical rate, we run Algorithm 7.1 in the same setting with $K=10000$ iterations. The initial point $\boldsymbol{X}^{(0)}$ is obtained by adding i.i.d. normally distributed noise with standard deviation $\sigma=10^{-4}$ to the entries of $\boldsymbol{M}$. Here we note that $\sigma$ is chosen to be small for two reasons: (i) for large matrices, even small $\sigma$ for individual entry can add up to a large error on the entire matrix; and (ii) while the cost of computing $\lambda_{\min }$ (and hence, the region of convergence) is prohibitively expensive for large matrices, choosing small $\sigma$ empirically guarantees the initialization is inside the region of convergence. Then, we record the error sequence
$\left\{\left\|\boldsymbol{X}^{(k)}-\boldsymbol{M}\right\|_{F}\right\}_{k=1}^{K}$ and determine if the algorithm converges linearly to $\boldsymbol{M}$ by checking whether there exists $\hat{K} \leq K$ such that $\left\|\boldsymbol{X}^{(\hat{K})}-\boldsymbol{M}\right\|_{F}<\epsilon\left\|\boldsymbol{X}^{(0)}-\boldsymbol{M}\right\|_{F}$, for $\epsilon=10^{-8}$. If the relative error is above $\epsilon$, we set the empirical rate to 1 to indicate that the algorithm does not converge linearly. However, it is important to note that this heuristic does not perfectly detect linear convergence since it overlooks the case in which the linear rate is extremely close to 1 and it requires more than $K=10000$ iterations to reach a relative error below $\epsilon$. As can be seen later, to compromise this computational limit, we resort to setting the analytical rate that is greater than 0.998 to 1 when making a comparison between the analytical rate and the empirical rate ${ }^{4}$. In case the relative error is less than $\epsilon$, we terminate the algorithm at the $\hat{K}$-th iteration (early stop) and perform an estimation on the error sequence $\left\{\left\|\boldsymbol{X}^{(k)}-\boldsymbol{M}\right\|_{F}\right\}_{k=1}^{\hat{K}}$ to obtain the empirical rate.

After obtaining the analytical rate and the empirical rate over the 2-D grid, we report the result in the contour plots of the rate as a function of $\rho_{r}$ and $\rho_{s}$ in Fig. 7.4-(a) and (b). Since our original grid is non-uniform, we perform a scattered data interpolation, which uses a Delaunay triangulation of the scattered sample points to perform interpolation [7], to evaluate the rate over a $1001 \times 1001$ uniform grid based on $\rho_{r}$ and $\rho_{s}$. Due to the aforementioned limitation of estimating the empirical rate, we apply a threshold of 0.998 to both of the interpolated data for the analytical rate and the empirical rate, setting any value above the threshold to 1. In addition, we calculate the probability of linear convergence for the analytical

[^32]rate and the empirical rate and visualize the result in Fig. 7.4-(c) and (d). As mentioned, we use a threshold of 0.998 to determine the linear convergence.

Results. Given the values of the analytical rate and the empirical rate of 1000 matrix completion settings for each point on the $12 \times 21$ grid, the mean squared difference between the two rates in our experiment is $2.9659 \times 10^{-5}$. Figures 7.4 illustrate the similarity between the analytical rate and the empirical rate evaluated under various settings of matrix completion. In both Fig. 7.4-(a) and Fig. 7.4-(b), we observed a matching behavior as in Fig. 7.1: smaller rank and more observation result in faster linear convergence of IHTSVD. However, the contour lines in Fig. 7.4 are not as smooth as those with asymptotic behavior in Fig. 7.1 due to the large variance when $n_{1}$ and $n_{2}$ are relatively small. On the other hand, it can be seen in Fig. 7.4-(c) and Fig. 7.4-(d) that there is a linear-convergence area (black) above the boundary line at $1-\rho_{s}=\left(1-\rho_{r}\right)^{2}$ and a no-linear-convergence area (white) below the boundary line. The transition area (gray) near above the boundary line corresponds to the settings in which some sampling sets result in $\lambda_{\text {min }}(\boldsymbol{H})=0$ (no linear convergence) while some other sampling sets result in nonzero $\lambda_{\text {min }}(\boldsymbol{H})$ (linear convergence). Note that in order to obtain the analytical rate, we need to compute the smallest eigenvalue of a $(n-s) \times(n-s)$ matrix, which is computationally expensive for large $n=n_{1} n_{2}$. In particular, when $s=\mathcal{O}(n)$, the cost of computing the analytical rate is $\mathcal{O}\left(n^{2}\right)$. On the other hand, the empirical rate offers an alternative but more efficient way to estimate the convergence rate via running Algorithm 7.1 whose computational complexity per iteration is $O(n r)$.

### 7.5.2 Non-asymptotic Rate versus Asymptotic Rate

In this experiment, we compare the asymptotic rate given in Theorem 7.3 with the convergence rate of IHTSVD for large-scale matrix completion. For convenience, we refer the later as the non-asymptotic rate. As mentioned in the previous subsection, we use the empirical rate instead of the analytical rate to estimate the non-asymptotic rate due to the computational efficiency.

Data generation. We consider two settings of $\left(n_{1}, n_{2}\right): n_{1}=500, n_{2}=400$ and $n_{1}=1200, n_{2}=1000$. Similar to the previous experiment, we generate $\boldsymbol{M}$ and $\Omega$ based on a 2-D grid over $r$ and $s$. While the values of $s$ are still selected from the set $\{0.2 n, 0.23 n, 0.26 n, \ldots, 0.8 n\}$, the values of $r$ are chosen differently for each setting of $\left(n_{1}, n_{2}\right)$. In particular, for $n_{1}=500, n_{2}=400$, we select the values of $r$ from the linearly spaced set $\{1,4,7, \ldots, 118\}$. For $n_{1}=1200, n_{2}=1000$, we select the values of $r$ from the linearly spaced set $\{1,9,17, \ldots, 297\}$. Therefore, in the former setting, the grid size is $40 \times 21$, while in the later setting, the grid size is $38 \times 21$.

Implementation. The calculation of the empirical rate is the same as the previous experiment. For computational efficiency, we omit the points on the grid that are below the boundary line, i.e., $s<\left(n_{1}+n_{2}-r\right) r$, since it is evident that there is no linear convergence at such points. No analytical rate is given in this experiment because calculating the smallest eigenvalue of a $(n-s) \times(n-s)$ matrix is computationally expensive for large $n_{1}$ and $n_{2}$. On the other hand, the contour plot of the asymptotic rate is easy to obtained using (7.19).


Figure 7.5: Comparison between the empirical rate and the asymptotic rate of convergence of IHTSVD in various matrix completion settings. (a) Contour plot of the empirical rate as a function of $\rho_{r}$ and $\rho_{s}$ for $n_{1}=500, n_{2}=400$. (b) Contour plot of the empirical rate as a function of $\rho_{r}$ and $\rho_{s}$ for $n_{1}=1200, n_{2}=1000$. (c) Contour plot of the asymptotic rate as a function of $\rho_{r}$ in range $[0.05,0.25]$ and $\rho_{s}$ in range $[0.2,0.8]$. (d) Probability of linear convergence based on the empirical rate in (a). (e) Probability of linear convergence based on the empirical rate in (b). (The black color corresponds to linear convergence, while the white color corresponds to no linear convergence) (f) Contour plot of the asymptotic rate as a function of $\rho_{r}$ in range $[0,1]$ and $\rho_{s}$ in range $[0,1]$. The red solid rectangular corresponds to the zoom-in region in (c). In each plot, the data is interpolated based on a 2-D grid over $\rho_{r}$ and $\rho_{s}$, in which the value of each point is evaluated by 100 runs. Additionally, a dashed line is included to indicate the line $1-\rho_{s}=\left(1-\rho_{r}\right)^{2}$.

Results. Fig. 7.5 compares the non-asymptotic rate and the asymptotic rate in various settings of $\rho_{r}$ and $\rho_{s}$. As $n_{1}$ and $n_{2}$ increase, we observe that the contour lines of the non-asymptotic rate become smoother and approach those of the asymptotic rate. Compared with Fig. 7.4, it can also be seen that the isoline of the same value shifts down towards the boundary line as $n_{1}$ and $n_{2}$ increases.

### 7.6 Conclusion and Future Work

In this chapter, we established a closed-form expression of the linear convergence rate of an iterative hard thresholding method for solving matrix completion. We also identified the local region around the solution that guarantees the convergence of the algorithm. Furthermore, in large-scale setting, we leveraged the result from random matrix theory to offer a simple estimation of the asymptotic convergence rate in practice. Under certain assumption, we showed that the convergence rate of IHTSVD converges almost surely to our proposed estimate.

In future work, we would like to extend our local convergence analysis to other IHT methods with different step size, e.g., SVP [104] and accelerated IHT [213,214]. Moreover, it would be interesting to study the non-asymptotic behavior of the convergence rate in large-scale settings. Finally, we believe the technique presented in this chapter can be applied to study the local convergence of other non-convex methods such as alternating minimization [106] and gradient descent [199].

### 7.7 Appendix

### 7.7.1 Comparison to prior results

In our main theorem, the rate of convergence depends on

$$
\boldsymbol{H}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{S}_{\bar{\Omega}} \in \mathbb{R}^{\left(n_{1} n_{2}-s\right) \times\left(n_{1} n_{2}-s\right)}
$$

where $\boldsymbol{S}_{\bar{\Omega}} \in \mathbb{R}^{n_{1} n_{2} \times\left(n_{1} n_{2}-s\right)}$ is the selection matrix corresponding to the complement set $\bar{\Omega} . P_{\boldsymbol{U}_{\perp}}$ and $P_{\boldsymbol{V}_{\perp}}$ are the projections onto the left and right null spaces of $\boldsymbol{M}$. Viewing $\boldsymbol{H}$ as a function of $\boldsymbol{M}$ and $\Omega$, let us consider the set

$$
\mathcal{S}=\{(\boldsymbol{X}, \Omega) \mid \boldsymbol{H}(\boldsymbol{X}, \Omega) \text { is full rank }\} .
$$

In the following, we show that our proposed set $\mathcal{S}$ contains the set of incoherent matrices and uniform sampling patterns. In other words, if $M$ is incoherent and $\Omega$ is a uniform sampling, then $(\boldsymbol{M}, \Omega) \in \mathcal{S}$ w.h.p. First, we highlight the fact that the invertibility of $\boldsymbol{H}$ is related to the injectivity of the sampling operator restricted to $T_{\boldsymbol{M}}\left(\mathcal{M}_{\leq r}\right)$ - the tangent space $T$ to $\mathcal{M}_{\leq r}=\{\boldsymbol{X} \in$ $\left.R^{n_{1} \times n_{2}} \mid \operatorname{rank}(\boldsymbol{X}) \leq r\right\}$ at $\boldsymbol{M}$. In particular, recall that this operator is of the form $\mathcal{A}_{\Omega T}=\mathcal{P}_{\Omega} \mathcal{P}_{T}$, where $\mathcal{P}_{\Omega}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ is the orthogonal projector onto the indices in $\Omega$ and $\mathcal{P}_{T}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ is the orthogonal projection onto $T$
(see [33]-Eqn. 3.5)

$$
\mathcal{P}_{T}(\boldsymbol{X})=\boldsymbol{P}_{\boldsymbol{U}} \boldsymbol{X}+\boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}}-\boldsymbol{P}_{\boldsymbol{U}} \boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}}=\boldsymbol{X}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{X} \boldsymbol{P}_{\boldsymbol{V}_{\perp}},
$$

for all $\boldsymbol{X} \in \mathbb{R}^{m \times n}$. Using vectorization, one can show that

$$
\operatorname{vec}\left(\mathcal{P}_{\Omega}(\boldsymbol{X})\right)=\boldsymbol{S}_{\Omega} \boldsymbol{S}_{\Omega}^{\top} \operatorname{vec}(\boldsymbol{X})=\left(\boldsymbol{I}_{n_{1} n_{2}}-\boldsymbol{S}_{\bar{\Omega}} \boldsymbol{S}_{\bar{\Omega}}^{\top}\right) \operatorname{vec}(\boldsymbol{X})
$$

and

$$
\begin{aligned}
\operatorname{vec}\left(\mathcal{P}_{T}(\boldsymbol{X})\right) & =\left(\boldsymbol{I}_{n_{1} n_{2}}-\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \operatorname{vec}(\boldsymbol{X}) \\
& =\boldsymbol{Q}_{\perp} \boldsymbol{Q}_{\perp}^{\top} \operatorname{vec}(\boldsymbol{X}),
\end{aligned}
$$

where $\boldsymbol{Q}_{\perp} \in \mathbb{R}^{n_{1} n_{2} \times r\left(n_{1}+n_{2}-r\right)}$ is the basis of $T_{\boldsymbol{M}}\left(\mathcal{M}_{\leq r}\right)$, i.e., $\boldsymbol{Q}_{\perp} \boldsymbol{Q}_{\perp}^{\top}=\boldsymbol{I}_{n_{1} n_{2}}-\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes$ $\boldsymbol{P}_{\boldsymbol{U}_{\perp}}$. Therefore, the eigenvalues of the operator $\mathcal{A}_{\Omega T}^{*} \mathcal{A}_{\Omega T}=\boldsymbol{P}_{T} \boldsymbol{P}_{\Omega} \boldsymbol{P}_{T}: \mathbb{R}^{n_{1} n_{2}} \rightarrow$ $\mathbb{R}^{n_{1} n_{2}}$ restricted to $T_{M}\left(\mathcal{M}_{\leq r}\right)$ are the same as those of the $r\left(n_{1}+n_{2}-r\right) \times r\left(n_{1}+\right.$ $\left.n_{2}-r\right)$ matrix

$$
\hat{\boldsymbol{H}}=\boldsymbol{Q}_{\perp}^{\top}\left(\boldsymbol{I}_{n_{1} n_{2}}-\boldsymbol{S}_{\bar{\Omega}} \boldsymbol{S}_{\bar{\Omega}}^{\top}\right) \boldsymbol{Q}_{\perp}=\boldsymbol{I}_{r\left(n_{1}+n_{2}-r\right)}-\boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\bar{\Omega}} \boldsymbol{S}_{\bar{\Omega}}^{\top} \boldsymbol{Q}_{\perp} .
$$

Now representing $\boldsymbol{H}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{I}_{r\left(n_{1}+n_{2}-r\right)}-\boldsymbol{Q}_{\perp} \boldsymbol{Q}_{\perp}^{\top}\right) \boldsymbol{S}_{\bar{\Omega}}=\boldsymbol{I}_{n_{1} n_{2}-s}-\boldsymbol{S}_{\bar{\Omega}}^{\top} \boldsymbol{Q}_{\perp} \boldsymbol{Q}_{\perp}^{\top} \boldsymbol{S}_{\bar{\Omega}}$, it can be showed that $\boldsymbol{H}$ and $\hat{\boldsymbol{H}}$ share the same set of eigenvalues except those at 1. Equivalently, the injectivity of $\mathcal{A}_{\Omega T}$ restricted to $T_{M}\left(\mathcal{M}_{\leq r}\right)$ implies the invertibility of $\boldsymbol{H}$. Second, we recall the so-called result from Candes and Recht that the
operator $\mathcal{A}_{\Omega T}$ is most likely injective when restricted to $T_{M}\left(\mathcal{M}_{\leq r}\right)$. Specifically, Eqn. (4.11) in [33] states that if $\Omega$ is sampled according to the Bernoulli model with probability $p \approx s / n_{1} n_{2}$ and the solution $\boldsymbol{M}$ is a rank- $r$ matrix satisfying $\mu$-coherent property, then for all $\boldsymbol{Y} \in \mathbb{R}^{n_{1} \times n_{2}}$ :

$$
\begin{aligned}
(1-\tau) p\left\|\boldsymbol{P}_{T}(\boldsymbol{Y})\right\|_{F} \leq & \left\|\left(\boldsymbol{P}_{T} \boldsymbol{P}_{\Omega} \boldsymbol{P}_{T}\right)(\boldsymbol{Y})\right\|_{F} \\
& \leq(1+\tau) p\left\|\boldsymbol{P}_{T}(\boldsymbol{Y})\right\|_{F}, \quad \text { w.h.p. }
\end{aligned}
$$

where $\tau$ is an arbitrarily small constant such that $C_{R} \sqrt{\frac{\mu n r \log n}{s}} \leq \tau<1,{ }^{5}$ for $n=\max \left(n_{1}, n_{2}\right) . \underline{\text { Finally }, ~ t r a n s l a t i n g ~ t h i s ~ i n t o ~ o u r ~ c o n t e x t, ~ w e ~ c a n ~ s h o w ~ t h a t ~}$ under the same assumptions (uniform sampling and incoherence property) and w.h.p., the matrix $\boldsymbol{H}$ is full rank with the property

$$
\|\boldsymbol{H} \boldsymbol{x}\| \geq(1-\tau) p\|\boldsymbol{x}\|, \quad \forall \boldsymbol{x} \in \mathbb{R}^{n_{1} n_{2}-s}
$$

This implies $\lambda_{\min }(\boldsymbol{H}) \geq(1-\tau) p>0$. We conclude that if $\boldsymbol{M}$ is incoherence and $\Omega$ is a uniform sampling, then $(\boldsymbol{X}, \Omega) \in \mathcal{S}$ w.h.p. Beyond these traditional assumptions, the definition of $\mathcal{S}$ allows us to identify other cases that can guarantee linear convergence (e.g., in deterministic settings of $\Omega$ and various structures of $\boldsymbol{X}$ that does not satisfy incoherence property).

[^33]
### 7.7.2 Convergence of IHT with the Optimal Step Size for LargeScale Matrix Completion

It is noteworthy that the exact expression of the convergence rate provides more insights into the asymptotic behavior of PGD that can be independent of the local structure of the problem. As it is studied in Section IV of the original chapter, our result extends outside the fixed (low) rank regime considered in existing works and offer a way to evaluate the behavior of IHTSVD under more challenging conditions. In particular, when $\boldsymbol{U}$ and $\boldsymbol{V}$ are selected at random (e.g., from the Haar ensemble) with $r \sim O\left(\min \left\{n_{1}, n_{2}\right\}\right)$ and $s \sim O\left(n_{1} n_{2}\right)$, we show that the convergence rate approaches a limit which is independent of the actual matrix $\boldsymbol{X}$ and only depends on its dimensions $\left(n_{1}, n_{2}\right)$, its rank $r$, and the sampling rate $s$ :

$$
\begin{align*}
\rho_{\eta}^{\infty} \rightarrow \max \{ & \left|1-\eta\left(\sqrt{\left(1-\rho_{r}\right)^{2} \rho_{s}}+\sqrt{\rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)}\right)^{2}\right| \\
& \left.\left|1-\eta\left(\sqrt{\left(1-\rho_{r}\right)^{2} \rho_{s}}-\sqrt{\rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)}\right)^{2}\right|\right\} . \tag{7.24}
\end{align*}
$$

When $\eta=1$, we have (7.24) becomes

$$
\begin{equation*}
\rho_{1}^{\infty}=1-\left(\sqrt{\left(1-\rho_{r}\right)^{2} \rho_{s}}-\sqrt{\rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)}\right)^{2} \tag{7.25}
\end{equation*}
$$



Figure 7.6: Contour plots of $\rho_{1}^{\infty}$ and $\rho_{o p t}^{\infty}$ as 2-D functions of $\rho_{r}$ and $\rho_{s}$ given by (7.25) and (7.26), respectively. (a) and (c): the entire feasible range $\rho_{r} \in(0,1]$ and $\rho_{s} \in(0,1]$; (b) and (d): zoomed-in version of (a) and (c) near the bottomleft corner, respectively. The isoline at which $\rho_{1}^{\infty}=\rho_{o p t}^{\infty}=1$ is represented by the dashed line, corresponding to the case $\rho_{s}=1-\left(1-\rho_{r}\right)^{2}$. The yellow region below this isoline corresponds to the under-determined setting $\rho_{s}<1-\left(1-\rho_{r}\right)^{2}$. The common setting considered in the literature (e.g., [55, 104, 105] is the zoomed-in region where $\rho_{r} \ll \rho_{s} \ll 1$. On the other hand, our local convergence analysis covers the entire region in which the rank ratio and the sampling rate are not necessarily small.


Figure 7.7: Convergence of IHT with step size $\eta=n_{1} n_{2} / s$ under the setting $\rho_{s}=.2$ and $\rho_{r}=0.0001$. With the matrix dimension being 10000, the difference between $\eta=n_{1} n_{2} / s$ and the optimal step size $\eta_{\text {opt }}$ given in (7.26) is as small as 0.003 . The blue solid line represents the error through IHT iterations. The red and yellow dashed lines represent the exponential decrease at rates $\rho_{o p t}^{\infty}=0.056$ given in (7.26) and 0.5 given in [55], respectively. It can be seen that our estimate of the rate is tighter than the 0.5 global upper-bound in this asymptotic regime.

In addition, the optimal step size selected using this strategy and the corresponding optimal rate are given by

$$
\begin{align*}
& \eta_{o p t}^{\infty}=\frac{1}{\left(1-\rho_{r}\right)^{2} \rho_{s}+\rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)} \\
& \rho_{o p t}^{\infty}=\frac{2 \sqrt{\left(1-\rho_{r}\right)^{2} \rho_{s} \rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)}}{\left(1-\rho_{r}\right)^{2} \rho_{s}+\rho_{r}\left(2-\rho_{r}\right)\left(1-\rho_{s}\right)} \tag{7.26}
\end{align*}
$$

Figure 7.6 demonstrates the rate of convergence in various setting of $\rho_{r}$ and $\rho_{s}$. Note that if we evaluate this step-size choice under the regime suggested in [104, 105], i.e., $\lim _{\min \left\{n_{1}, n_{2}\right\} \rightarrow \infty} \rho_{s}=0$ and $\lim _{m \rightarrow \infty} \rho_{r} / \rho_{s}^{2}=0$, then

$$
\begin{align*}
& \eta_{o p t}=\frac{1}{\rho_{s}+2 \rho_{r}+o\left(\rho_{s}\right)}=\frac{1}{\rho_{s}}\left(1+o\left(\rho_{s}\right)\right), \\
& \rho_{\text {opt }}=2 \sqrt{\frac{2 \rho_{r}}{\rho_{s}}}\left(1+o\left(\rho_{s}\right)\right) . \tag{7.27}
\end{align*}
$$

Comparing this with the step size $1 / \rho_{s}$ selected in $[55,105]$, this provides the insight that the step size used in the approach of [105] not only guarantees linear convergence but also is optimal and cannot be improved upon. Notwithstanding, our local convergence analysis offers more precise estimate of the convergence rate compared to the $1 / 2$ upper bound in prior works. In particular, in the aforementioned regime ( $\rho_{r} \ll \rho_{s}$ ), our estimate of the rate $\rho_{\text {opt }}$ approaches 0 , which is much faster than the upper bound $1 / 2$ (see Fig. 7.7).


Figure 7.8: The coefficient of variation (on a $\log 10$ scale) of the empirical rate shown in Fig. 7.5-(a) and (b), respectively. In each plot, the black dashed line corresponds to the boundary line $1-\rho_{s}=\left(1-\rho_{r}\right)^{2}$ and the black region on the bottom-right corner corresponds to the settings where no linear convergence is observed (i.e., the empirical rate is set to 1 ). The darker color in the right plot demonstrates the increasing concentration of the empirical rate as a random variable when the dimensions grow larger. It is also interesting to note that the variability in relation to the mean decreases as it approaches the boundary line (i.e., from the top-left corner to the bottom-right corner).

### 7.7.3 Proof of Theorem 7.1

### 7.7.3.1 Proof of Lemma 7.1

By the definition of the error matrix, we have

$$
\begin{align*}
\boldsymbol{E}^{(k+1)} & =\boldsymbol{X}^{(k+1)}-\boldsymbol{M} \\
& =\left(\mathcal{P}_{\bar{\Omega}}\left(\mathcal{P}_{r}\left(\boldsymbol{X}^{(k)}\right)\right)+\mathcal{P}_{\Omega}(\boldsymbol{M})\right)-\left(\mathcal{P}_{\Omega}(\boldsymbol{M})+\mathcal{P}_{\bar{\Omega}}(\boldsymbol{M})\right) \\
& =\mathcal{P}_{\bar{\Omega}}\left(\mathcal{P}_{r}\left(\boldsymbol{M}+\boldsymbol{E}^{(k)}\right)-\boldsymbol{M}\right) . \tag{7.28}
\end{align*}
$$

From Proposition 7.1, we can reorganize (7.5) to obtain

$$
\mathcal{P}_{r}\left(\boldsymbol{M}+\boldsymbol{E}^{(k)}\right)-\boldsymbol{M}=\boldsymbol{E}^{(k)}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E}^{(k)} \boldsymbol{P}_{\boldsymbol{V}_{\perp}}+\boldsymbol{R}\left(\boldsymbol{E}^{(k)}\right) .
$$

Substituting the last equation back into (7.28) yields the recursion on the error matrix as in (7.12).

Next, let us denote $\boldsymbol{e}^{(k)}=\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)$, for $k=1,2, \ldots$ Vectorizing equation (7.12) and left-multiplying both sides with $\boldsymbol{S}_{\bar{\Omega}}$ yield

$$
\boldsymbol{e}^{(k+1)}=\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{E}^{(k)}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E}^{(k)} \boldsymbol{P}_{\boldsymbol{V}_{\perp}}+\boldsymbol{R}\left(\boldsymbol{E}^{(k)}\right)\right)\right)
$$

Using the property of selection matrices in Definition 7.2, we further have

$$
\begin{aligned}
\boldsymbol{e}^{(k+1)} & =\boldsymbol{S}_{\bar{\Omega}}^{\top} \boldsymbol{S}_{\bar{\Omega}} \boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{E}^{(k)}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E}^{(k)} \boldsymbol{P}_{\boldsymbol{V}_{\perp}}+\boldsymbol{R}\left(\boldsymbol{E}^{(k)}\right)\right) \\
& =\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{E}^{(k)}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E}^{(k)} \boldsymbol{P}_{\boldsymbol{V}_{\perp}}+\boldsymbol{R}\left(\boldsymbol{E}^{(k)}\right)\right)
\end{aligned}
$$

Since vec $\left(\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E}^{(k)} \boldsymbol{P}_{\boldsymbol{V}_{\perp}}\right)=\left(\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)$, the last equation can be represented as

$$
\begin{equation*}
\boldsymbol{e}^{(k+1)}=\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)-\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)+\boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{R}\left(\boldsymbol{E}^{(k)}\right)\right) \tag{7.29}
\end{equation*}
$$

On the other hand, (7.12) implies, for any $k \geq 1, \boldsymbol{E}^{(k)}=\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{E}^{(k)}\right)$ and

$$
\operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)=\operatorname{vec}\left(\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{E}^{(k)}\right)\right)=\boldsymbol{S}_{\bar{\Omega}} \boldsymbol{S}_{\bar{\Omega}}^{\top} \operatorname{vec}\left(\boldsymbol{E}^{(k)}\right)=\boldsymbol{S}_{\bar{\Omega}} \boldsymbol{e}^{(k)}
$$

Substituting the last equation into the RHS of (7.29) yields (7.13).

### 7.7.3.2 Proof of Lemma 7.2

Applying the triangle inequality to the RHS of (7.13) yields

$$
\begin{equation*}
\left\|\boldsymbol{e}^{(k+1)}\right\|_{2} \leq\left\|(\boldsymbol{I}-\boldsymbol{H}) \boldsymbol{e}^{(k)}\right\|_{2}+\left\|\boldsymbol{r}\left(\boldsymbol{e}^{(k)}\right)\right\|_{2}, \tag{7.30}
\end{equation*}
$$

where we recall $\boldsymbol{H}=\boldsymbol{S}_{\bar{\Omega}}^{\top}\left(\boldsymbol{P}_{\boldsymbol{V}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{S}_{\bar{\Omega}}$. By the definition of the operator norm, we have

$$
\begin{align*}
\left\|(\boldsymbol{I}-\boldsymbol{H}) \boldsymbol{e}^{(k)}\right\|_{2} & \leq\|\boldsymbol{I}-\boldsymbol{H}\|_{2}\left\|\boldsymbol{e}^{(k)}\right\|_{2} \\
& =\max _{i}\left\{\left|1-\lambda_{i}(\boldsymbol{H})\right|\right\} \cdot\left\|\boldsymbol{e}^{(k)}\right\|_{2} \\
& =\left(1-\lambda_{\min }(\boldsymbol{H})\right)\left\|\boldsymbol{e}^{(k)}\right\|_{2} \tag{7.31}
\end{align*}
$$

where the last equality stems from the fact that all eigenvalues of $\boldsymbol{H}$ lie between 0 and 1. From (7.30) and (7.31), we obtain

$$
\begin{equation*}
\left\|\boldsymbol{e}^{(k+1)}\right\|_{2} \leq\left(1-\lambda_{\min }(\boldsymbol{H})\right)\left\|\boldsymbol{e}^{(k)}\right\|_{2}+\left\|\boldsymbol{r}\left(\boldsymbol{e}^{(k)}\right)\right\|_{2} \tag{7.32}
\end{equation*}
$$

The conclusion of lemma follows from the fact that

$$
\left\|\boldsymbol{e}^{(k)}\right\|_{2}=\left\|\mathcal{P}_{\bar{\Omega}}\left(\boldsymbol{E}^{(k)}\right)\right\|_{F}=\left\|\boldsymbol{E}^{(k)}\right\|_{F}
$$

and

$$
\left\|\boldsymbol{r}\left(\boldsymbol{e}^{(k)}\right)\right\|_{2} \leq\left\|\boldsymbol{R}\left(\boldsymbol{E}^{(k)}\right)\right\|_{F} \leq \frac{c_{1}}{\sigma_{r}}\left\|\boldsymbol{E}^{(k)}\right\|_{F}^{2} .
$$

### 7.7.4 Details of Example 7.1

### 7.7.4.1 The first case

Using the same argument as in Lemma 5.3 in [232], we can replace the complex matrix in (7.21) by a real PSD matrix and prove the following lemma:

Lemma 7.5. Let $\boldsymbol{a}=\left[a_{1}, \ldots, a_{q n}\right]^{\top}$ is a random vector with i.i.d entries, where $a_{i} \sim \mathcal{N}(0,1 / n)$. Then for any sequence of $q n \times q n$ PSD matrices $\boldsymbol{M}_{q n}$ with uniformly bounded spectral norms $\left\|\boldsymbol{M}_{q n}\right\|_{2}$, we have

$$
\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}-\frac{1}{n} \operatorname{tr}\left(\boldsymbol{M}_{q n}\right)\right) \xrightarrow{p} 0 \text { as } n \rightarrow \infty .
$$

Proof. To simplify our notation, let us denote the $(i, j)$-th entry of $\boldsymbol{M}_{q n}$ by $M_{i j}$ and $\delta_{i j}$ is the indicator of the event $i=j$. Since $a_{i}$ are $i . i . d$ normally distributed, we have

$$
\begin{equation*}
\mathbb{E}\left[a_{i}\right]=0, \quad \mathbb{E}\left[a_{i} a_{j}\right]=\delta_{i j} \frac{1}{n}, \quad \mathbb{E}\left[a_{i} a_{j} a_{k} a_{l}\right]=\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \frac{1}{n^{2}}, \tag{7.33}
\end{equation*}
$$

for any indices $1 \leq i, j, k, l \leq n$. In order to prove $\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}-\frac{1}{n} \operatorname{tr}\left(\boldsymbol{M}_{q n}\right)\right) \xrightarrow{\mathrm{p}} 0$, it is sufficient to show that

$$
\left\{\begin{array}{l}
\mathbb{E}\left[\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}\right]=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{M}_{q n}\right), \\
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}\right) \rightarrow 0 \text { as } n \rightarrow \infty
\end{array}\right.
$$

First, by the linearity of expectation, we have

$$
\begin{align*}
\mathbb{E}\left[\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}\right] & =\mathbb{E}\left[\sum_{i, j} M_{i j} a_{i} a_{j}\right]=\sum_{i, j} M_{i j} \mathbb{E}\left[a_{i} a_{j}\right] \\
& =\sum_{i, j} M_{i j} \delta_{i j} \frac{1}{n}=\frac{1}{n} \sum_{i=1}^{q n} M_{i i}=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{M}_{q n}\right) . \tag{7.34}
\end{align*}
$$

Second, by rewriting the variance of the summation $\sum_{i, j} M_{i j} a_{i} a_{j}$ in terms of the sum of covariances, we obtain

$$
\begin{align*}
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}\right) & =\operatorname{Var}\left(\sum_{i, j} M_{i j} a_{i} a_{j}\right) \\
& =\sum_{i, j, k, l} \operatorname{Cov}\left(M_{i j} a_{i} a_{j}, M_{k l} a_{k} a_{l}\right) \tag{7.35}
\end{align*}
$$

Using the formula

$$
\begin{equation*}
\operatorname{Cov}(X, Y)=\mathbb{E}[X Y]-\mathbb{E}[X] \mathbb{E}[Y] \tag{7.36}
\end{equation*}
$$

and the linearity of expectation, (7.35) can be represented as

$$
\begin{align*}
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}\right) & =\sum_{i, j, k, l} M_{i j} M_{k l}\left(\mathbb{E}\left[a_{i} a_{j} a_{k} a_{l}\right]-\mathbb{E}\left[a_{i} a_{j}\right] \mathbb{E}\left[a_{k} a_{l}\right]\right) \\
& =\sum_{i, j, k, l} M_{i j} M_{k l}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \frac{1}{n^{2}} \\
& =\frac{2}{n^{2}} \sum_{i, j} M_{i j}^{2}=\frac{2}{n^{2}}\left\|\boldsymbol{M}_{q n}\right\|_{F}^{2} \tag{7.37}
\end{align*}
$$

Since $\boldsymbol{M}_{q n}$ is PSD and has bounded spectral norm, all of its eigenvalues are
bounded by $0 \leq \lambda_{i}\left(\boldsymbol{M}_{q n}\right) \leq C$, for some constant $C$, and hence,

$$
\left\|\boldsymbol{M}_{q n}\right\|_{F}^{2}=\sum_{i=1}^{q n} \lambda_{i}^{2}\left(\boldsymbol{M}_{q n}\right) \leq q n C^{2}
$$

Thus, substituting back into (7.37) yields

$$
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{q n} \boldsymbol{a}\right) \leq \frac{2}{n^{2}} q n C^{2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

This completes our proof of the lemma.

### 7.7.4.2 The second case

Similarly, we consider the following lemma:

Lemma 7.6. Let $\boldsymbol{b}=\left[b_{1}, \ldots, b_{q n}\right]$ and $\boldsymbol{c}=\left[c_{1}, \ldots, c_{q n}\right]$ are random vectors with i.i.d entries, where $b_{i}, c_{j} \sim \mathcal{N}(0,1 / n)$. Denote $m=n^{2}, k=q^{2}$ and $\boldsymbol{a}=\boldsymbol{b} \otimes \boldsymbol{c}$. Then for any sequence of $k m \times k m$ PSD matrices $\boldsymbol{M}_{k m}$ with uniformly bounded spectral norms $\left\|\boldsymbol{M}_{k m}\right\|_{2}$, we have

$$
\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}-\frac{1}{m} \operatorname{tr}\left(\boldsymbol{M}_{k m}\right)\right) \xrightarrow{p} 0 \text { as } n \rightarrow \infty .
$$

Proof. Denote $\boldsymbol{M}_{[i j]}$ is the $(i, j)$-th $q n \times q n$ block of $\boldsymbol{M}_{k m}$. Then it is straightforward
to verify that

$$
\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}=\sum_{i, j} b_{i}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right) b_{j} .
$$

In order to prove $\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}-\frac{1}{m} \operatorname{tr}\left(\boldsymbol{M}_{k m}\right)\right) \xrightarrow{\mathrm{p}} 0$, it is sufficient to show that

$$
\left\{\begin{array}{l}
\mathbb{E}\left[\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}\right]=\frac{1}{m} \operatorname{tr}\left(\boldsymbol{M}_{k m}\right), \\
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}\right) \rightarrow 0 \text { as } n \rightarrow \infty
\end{array}\right.
$$

First, we use the linearity of expectation to obtain

$$
\begin{aligned}
\mathbb{E}\left[\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}\right] & =\mathbb{E}\left[\sum_{i, j} b_{i}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right) b_{j}\right] \\
& =\sum_{i, j} \mathbb{E}\left[b_{i} b_{j}\right] \mathbb{E}\left[\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right] .
\end{aligned}
$$

From (7.34) and Lemma 7.5, the last equation is equivalent to

$$
\mathbb{E}\left[\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}\right]=\sum_{i, j} \delta_{i j} \frac{1}{n} \cdot \frac{1}{n} \operatorname{tr}\left(\boldsymbol{M}_{[i j]}\right)=\frac{1}{m} \operatorname{tr}\left(\boldsymbol{M}_{k m}\right) .
$$

Second, we have

$$
\begin{align*}
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}\right) & =\operatorname{Var}\left(\sum_{i, j} b_{i}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right) b_{j}\right) \\
& =\sum_{i, j, k, l} \operatorname{Cov}\left(b_{i}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right) b_{j}, b_{k}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[k l]} \boldsymbol{c}\right) b_{l}\right) . \tag{7.38}
\end{align*}
$$

From (7.36), each covariance on the RHS of (7.38) can be represented as

$$
\begin{align*}
\operatorname{Cov}\left(b_{i}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right) b_{j}, b_{k}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[k l]} \boldsymbol{c}\right) b_{l}\right)= & \mathbb{E}\left[b_{i} b_{j} b_{k} b_{l}\right] \cdot \mathbb{E}\left[\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c} \cdot \boldsymbol{c}^{\top} \boldsymbol{M}_{[k l]} \boldsymbol{c}\right] \\
& -\mathbb{E}\left[b_{i} b_{j}\right] \cdot \mathbb{E}\left[b_{k} b_{l}\right] \cdot \mathbb{E}\left[\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right] \cdot \mathbb{E}\left[\boldsymbol{c}^{\top} \boldsymbol{M}_{[k l]} \boldsymbol{c}\right] . \tag{7.39}
\end{align*}
$$

Lemma 7.7. Let $\boldsymbol{P}$ and $\boldsymbol{Q}$ be matrices in $\mathbb{R}^{q n \times q n}$. Then

$$
\mathbb{E}\left[\boldsymbol{c}^{\top} \boldsymbol{P} \boldsymbol{c} \cdot \boldsymbol{c}^{\top} \boldsymbol{Q} \boldsymbol{c}\right]=\frac{\operatorname{tr}(\boldsymbol{P}) \operatorname{tr}(\boldsymbol{Q})+\operatorname{tr}\left(\boldsymbol{P} \boldsymbol{Q}^{\top}\right)+\operatorname{tr}(\boldsymbol{P} \boldsymbol{Q})}{n^{2}} .
$$

The proof of Lemma 7.7 is straightforward from (7.33) and is omitted in this chapter. From Lemma 7.7 and (7.33), we can simplify (7.39) as

$$
\begin{aligned}
\operatorname{Cov}\left(b_{i}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[i j]} \boldsymbol{c}\right) b_{j}, b_{k}\left(\boldsymbol{c}^{\top} \boldsymbol{M}_{[k l]} \boldsymbol{c}\right) b_{l}\right)=\frac{1}{n^{4}} & \left(\operatorname{tr}\left(\boldsymbol{M}_{[i j]} \boldsymbol{M}_{[k]]}\right)+\operatorname{tr}\left(\boldsymbol{M}_{[i j]} \boldsymbol{M}_{[k l]}^{\top}\right)\right. \\
& +\operatorname{tr}^{2}\left(\boldsymbol{M}_{[i j]}\right)+\operatorname{tr}\left(\boldsymbol{M}_{[i j]}^{2}\right)+\operatorname{tr}\left(\boldsymbol{M}_{[i j]} \boldsymbol{M}_{[i j]}^{\top}\right) \\
& \left.+\operatorname{tr}\left(\boldsymbol{M}_{[i j]}\right) \operatorname{tr}\left(\boldsymbol{M}_{[i j]}^{\top}\right)+\operatorname{tr}\left(\boldsymbol{M}_{[i j]}^{2}\right)\right) .
\end{aligned}
$$

Substituting the last equation back into (7.38) yields

$$
\begin{align*}
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}\right)=\frac{2}{n^{4}}( & \sum_{i, j} \operatorname{tr}^{2}\left(\boldsymbol{M}_{[i j]}\right)+\sum_{i, j} \operatorname{tr}\left(\boldsymbol{M}_{[i i]} \boldsymbol{M}_{[j j]}\right) \\
& \left.+\sum_{i, j} \operatorname{tr}\left(\boldsymbol{M}_{[i j]}^{\top} \boldsymbol{M}_{[j j]}\right)+\sum_{i, j} \operatorname{tr}\left(\boldsymbol{M}_{[i j]}^{2}\right)\right) . \tag{7.40}
\end{align*}
$$

Next, we bound each term on the RHS of (7.40). To that end, we utilize the
following lemma:

Lemma 7.8. For any matrices $\boldsymbol{A}, \boldsymbol{B} \in \mathbb{R}^{n \times n}$, it holds that

1. $\|\boldsymbol{A}\|_{F} \leq \sqrt{n}\|\boldsymbol{A}\|_{2}$,
2. $\operatorname{tr}^{2}(\boldsymbol{A}) \leq n\|\boldsymbol{A}\|_{F}^{2}$,
3. $\operatorname{tr}\left(\boldsymbol{A}^{\top} \boldsymbol{B}\right) \leq\|\boldsymbol{A}\|_{F}\|\boldsymbol{B}\|_{F} \leq n\|\boldsymbol{A}\|_{2}\|\boldsymbol{B}\|_{2}$,
4. $\operatorname{tr}\left(\boldsymbol{A}^{2}\right) \leq\|\boldsymbol{A}\|_{F}^{2}=\operatorname{tr}\left(\boldsymbol{A}^{\top} \boldsymbol{A}\right)$.

The proof of Lemma 7.8 can be found in [151] - Chapter 5. Applying Lemma 7.8 with the blocks of size $q n \times q n$, we obtain

$$
\begin{aligned}
\sum_{i, j} \operatorname{tr}^{2}\left(\boldsymbol{M}_{[i j]}\right) & \leq \sum_{i, j} q n\left\|\boldsymbol{M}_{[i j]}\right\|_{F}^{2}=q n\|\boldsymbol{M}\|_{F}^{2} \\
& \leq(q n)^{3}\|\boldsymbol{M}\|_{2} \leq C(q n)^{3} \\
\sum_{i, j} \operatorname{tr}\left(\boldsymbol{M}_{[i i]} \boldsymbol{M}_{[j j]}\right) & \leq \sum_{i, j} q n\left\|\boldsymbol{M}_{[i i]}\right\|_{2}\left\|\boldsymbol{M}_{[j j]}\right\|_{2} \\
& \leq \sum_{i, j} q n\|\boldsymbol{M}\|_{2}\|\boldsymbol{M}\|_{2}=C^{2}(q n)^{3} \\
\sum_{i, j} \operatorname{tr}\left(\boldsymbol{M}_{[i j]}^{\top} \boldsymbol{M}_{[j j]}\right) & =\sum_{i, j}\left\|\boldsymbol{M}_{[i j]}\right\|_{F}^{2}=\|\boldsymbol{M}\|_{F}^{2} \leq C(q n)^{2},
\end{aligned}
$$

$$
\sum_{i, j} \operatorname{tr}\left(\boldsymbol{M}_{[i j]}^{2}\right) \leq \sum_{i, j}\left\|\boldsymbol{M}_{[i j]}\right\|_{F}^{2}=\|\boldsymbol{M}\|_{F}^{2} \leq C(q n)^{2}
$$

Therefore, (7.40) can be bounded as

$$
\operatorname{Var}\left(\boldsymbol{a}^{\top} \boldsymbol{M}_{k m} \boldsymbol{a}\right) \leq \frac{2}{n^{4}}\left(C(q n)^{3}+C^{2}(q n)^{3}+2 C(q n)^{2}\right)
$$

The conclusion of the lemma follows by the fact that the RHS of the last equation which approaches 0 as $n \rightarrow \infty$.

## Chapter 8: Accelerating Iterative Hard Thresholding for Low-Rank Matrix Completion via Adaptive Restart ${ }^{1}$

This chapter introduces the use of adaptive restart to accelerate iterative hard thresholding (IHT) for low-rank matrix completion. First, we analyze the local convergence of accelerated IHT in the non-convex setting of matrix completion problem (MCP). We prove the linear convergence rate of the accelerated algorithm inside the region near the solution. Our analysis poses a major challenge to parameter selection for accelerated IHT when no prior knowledge of the "local Hessian condition number" is given. To address this issue, we propose a simple adaptive restart algorithm for MCP to recover the optimal rate of convergence at the solution, as motivated in [164]. Our numerical result verifies the theoretical analysis as well as demonstrates the outstanding performance of the proposed algorithm.

[^34]
### 8.1 Introduction

Low-rank matrix completion is a fundamental problem that arises in many areas of signal processing and machine learning such as collaborative filtering [176], system identification [137] and dimension reduction [31]. The problem can be explained as follows. Let $M \in \mathbb{R}^{m \times n}$ be the underlying matrix with low rank $r$ and a subset its entries $\mathcal{S}=\left\{(i, j) \mid M_{i j}\right.$ is observed $\}$. We aim to recover the unknown entries of $M$, belonging to the complement set $\mathcal{S}^{c}$. Alternatively, one would solve the following optimization problem:

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}} \operatorname{rank}(X) \quad \text { s.t. } X_{i j}=M_{i j}, \quad \forall(i, j) \in \mathcal{S} . \tag{8.1}
\end{equation*}
$$

In one of the pioneer works, Candès and Recht [33] introduced a convex relaxation to the original non-convex matrix completion problem and presented conditions under which the solutions of the two problems coincide. Moreover, they provided an expression for the number of known entries required to recover the original matrix. This breakthrough leads to the class of proximal-type algorithms for nuclear norm minimization [27, 107, 145, 205] with rigorous mathematical guarantees and extensions of classic acceleration techniques. The disadvantage of convex-relaxed methods, nonetheless, is either high computational complexity (for interior-point methods) or slow convergence rate (often sublinear for proximal-type methods). To address those issues, iterative hard thresholding has been proposed to directly solve the non-convex rank minimization problem [79,104,125]. Each IHT iteration takes one step in the direction of the gradient and one step projecting onto the
set of rank- $r$ matrices. Since the process is akin to hard-thresholding singular values, we refer to the methods using it as iterative hard thresholding algorithms, as opposed to their aforementioned soft thresholding counterparts. When the solution is low-rank, IHT is extremely efficient in both computational complexity and empirical convergence (linear rate). Notwithstanding, mathematical guarantees of non-convex IHT algorithms for MCP are generally restricted to local convergence $[46,120]$.

Despite the similarity between IHT and projected gradient methods, there have been but a few efforts in accelerating IHT and characterizing the performance thereby. In a very recent work, Khanna and Kyrillidis [116] introduces the use of acceleration to plain IHT yet in the context of rank minimization with affine constraints (ARMP). The authors provided convergence guarantees based on restricted strong convexity and smoothness properties of the loss function. However, as pointed out in [33], the results and techniques for ARMP cannot apply to MCP for which the restricted properties does not hold. Additionally, they left an open question on the optimal momentum step sizes that guarantee better performance over plain IHT. While determining an optimal tuning is NP-hard [204], our experiment indeed shows that a careless choice of step sizes might worsen the performance of plain IHT in a matrix completion setting. Thus, we believe answering this question is the key to the practicality of accelerated IHT in both ARMP and MCP.

In this chapter, we consider IHT for solving low-rank matrix completion and connect the classic theory of accelerated gradient methods with recent analyses of
the local convergence of plain IHT in [46]. The contribution of our work is threefold: (i) we propose a variant of Nesterov's Accelerated Gradient in a MCP-IHT setting and analyze the local convergence thereof, (ii) we identify the choice of momentum step sizes that guarantees the optimal acceleration, (iii) we propose an adaptive restart algorithm that can asymptotically recover the local rate in practice. The numerical experiment verifies our theoretical analysis and demonstrates the superior performance of the proposed algorithm compared to common existing methods for low-rank matrix completion.

### 8.2 Preliminaries

We begin with a review of some preliminaries on iterative hard thresholding methods for low-rank matrix completion.

Definition 8.1. Let $M \in \mathbb{R}^{m \times n}(m \geq n)$ be a rank-r matrix and $M=U \Sigma V^{T}$ be its singular value decomposition (SVD), where $\Sigma$ is a diagonal $m \times n$ matrix with diagonal entries

$$
\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>\sigma_{r+1}=\ldots=\sigma_{n}=0
$$

and $U, V$ are $m \times m$ and $n \times n$ unitary matrices, respectively. We partition $U, \Sigma, V$
as follows:

$$
U=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right], \Sigma=\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \Sigma_{2}
\end{array}\right], V=\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]
$$

where $\Sigma_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right), \Sigma_{2}=\mathbf{0} ; U_{1}, V_{1}$ and $U_{2}, V_{2}$ are semi-unitary matrices corresponding to the partition of $\Sigma$.

Definition 8.2. A row selection matrix $S \in \mathbb{R}^{s \times m}(s \leq m)$ is a semi-unitary matrix obtained by a subset of $s$ rows from the identity matrix $I_{m}$. Left-multiplying a matrix $X \in \mathbb{R}^{m \times n}$ by $S$ returns an $s \times n$ matrix corresponding to set of rows in $X$.

Definition 8.3. Sampling operator $X_{\mathcal{S}}$ maps the matrix entries not in $\mathcal{S}$ to 0 :

$$
\left[X_{\mathcal{S}}\right]_{i j}= \begin{cases}X_{i j} & \text { if }(i, j) \in \mathcal{S} \\ 0 & \text { if }(i, j) \in \mathcal{S}^{c}\end{cases}
$$

Definition 8.4. Let $X \in \mathbb{R}^{m \times n}$ be a matrix with arbitrary rank. Define the rank-r projection of $X$ as:

$$
\mathcal{P}_{r}(X) \in \underset{Y \in \mathbb{R}^{m \times n}}{\operatorname{argmin}}\|Y-X\|_{F} \text { s.t. } \operatorname{rank}(Y) \leq r .
$$

The solution of this minimization is obtained by computing the top $r$ singular values and vectors of $X$ [61]. Moreover, this projection is unique if either $\sigma_{r}(X)>$ $\sigma_{r+1}(X)$ or $\sigma_{r}(X)=0$, where $\sigma_{r}($.$) denotes the r$-th largest singular value. In
the rest of this chapter, we implicitly refer the solution of problem (8.1) and its SVD to the notations in Definition 8.1. This also implies our assumption that $\operatorname{rank}(M)=r$. Furthermore, we denote the cardinality of $\mathcal{S}$ by $s$ and the row selection matrix corresponding to $\mathcal{S}^{c}$ by $S_{c} \in \mathbb{R}^{(m n-s) \times m n}$.

### 8.3 Background

### 8.3.1 ARMP-IHT versus MCP-IHT

Iterative hard thresholding for low-rank matrices was first proposed in the context of ARMP. In [104], Jain et. al. considered the following robust formulation of ARMP:

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}} \frac{1}{2}\|\mathcal{A}(X)-b\|_{2}^{2} \text { s.t. } \operatorname{rank}(X) \leq r \tag{8.2}
\end{equation*}
$$

where $\mathcal{A}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{s}$ is an affine transformation and $b \in \mathbb{R}^{s}$ is the set of indirect observations. Adapting the idea of projected gradient descent, the authors proposed the Singular Value Projection (SVP) algorithm with the basic update

$$
X^{(k)}=\mathcal{P}_{r}\left(X^{(k-1)}-\eta_{k} \mathcal{A}^{T}\left(\mathcal{A}\left(X^{(k-1)}\right)-b\right)\right) .
$$

Under assumptions on Restricted Isometry Property (RIP) of the affine operator $\mathcal{A}$, the authors showed that their algorithm converges to the solution at a linear rate. In an independent work, Goldfarb and Ma [79] proved the geometric convergence

```
Algorithm 8.1 Iterative Hard Thresholding
    \(X^{(0)}=M_{\mathcal{S}}\)
    for \(k=1,2, \ldots\) do
        \(X^{(k)}=\mathcal{P}_{r}\left(X^{(k-1)}-\alpha_{k}\left[X^{(k-1)}-M\right]_{\mathcal{S}}\right)\)
```

for a special case of unit step size. Later on, there have been efforts in improving the performance of ARMP-IHT, namely Normalized IHT [201] and accelerated IHT [116]. All of these works use the standard RIP assumptions in order to prove the global convergence.

The matrix completion problem is a special case of ARMP where the affine operator $\mathcal{A}$ is a sampling operator:

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}}\left\|X_{\mathcal{S}}-M_{\mathcal{S}}\right\|_{F}^{2} \text { s.t. } \operatorname{rank}(X) \leq r \tag{8.3}
\end{equation*}
$$

Unfortunately, this operator does not satisfy RIP in general, shattering the global convergence guarantees established in ARMP. Still, Jain et. al. suggested to apply SVP for solving MCP (see Algorithm 8.1) and made a conjecture that SVP converges linearly to the solution matrix $M$ with high probability, provided $M$ is incoherent [104]. It took some time before the first theoretical guarantee is obtained in [46], considering a special case of SVP, called IHTSVD algorithm. When the step size $\alpha_{k}$ equals 1, one can simplify the gradient update in Algorithm 8.1 as $X^{(k-1)}-\alpha_{k}\left[X^{(k-1)}-M\right]_{\mathcal{S}}=\left[X^{(k-1)}\right]_{\mathcal{S}^{c}}+M_{\mathcal{S}}$. For convenience, we call this operator the observation projection, denoted by $\mathcal{P}_{M, \mathcal{S}}$. It simply sets entries of $X^{(k)}$ that are in $\mathcal{S}$ to those corresponding values of $M$. The IHT iterates now serve as alternating projections between $\mathcal{P}_{r}$ and $\mathcal{P}_{M, \mathcal{S}}$. More importantly, the authors
provided a quantitative analysis on the local convergence of IHTSVD, based on the approximation of rank- $r$ projection operator near the solution. Let us restate their results in Theorem 8.1 and Theorem 8.2. We use our own notations for the purpose of consistency.

Theorem 8.1. (Rephrased from [46]) Given the matrix $M$ in Definition 8.1. Denote $\epsilon=\min _{\sigma_{i}>\sigma_{i+1}}\left\{\sigma_{i}-\sigma_{i+1}\right\}$. Let $\Delta \in \mathbb{R}^{m \times n}$ be a perturbation matrix such that $\|\Delta\|_{F}<\frac{\epsilon}{2}$. Then the rank-r projection of $M+\Delta$ is given by

$$
\mathcal{P}_{r}(M+\Delta)=M+\Delta-U_{2} U_{2}^{T} \Delta V_{2} V_{2}^{T}+Q(\Delta)
$$

where $Q: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ satisfies $\|Q(\Delta)\|_{F}=O\left(\|\Delta\|_{F}^{2}\right)$.

Theorem 8.2. (Rephrased from [46]) If the matrix $S_{c}\left(V_{2} \otimes U_{2}\right)$ has full rank, then Algorithm 8.1 with a unit step size converges to $M$ locally at a linear rate $1-\sigma^{2}$, where $\sigma=\sigma_{\min }\left(S_{c}\left(V_{2} \otimes U_{2}\right)\right)$. In other words, there exists a neighborhood $\mathcal{E}(M)$ of $M$ and a constant $C$ such that if $X^{(0)} \in \mathcal{E}(M)$, then

$$
\left\|X^{(k)}-M\right\|_{F} \leq C\left(1-\sigma^{2}\right)^{k}\left\|X^{(0)}-M\right\|_{F} .
$$

### 8.3.2 Nesterov's Accelerated Gradient for ARMP-IHT

We consider the plain IHT as a first-order gradient method and apply momentum techniques to accelerate it. In [160], Nesterov demonstrated a simple modification to gradient descent that provably improves the convergence rate dramatically. The
method, known as Nesterov's Accelerated Gradient (NAG), can be described as follows

$$
\begin{aligned}
& x^{(k)}=y^{(k-1)}-\alpha_{k} \nabla f\left(y^{(k-1)}\right) \\
& y^{(k)}=x^{(k)}+\beta_{k}\left(x^{(k)}-x^{(k-1)}\right)
\end{aligned}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuous differentiable, smooth convex function to be minimized. For optimizing an $\mu$-strongly convex, $L$-smooth function, it is wellknown that NAG obtains a linear convergence rate at $1-\sqrt{\mu / L}$ by setting [160]

$$
\begin{equation*}
\alpha_{k}=\frac{1}{L}, \quad \beta_{k}=\frac{1-\sqrt{\mu / L}}{1+\sqrt{\mu / L}} \tag{8.4}
\end{equation*}
$$

This scheme is often called optimal since it achieves the lower complexity bound for first-order methods on minimizing a strongly convex, smooth function derived by Nemirovski and Yudin [158].

The idea of accelerating IHT has recently been studied in $[116,119]$ for ARMP. It is similar in spirit to the Accelerated Proximal Gradient algorithm for solving nuclear norm regularized linear least square problems [205]. While these algorithms enjoy the convexity of the norm operator and copious theoretical guarantees of proximal methods, the burden of non-convex projections over the rank constraint bears heavily on IHT methods. Moreover, as we mentioned, convergence guarantee for accelerated ARMP-IHT in [116] does not hold for MCP-IHT. To the best of our knowledge, there is no convergence analysis for accelerated IHT in a matrix
completion setting to date.

### 8.4 Accelerating MCP-IHT

In this section, we first describe an accelerated scheme for Algorithm 8.1 and provide some analysis of the local convergence of the algorithm. It remains a challenging problem on parameter selection that guarantees better performance of accelerated over plain IHT. To address this issue, we propose an adaptive restart technique that allows us to asymptotically recover the optimal rate of convergence in practice.

### 8.4.1 An NAG-variant of MCP-IHT

Motivated by the result in Theorem 8.2, we propose an NAG-variant of IHT in Algorithm 8.2. First, notice the specific choice of gradient step size $\left(\alpha_{k}=1\right)$ unveils the observation projection $\mathcal{P}_{M, \mathcal{S}}$. Interestingly, this choice of $\alpha_{k}$ matches the setting in (8.4), as the Lipschitz constant of the sampling operator is $L=1$. Second, the order at each iteration guarantees the sequence $\left\{Y^{(k)}\right\}$ is consistent with the observation $\mathcal{S}$, i.e., $Y_{\mathcal{S}}^{(k)}=M_{\mathcal{S}}$. As a result, the error matrix depends only on the entries in $\mathcal{S}^{c}$, disentangling the subsequent analysis of convergence. Finally, the algorithm terminates when a stopping criteria is met, returning $Y^{(k)}$ as an estimate of the matrix. We state our main theoretical result for the convergence of

```
Algorithm 8.2 NAG-IHT
    \(: X^{(0)}=Y^{(0)}=M_{\mathcal{S}}\)
    for \(k=1,2, \ldots\) do
        \(X^{(k)}=\mathcal{P}_{r}\left(Y^{(k-1)}\right)\)
        \(Y^{(k)}=\mathcal{P}_{M, \mathcal{S}}\left(X^{(k)}+\beta_{k}\left(X^{(k)}-X^{(k-1)}\right)\right)\)
```

NAG-IHT in Theorem 8.3. ${ }^{2}$ Note that the convergence rate is described in a closedform, which can be verified through experiments. By contrast, RIP constants in the standard analysis for ARMP are NP-Hard to compute [204]. Mainly, the optimal fixed step size for NAG-IHT is identified, guaranteeing the better performance of accelerated schemes over plain IHT in theory, i.e., $1-\sigma$ versus $1-\sigma^{2}$.

Theorem 8.3. If the matrix $S_{c}\left(V_{2} \otimes U_{2}\right)$ has full rank, then Algorithm 8.2 with momentum step size $\beta_{k}=\frac{1-\sigma}{1+\sigma}$ converges to $M$ locally at a linear rate $1-\sigma$, where $\sigma=\sigma_{\min }\left(S_{c}\left(V_{2} \otimes U_{2}\right)\right)$. In other words, there exists a neighborhood $\mathcal{E}(M)$ of $M$ and a constant $C$ such that if $Y^{(0)} \in \mathcal{E}(M)$, then

$$
\left\|Y^{(k)}-M\right\|_{F} \leq C(1-\sigma)^{k}\left\|Y^{(0)}-M\right\|_{F}
$$

Further, this is the optimal rate for any fixed momentum step size in Algorithm 8.2.

[^35]```
Algorithm 8.3 ARNAG-IHT
    \(t=1, X^{(0)}=Y^{(0)}=M_{\mathcal{S}}, f_{0}=\left\|X_{\mathcal{S}}^{(0)}-M_{\mathcal{S}}\right\|_{F}^{2}\)
    for \(k=1,2, \ldots\) do
        \(X^{(k)}=\mathcal{P}_{r}\left(Y^{(k-1)}\right)\)
        \(Y^{(k)}=\mathcal{P}_{M, \mathcal{S}}\left(X^{(k)}+\frac{t-1}{t+2}\left(X^{(k)}-X^{(k-1)}\right)\right)\)
        \(f_{k}=\left\|X_{\mathcal{S}}^{(k)}-M_{\mathcal{S}}\right\|_{F}^{2}\)
        if \(f_{k}>f_{k-1}\) then \(t=1\) else \(t=t+1\)
```


### 8.4.2 An Adaptive Restart Scheme for NAG-IHT

Theorem 8.3 provides a theoretical guarantee for NAG-IHT but it implies that fixed-step-size strategy is impracticable when the value of $\sigma$ is unknown. In this section, we propose a simple way to work around this issue. The idea stems from adaptive restart techniques for accelerated gradient schemes [164]: reset the momentum back to zero whenever we observe an increase in the function value. This facile heuristic was shown to asymptotically recover the local rate of convergence of NAG on minimizing a strongly convex smooth function and is generally used in sparse signal recovery. To the best of our knowledge, this work is the first to adopt adaptive restart heuristics to accelerate IHT. We describe our approach, named ARNAG-IHT, in Algorithm 8.3. It is important to highlight that the momentum need to grows from one iteration to the next in order to apply restart techniques. As a result, we use the incremental step size $\beta_{k}=\frac{t-1}{t+2}$ recommended in optimizing smooth convex functions [160]. The difference comes with conditional restarts (setting $t=1$ ) whenever the square loss increases. Clearly, all three aforementioned algorithms share the same computational complexity per iteration.

### 8.5 Empirical Result

This section presents a numerical example to demonstrate our analysis for lowrank matrix completion. First, we generate a solution matrix $M \in \mathbb{R}^{m \times n}$ of rank $r$ by taking the product of an $m \times r$ matrix and an $r \times n$ matrix, each having i.i.d. normally distributed entries. Next, we sample the observation set $\mathcal{S}$ uniformly at random. We compare ARNAG-IHT with the following methods: SVT [27], SVPNewtonD [104], NIHT [201] and IHTSVD [46]. Although the analyses of SVPNewtonD and NIHT only apply for ARMP, it is worth examining their empirical performance on MCP. In our own implementation of these algorithms, we use the set of parameters as suggested by the authors. For SVT, we set the step size $\delta=1.2 \frac{m n}{s}$ and the threshold $\tau=5 \sqrt{m n}$. For SVP-NewtonD, we set the step size $\eta_{t}=\frac{m n}{1.2 s}$. NIHT, IHTSVD and ARNAG-IHT are parameter-free. Finally, we add NAG-IHT with two different fixed step sizes $\beta_{k}=\frac{1-\sigma}{1+\sigma}$ and $\beta_{k}=\frac{k-1}{k+2}$ for comparison.

Figure 8.1 illustrates the Frobenius norm of the error matrix as a function of the number of iterations. The dashed lines correspond to the theoretical convergence of IHTSVD (purple) at rate $1-\sigma^{2}$ and NAG-IHT with step size $\beta_{k}=\frac{1-\sigma}{1+\sigma}$ (green) at rate $1-\sigma$. As can be seen from the figure, both of the algorithms match the performance predicted in theory. SVT exhibits the slowest convergence due to the conservative nature of proximal-type algorithms. By contrast, all IHT algorithms enjoy a fast convergence at linear rates. Without acceleration, SVP-NewtonD and NIHT are clearly faster than IHTSVD. This can be explained by the fact
that IHTSVD is a special case of SVP when the gradient step size is 1 , whereas SVP-NewtonD and NIHT are improved versions of SVP with adaptive step sizes. Notwithstanding, ARNAG-IHT outperforms all other algorithms, asymptotically recovering the convergence rate at $1-\sigma$. It approaches the "ideal" NAG-IHT with optimal step size in this experiment. Finally, we can observe the periodic behavior of momentum by setting the step size $\beta_{k}=\frac{k-1}{k+2}$, as experienced in the original version of NAG. However, it can be seen in Fig. 8.1 that this setting does not generally help improve the convergence of plain IHT.

### 8.6 Conclusion and Future Work

We proposed the use of NAG to boost the performance of IHT for low-rank matrix completion. We analyzed the local convergence of NAG-IHT and established the optimal step size to guarantee faster convergence over plain IHT. We further introduced an adaptive restart algorithm that helps recover the optimal linear rate of convergence in practice. Our numerical evaluation showed evidence that the proposed scheme dramatically improves the performance of IHT for matrix completion problem. Still, understanding when and how our approach works in case the input matrix is noisy and not close to being low-rank is left as an open question for future work.


Figure 8.1: The distance to the solution (in log-scale) as a function of the number of iterations for different algorithms (solid) and their corresponding theoretical bounds up to a constant (dashed). The parameters are set to $m=50, n=40, r=$ 3 , and $s=1000$. Asterisks indicate algorithms using theoretical step sizes that are not available in practice.

### 8.7 Appendix

### 8.7.1 Proof of Theorem 8.1

First, we prove the order of singular values is preserved in a neighborhood of the rank- $r$ matrix $M$. Using Weyl's theorem, we have

$$
\left|\sigma_{i}(M+\Delta)-\sigma_{i}\right| \leq\|\Delta\|_{F}, \quad \text { for } 1 \leq i \leq n
$$

For any $i$ such that $\sigma_{i}>\sigma_{i+1}$ : since $\|\Delta\|_{F}<\frac{\epsilon}{2} \leq \frac{\sigma_{i}-\sigma_{i+1}}{2}$, the following inequality holds

$$
\sigma_{i+1}(M+\Delta)<\sigma_{i+1}+\frac{\sigma_{i}-\sigma_{i+1}}{2}=\sigma_{i}-\frac{\sigma_{i}-\sigma_{i+1}}{2}<\sigma_{i}(M+\Delta)
$$

Thus, the order of singular values is preserved. Moreover, since $\sigma_{r}(M+\Delta)-$ $\sigma_{r+1}(M+\Delta)>0$, the top $r$ singular value components are unique and consequently $\mathcal{P}_{r}(M+\Delta)$ is unique.

Let $M=\sum_{i=1}^{r} \sigma_{i} u_{i} v_{i}^{T}$ be the rank- $r$ matrix of interest. From matrix perturbation theory [130], we can describe the decomposition of the perturbed matrix

$$
\begin{equation*}
M+\Delta=\sum_{i=1}^{r}\left(\sigma_{i}+\delta_{i}\right)\left(u_{i}+\delta u_{i}\right)\left(v_{i}+\delta v_{i}\right)^{T}+\sum_{i=r+1}^{n} \delta_{i}\left(u_{i}+\delta u_{i}\right)\left(v_{i}+\delta v_{i}\right)^{T} \tag{8.5}
\end{equation*}
$$

where $\delta_{i}, \delta u_{i}$, and $\delta v_{i}$ have norms in the order of $O\left(\|\Delta\|_{F}\right)$. Since the top- $r$ singular values of $M$ are preserved under perturbation, we have $\mathcal{P}_{r}(M+\Delta)=$
$\sum_{i=1}^{r}\left(\sigma_{i}+\delta_{i}\right)\left(u_{i}+\delta u_{i}\right)\left(v_{i}+\delta v_{i}\right)^{T}$ and (8.5) can be reorganized as

$$
\begin{align*}
\mathcal{P}_{r}(M+\Delta)-M & =\Delta-\sum_{i=r+1}^{n} \delta_{i}\left(u_{i}+\delta u_{i}\right)\left(v_{i}+\delta v_{i}\right)^{T} \\
& =\Delta-\sum_{i=r+1}^{n} u_{i} \delta_{i} v_{i}^{T}+O\left(\|\Delta\|_{F}^{2}\right) \tag{8.6}
\end{align*}
$$

Further, substituting $M=\sum_{i=1}^{r} \sigma_{i} u_{i} v_{i}^{T}$ into (8.5) yields

$$
\Delta=\sum_{i=1}^{n}\left(\delta_{i} u_{i} v_{i}^{T}+\sigma_{i} \delta u_{i} v_{i}^{T}+\sigma_{i} u_{i} \delta v_{i}^{T}\right)+O\left(\|\Delta\|_{F}^{2}\right) .
$$

Then using the orthogonality of $u_{i}, v_{i}$, we can obtain

$$
\begin{align*}
& u_{i}^{T} \Delta v_{i}=\delta_{i}+\sigma_{i}\left(u_{i}^{T} \delta u_{i}+\delta v_{i}^{T} v_{i}\right)+O\left(\|\Delta\|_{F}^{2}\right)  \tag{8.7}\\
& u_{i}^{T} \Delta v_{j}=O\left(\|\Delta\|_{F}^{2}\right) \tag{8.8}
\end{align*}
$$

The second term on the RHS can be computed as follows

$$
\begin{aligned}
& I=\sum_{i=1}^{n}\left(u_{i}+\delta u_{i}\right)\left(u_{i}+\delta u_{i}\right)^{T} \\
\Rightarrow & 1=u_{i}^{T} u_{i}=1+u_{i}^{T} \delta u_{i}+\delta u_{i}^{T} u_{i}+O\left(\|\Delta\|_{F}^{2}\right) \\
\Rightarrow & u_{i}^{T} \delta u_{i}=O\left(\|\Delta\|_{F}^{2}\right)
\end{aligned}
$$

Similarly, we also have $v_{i}^{T} \delta v_{i}=O\left(\|\Delta\|_{F}^{2}\right)$. Substituting back to (8.7), we get
$\delta_{i}=u_{i}^{T} \Delta v_{i}+O\left(\|\Delta\|_{F}^{2}\right)$. Thus, (8.6) can be rewritten as

$$
\begin{aligned}
\mathcal{P}_{r}(M+\Delta)-M & =\Delta-\sum_{i=r+1}^{n} u_{i} u_{i}^{T} \Delta v_{i} v_{i}^{T}+O\left(\|\Delta\|_{F}^{2}\right) \\
& =\Delta-U_{2} U_{2}^{T} \Delta V_{2} V_{2}^{T}+O\left(\|\Delta\|_{F}^{2}\right) .
\end{aligned}
$$

where the last equation stems from (8.8).

### 8.7.2 Proof of Theorem 8.3

The error matrix can be represented as follows:

$$
\begin{aligned}
E^{(k)}=Y^{(k)}-M & =\mathcal{P}_{M, \mathcal{S}}\left(X^{(k)}+\beta\left(X^{(k)}-X^{(k-1)}\right)\right)-M \\
& =\left[(1+\beta)\left(X^{(k)}-M\right)-\beta\left(X^{(k-1)}-M\right)\right]_{\mathcal{S}^{c}} \\
& =(1+\beta)\left[\mathcal{P}_{r}\left(Y^{(k-1)}\right)-M\right]_{\mathcal{S}^{c}}-\beta\left[\mathcal{P}_{r}\left(Y^{(k-2)}\right)-M\right]_{\mathcal{S}^{c}} .
\end{aligned}
$$

Using a vectorized version of Theorem 8.1, we can reformulate the above equation as

$$
e^{(k)}=(1+\beta)\left(I_{d}-H\right) e^{(k-1)}-\beta\left(I_{d}-H\right) e^{(k-2)}+(1+\beta) q\left(e^{(k-1)}\right)-\beta q\left(e^{(k-2)}\right) .
$$

where $d=m n-s, e^{(k)}=S_{c} \operatorname{vec}\left(E^{(k)}\right), H=S_{c}\left(V_{2} \otimes U_{2}\right)\left(V_{2} \otimes U_{2}\right)^{T} S_{c}^{T}$ and $q\left(S_{c} \operatorname{vec}(\Delta)\right)=S_{c} \operatorname{vec}(Q(\Delta))$. By stacking $e^{(k)}$ and $e^{(k-1)}$ together, the recursion
can be rewritten as follows

$$
\begin{aligned}
{\left[\begin{array}{c}
e^{(k)} \\
e^{(k-1)}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
(1+\beta)\left(I_{d}-H\right) & -\beta\left(I_{d}-H\right) \\
I_{d} & 0
\end{array}\right]}_{T} } & {\left[\begin{array}{c}
e^{(k-1)} \\
e^{(k-2)}
\end{array}\right] } \\
& +\left[\begin{array}{c}
(1+\beta) q\left(e^{(k-1)}\right)-\beta q\left(e^{(k-2)}\right) \\
0
\end{array}\right]
\end{aligned}
$$

Now, using Lemma 10 in [166], we obtain the upper bound

$$
\left\|\left[\begin{array}{c}
e^{(k)} \\
e^{(k-1)}
\end{array}\right]\right\|_{2} \leq(\rho(T)+o(1))^{k-1}\left\|\left[\begin{array}{c}
e^{(1)} \\
e^{(0)}
\end{array}\right]\right\|_{2}
$$

where $\rho(T)$ is the spectral radius of $T$ and is equal to the maximum magnitude of any eigenvalue of $T$.

We compute $\rho(T)$ as follows. Since $H$ is a real symmetric in $\mathbb{R}^{d \times d}$, let $H=$ $U \Lambda U^{T}$ be the eigenvalue decomposition of $H$, where $U$ is a unitary matrix and $\Lambda$ is a diagonal matrix whose entries are the eigenvalues of $H$ :

$$
\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{d}=\sigma^{2}
$$

Define the permutation $\pi$ as

$$
\pi(j)=\left\{\begin{array}{l}
2 j-1 \text { if } j \leq d \\
2 j-2 d \text { otherwise }
\end{array}\right.
$$

Denote the permutation matrix associated with $\pi$ by $P_{\pi}$. Then, $T$ can be shown to be similar to a block diagonal matrix

$$
\begin{aligned}
T & \sim P_{\pi}\left[\begin{array}{cc}
U & 0 \\
0 & U
\end{array}\right]^{T}\left[\begin{array}{cc}
(1+\beta)\left(I_{d}-H\right) & -\beta\left(I_{d}-H\right) \\
I_{d} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
U & 0 \\
0 & U
\end{array}\right] P_{\pi}^{T} \\
& =\left[\begin{array}{cccc}
T_{1} & 0 & \ldots & 0 \\
0 & T_{2} & \ldots & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \ldots & T_{d}
\end{array}\right]
\end{aligned}
$$

where each $2 \times 2$ block $T_{j}$ is of the form

$$
\left[\begin{array}{cc}
(1+\beta)\left(1-\lambda_{j}\right) & -\beta\left(1-\lambda_{j}\right) \\
1 & 0
\end{array}\right]
$$

for $j=1, \ldots, m n$. Thus, the eigenvalues of $T$ are also the eigenvalues of all blocks $T_{j}$. Finding optimal step size $\beta$ is equivalent to solving the following problem

$$
\min _{\beta} \max _{r}|r| \quad \text { such that } r^{2}-(1+\beta)\left(1-\lambda_{j}\right) r+\beta\left(1-\lambda_{j}\right)=0,
$$

for some $j \in\{1, \ldots, d\}$. Since $H$ is a semi-unitary matrix, we have $\lambda_{j} \leq 1$ for all $j$. Each quadratic equation has three cases:

1. If $\Delta=\left(1-\lambda_{j}\right)\left(\left(1-\lambda_{j}\right)(1+\beta)^{2}-4 \beta\right)=0$ or $\beta=\beta_{j}^{*}=\frac{1-\sqrt{\lambda_{j}}}{1+\sqrt{\lambda_{j}}}$, then there are two real repeat roots $r_{j 1}=r_{j 2}=\sqrt{\beta\left(1-\lambda_{j}\right)}$.
2. If $\Delta>0$ or $\beta<\beta_{j}^{*}$, then there are two real distinct roots $r_{j 1}, r_{j 2}$. The convergence rate depends on $\max \left\{\left|r_{j 1}\right|,\left|r_{j 2}\right|\right\}$, which is greater than $\sqrt{\left|\beta\left(1-\lambda_{j}\right)\right|}$.
3. If $\Delta<0$ or $\beta>\beta_{j}^{*}$, then there are two conjugate complex roots satisfying

$$
\left|r_{j 2}\right|=\left|r_{j 2}\right|=\sqrt{\beta\left(1-\lambda_{j}\right)} .
$$

In any case, we have $\rho(T)=\max _{j}\left|r_{j}\right| \geq \sqrt{\left|\beta\left(1-\lambda_{d}\right)\right|}$. The equality holds when setting $\beta=\frac{1-\sqrt{\lambda_{d}}}{1+\sqrt{\lambda_{d}}}$.

## Chapter 9: Local Convergence of the Heavy Ball method in Iterative Hard Thresholding for Low-Rank Matrix Completion ${ }^{1}$

We present a momentum-based accelerated iterative hard thresholding (IHT) for low-rank matrix completion. We analyze the convergence of the proposed Heavy Ball (HB) accelerated IHT near the solution and provide optimal step size parameters that guarantee the fastest rate of convergence. Since the optimal step sizes depend on the unknown structure of the solution matrix, we further propose a heuristic for parameter selection that is inspired by recent results in random matrix theory. Our experiment on a simple matrix completion setting verifies our analysis and illustrates the competitive rate of convergence that can be obtained with the proposed algorithm.

### 9.1 Introduction

This chapter studies the problem of low-rank matrix completion. Given an $m \times n$ matrix $M$ with low rank $r$ and a set $\mathcal{S} \subset[m] \times[n]$ of its observed entries, where $[m]=\{1,2, \ldots, m\}$, the goal is to recover the remaining entries of $M$. Similar to

[^36]sparse recovery, the matrix completion problem (MCP) is shown to be NP-hard [45], considering the non-convexity of the problem rooted in the rank constraint.

In 2009, Candès and Recht [33] achieved a major breakthrough in matrix completion. The authors presented a convex relaxation approach to MCP by replacing the non-convex rank minimization with a (convex) nuclear norm minimization. They showed that one can perfectly recover most low-rank matrices provided the cardinality of $\mathcal{S}$ is sufficiently large. Following this work, a plethora of algorithms have been proposed for low-rank matrix completion via nuclear norm minimization. Among which, first-order methods (e.g., proximal-type algorithms) have grown more attractive due to their simplicity and scalability. However, the conservative nature of the soft thresholding operator associated with such methods often results in slow convergence.

To improve convergence while maintaining scalability, the original non-convex formulation of the problem was revisited. Empirical evidence indicated that iterative approaches to the non-convex rank minimization are faster to converge compared to their convex counterparts. Notwithstanding, theoretical convergence guarantees for such methods are non-trivial and often rely on the Restricted Isometry Property (RIP) of the affine transformations in matrix sensing. Most known examples in this category include iterative hard thresholding (IHT) [104] and alternating minimization (AMMC) [40]. Unfortunately, RIP does not hold for matrix completion even though this problem is a special case of matrix sensing. Thus, recent efforts in understanding algorithms for MCP are limited to probabilistic convergence guarantees $[106,115]$ or local convergence analysis $[46,120]$. More-
over, acceleration techniques have been introduced to improve the performance of IHT in matrix sensing $[116,119]$. Under similar assumptions to matrix RIP, the authors provided an analysis of momentum behavior and proved the linear convergence of accelerated IHT. Empirically, the authors of [116] demonstrated a faster convergence of accelerated IHT relative to plain IHT. However, they stated that the sufficient conditions to guarantee such acceleration remain as an open question.

In this work, we develop an accelerated variant of IHT for solving MCP. While the aforementioned approaches to accelerating IHT employ Nesterov's Accelerated Gradient method, we utilize Heavy Ball method due to its faster local convergence. In particular, we provide a theoretical analysis on the local convergence of the proposed algorithm and identify the choice of step sizes that guarantees optimal acceleration. Since it is computationally expensive to perform line search for the momentum parameters, we propose a simple heuristic to approximate the optimal values based on recent results from random matrix theory. Our experiment verifies the convergence rates obtained in our analysis and illustrates the efficiency of the proposed algorithm.

### 9.2 Notation

Without loss of generality, assume $m \geq n$. Assume the solution matrix $M=U \Sigma V^{T}$ is a rank- $r$ matrix with singular values $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>\sigma_{r+1}=\ldots=\sigma_{n}=0$.

We partition $U, \Sigma, V$ as follows:

$$
U=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right], \Sigma=\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \Sigma_{2}
\end{array}\right], V=\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]
$$

where $\Sigma_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right), \Sigma_{2}=\mathbf{0}$, and $U_{1}, V_{1}, U_{2}, V_{2}$ are semi-unitary matrices corresponding to the partition of $\Sigma$.

Let $X \in \mathbb{R}^{m \times n}$ be an arbitrary matrix. We define the rank- $r$ projection $\mathcal{P}_{r}$ as $\mathcal{P}_{r}(X)=\sum_{i=1}^{r} \sigma_{i}(X) u_{i}(X) v_{i}(X)^{T}$, where $\sigma_{i}(X), u_{i}(X)$, and $v_{i}(X)$ are the $i$-th singular value, column vector, and row vector, of $X$, respectively. This projection produces the best rank- $r$ approximation of $X[61]$ and it is unique if either $\sigma_{r}(X)>$ $\sigma_{r+1}(X)$ or $\sigma_{r}(X)=0$. Further, we denote the cardinality of $\mathcal{S}$ by $s$. The sampling operator $X_{\mathcal{S}}$ is given by

$$
\left[X_{\mathcal{S}}\right]_{i j}= \begin{cases}X_{i j} & \text { if }(i, j) \in \mathcal{S} \\ 0 & \text { if }(i, j) \in \mathcal{S}^{c}\end{cases}
$$

where $\mathcal{S}^{c}$ is the complement of $\mathcal{S}$. Let $\hat{\mathcal{S}}^{c}=\left\{i+m(j-1) \mid(i, j) \in \mathcal{S}^{c}\right\}$. We define $S_{c} \in \mathbb{R}^{(m n-s) \times m n}$ as the row selection matrix obtained by selecting a subset of rows corresponding to the elements of $\hat{\mathcal{S}}^{c}$ from the $m n \times m n$ identity matrix.

```
Algorithm 9.1 Iterative Hard Thresholding
    \(: X^{(0)}=M_{\mathcal{S}}\)
        for \(k=1,2, \ldots\) do
        \(X^{(k)}=\mathcal{P}_{r}\left(X^{(k-1)}-\alpha_{k}\left[X^{(k-1)}-M\right]_{\mathcal{S}}\right)\)
```


### 9.3 Background

Iterative hard thresholding for matrix recovery was first introduced by Jain et. al. [104] and quickly became a very attractive method for solving this problem, thanks to its simplicity and efficiency over the proximal-type algorithms [27]. Despite the successful development in theoretical analyses of IHT for matrix sensing [116, 201], there has been little progress in understanding the convergence of IHT for low-rank matrix completion. The lack of RIP guarantees for MCP leaves the global convergence of IHT for MCP as an open question. Nonetheless, empirical performance analysis of the algorithm often shows linear convergence of the approach. Hence, there have been efforts to establish local convergence guarantees $[46,120]$. Notably, the authors of [46] showed that the local rate of convergence of MCP-IHT can be described in a closed-form. We review the IHT algorithm for matrix completion in Algorithm 9.1 and restate the local convergence results in Theorem 9.1 and Theorem 9.2, using our aforementioned notations for consistency.

Theorem 9.1. (Rephrased from [46]) Let $\Delta \in \mathbb{R}^{m \times n}$ be a perturbation matrix such that $\|\Delta\|_{F}<\frac{\epsilon}{2}$, where $\epsilon=\min _{\sigma_{i}>\sigma_{i+1}}\left\{\sigma_{i}-\sigma_{i+1}\right\}$. Then the rank-r projection of $M+\Delta$ is given by

$$
\begin{equation*}
\mathcal{P}_{r}(M+\Delta)=M+\Delta-U_{2} U_{2}^{T} \Delta V_{2} V_{2}^{T}+Q(\Delta) \tag{9.1}
\end{equation*}
$$

where $Q: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ satisfies $\|Q(\Delta)\|_{F}=O\left(\|\Delta\|_{F}^{2}\right)$.
Note that (9.1) can be vectorized as $\operatorname{vec}\left(\mathcal{P}_{r}(M+\Delta)\right)=\operatorname{vec}(M)+\left(I_{m n}-\left(V_{2} \otimes\right.\right.$ $\left.\left.U_{2}\right)\left(V_{2} \otimes U_{2}\right)^{T}\right) \operatorname{vec}(\Delta)+q(\operatorname{vec}(\Delta))$, where $q(\operatorname{vec}(\Delta))=\operatorname{vec}(Q(\Delta))$. Denote the error vector $e^{(k)}=S_{c} \operatorname{vec}\left(X^{(k)}-M\right)$. Then considering Algorithm 9.1 with a unit step size $\left(\alpha_{k}=1\right)$, one can show a recursion of the error vector as follows

$$
e^{(k)}=\left(I_{m n-s}-H\right) e^{(k-1)}+q\left(e^{(k-1)}\right)
$$

where $H=S_{c}\left(V_{2} \otimes U_{2}\right)\left(V_{2} \otimes U_{2}\right)^{T} S_{c}^{T}$. Further, let $L=\lambda_{\max }(H)$ and $\mu=\lambda_{\min }(H)$ be the largest and smallest eigenvalues of $H$, respectively. Since $H$ is positive semidefinite and $S_{c}, V_{2}, U_{2}$ are semi-unitary matrices, it holds that $0 \leq \mu \leq L \leq 1$.

Theorem 9.2. (Rephrased from [46]) If $\mu>0$, then Algorithm 9.1 with a unit step size converges to $M$ locally at a linear rate $1-\mu$. In other words, there exists a neighborhood $\mathcal{E}(M)$ of $M$ and a constant $C$ such that if $X^{(0)} \in \mathcal{E}(M)$, then

$$
\left\|X^{(k)}-M\right\|_{F} \leq C(1-\mu)^{k}\left\|X^{(0)}-M\right\|_{F}
$$

Interestingly, the convergence rate $1-\mu$ depends only on the solution $M$ and the set of observed entries $\mathcal{S}$. It is also noteworthy that similar local linear convergence has been studied later in [120]. However, there is no explicit formulation of the convergence rate specified by the authors.

To gain intuition into accelerated IHT, let us start with classic results on the convergence of first-order methods for minimizing convex quadratic functions. In
Table 9.1: Parameter selection and convergence rate of different first-order methods for minimizing a convex quadratic function $f(x)=\frac{1}{2} x^{T} A x+b^{T} x+c$, where $x \in \mathbb{R}^{d}$ and $\mu I_{d} \preceq A \preceq L I_{d}$. Asterisks indicate algorithms
 reach a relative accuracy $\epsilon$, i.e., $\left\|x^{(k)}-x^{*}\right\|_{2} \leq \epsilon\left\|x^{(0)}-x^{*}\right\|_{2}$. All algorithms share the same computational complexity per iteration

| Method | Update at each iteration | Step size selection | Rate | \#Iters. needed |
| :---: | :---: | :---: | :---: | :---: |
| Gradient | $x^{(k)}=x^{(k-1)}-\alpha \nabla f\left(x^{(k-1)}\right)$ | $\alpha=\frac{1}{L}$ | $1-\frac{\mu}{L}$ | $\frac{L}{\mu} \log (1 / \epsilon)$ |
| Gradient* |  | $\alpha=\frac{2}{L+\mu}$ | $1-\frac{2 \mu}{L+\mu}$ | $\frac{1}{2}\left(\frac{L}{\mu}+1\right) \log (1 / \epsilon)$ |
| Nesterov | $\begin{aligned} & y^{(k)}=x^{(k-1)}-\alpha \nabla f\left(x^{(k-1)}\right) \\ & x^{(k)}=y^{(k-1)}+\beta\left(y^{(k-1)}-y^{(k-2)}\right) \end{aligned}$ | $\alpha=\frac{1}{L}, \beta=\frac{\sqrt{L}-\sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}$ | $1-\frac{\sqrt{\mu}}{\sqrt{L}}$ | $\sqrt{\frac{L}{\mu}} \log (1 / \epsilon)$ |
| Nesterov* |  | $\alpha=\frac{4}{3 L+\mu}, \beta=\frac{\sqrt{3 L+\mu}-2 \sqrt{\mu}}{\sqrt{3 L+\mu+2 \sqrt{\mu}}}$ | $1-2 \frac{\sqrt{\mu}}{\sqrt{3 L+\mu}}$ | $\frac{1}{2} \sqrt{3 \frac{L}{\mu}+1} \log (1 / \epsilon)$ |
| Heavy Ball* | $\begin{aligned} & x^{(k)}=x^{(k-1)}-\alpha \nabla f\left(x^{(k-1)}\right) \\ &+\beta\left(x^{(k-1)}-x^{(k-2)}\right) \end{aligned}$ | $\alpha=\left(\frac{2}{\sqrt{L}+\sqrt{\mu}}\right)^{2}, \beta=\left(\frac{\sqrt{L}-\sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}\right)^{2}$ | $1-\frac{2 \sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}$ | $\frac{1}{2}\left(\sqrt{\frac{L}{\mu}}+1\right) \log (1 / \epsilon)$ |

Table 9.1, the parameter selection is optimal in the sense that no other choice of fixed step sizes achieves faster convergence rate (see details in [128]). We list methods in ascending order of the convergence rate. In fact, Heavy Ball method not only has the fastest rate but also achieves the lower bound on convergence rate for any first-order methods for minimizing $\mu$-strongly convex, $L$-smooth functions [158]. Extending these results to study the local convergence of those algorithms for optimizing a non-convex function, one could argue that the objective function can be well approximated by a quadratic inside the region near the optimum. Hence, we consider an HB-variant of MCP-IHT and analyze its local convergence behavior.

### 9.4 Main results

We begin this section by a brief discussion on parameter selection for plain IHT. In [104], the authors suggested an empirical choice of $\alpha_{k}=\frac{m n}{(1+\delta) s}$, where $\delta$ is a constant determined from experiments. To further investigate the step-size selection, we examine the local convergence rate for Algorithm 9.1 and obtain the optimal step size in the following theorem.

Theorem 9.3. If $\mu>0$, then Algorithm 9.1 with step size $\alpha_{k}=\frac{2}{L+\mu}$ converges to $M$ locally at a linear rate $1-\frac{2 \mu}{L+\mu}$. In other words, there exists a neighborhood $\mathcal{E}(M)$ of $M$ and a constant $C$ such that if $X^{(0)} \in \mathcal{E}(M)$, then

$$
\left\|X^{(k)}-M\right\|_{F} \leq C\left(1-\frac{2 \mu}{L+\mu}\right)^{k}\left\|X^{(0)}-M\right\|_{F}
$$

```
Algorithm 9.2 HB-IHT
    \(X^{(0)}=X^{(1)}=M_{\mathcal{S}}\)
    for \(k=1,2, \ldots\) do
        \(X^{(k+1)}=\mathcal{P}_{r}\left(X^{(k)}-\alpha_{k}\left[X^{(k)}-M\right]_{\mathcal{S}}\right)+\beta_{k}\left(X^{(k)}-X^{(k-1)}\right)\)
```

Although the optimal step size in Theorem 9.3 is similar to the classical result in Table 9.1, we note that the analysis addresses the issue on the non-convex nature of the rank- $r$ projection.

### 9.4.1 HB-IHT

Similar to the classic Heavy Ball method, we propose an accelerated algorithm that adds a momentum term to the update in plain IHT (see Algorithm 9.2). This simple modification to plain IHT maintains the computational complexity of the algorithm with one additional step of calculating the difference matrix. On the other hand, the local rate of convergence can be improved significantly. Theorem 9.4 characterizes the local convergence of HB-IHT by providing the optimal parameter selection that guarantees improvement over plain IHT. ${ }^{2}$

Theorem 9.4. If $\mu>0$, then Algorithm 9.2 with step sizes $\alpha_{k}=\left(\frac{2}{\sqrt{L}+\sqrt{\mu}}\right)^{2}, \beta_{k}=$ $\left(\frac{\sqrt{L}-\sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}\right)^{2}$ converges to $M$ locally at a linear rate $1-\frac{2 \sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}$. In other words, there exists a neighborhood $\mathcal{E}(M)$ of $M$ and a constant $C$ such that if $X^{(0)} \in \mathcal{E}(M)$, then

$$
\left\|X^{(k)}-M\right\|_{F} \leq C\left(1-\frac{2 \sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}\right)^{k}\left\|X^{(0)}-M\right\|_{F}
$$

[^37]Further, this is the optimal rate among all fixed $\alpha, \beta$.

It is noteworthy that despite the operation of non-convex rank- $r$ projections, we still end up with the similar result given in Table 9.1, thanks to the approximation of $\mathcal{P}_{r}$ given in (9.1).

### 9.4.2 A Practical Guide to Parameter Selection

Step size selection is critical to the performance of HB-IHT in practice. In this section, we propose a simple heuristic to determine the values of $\alpha_{k}$ and $\beta_{k}$ in Algorithm 9.2 with no prior knowledge about $L$ and $\mu$. The idea is to exploit the special structure of $H$ in order to estimate its extreme eigenvalues. We express this matrix in form of $H=W W^{T}$, where

$$
W=S_{c}\left(V_{2} \otimes U_{2}\right)=S_{c}(V \otimes U)\left(S_{2 V} \otimes S_{2 U}\right)^{T}
$$

and $S_{2 U} \in \mathbb{R}^{(m-r) \times m}, S_{2 V} \in \mathbb{R}^{(n-r) \times n}$ are row selection matrices. Note that $W$ is a submatrix of the Kronecker product $V \otimes U$ with the row ratio $p=1-\frac{s}{m n}$ and the column ratio $q=\left(1-\frac{r}{m}\right)\left(1-\frac{r}{n}\right)$. In this representation, the structure of $H$ is closely related to the MANOVA random matrix ensemble, and more interestingly, the limiting density of its eigenvalues is identified by Watcher [219], dating back to the early 1980s. In his study, Watcher showed that as the size of a MANOVA matrix with parameters $(p, q)$ approaches infinity, its empirical spectral distribution (ESD) converges to a deterministic probability measure supported on the interval
$\left[\lambda^{-}, \lambda^{+}\right] \cup\{0,1\}$, where $\lambda^{ \pm}=(\sqrt{p(1-q)} \pm \sqrt{q(1-p)})^{2}$. Recently, similar result was also found by Raich and Kim [171] for the truncation of random unitary matrices. Moreover, Farrell and Nadakuditi [63] extended the results from Haar (uniformly) distributed unitary matrices to Kronecker product case. The authors proved that the ESD of random matrices of the form $\Pi_{1}(U \otimes V) \Pi_{2}(U \otimes V)^{*} \Pi_{1}$, where $\Pi_{1}, \Pi_{2}$ are orthogonal projections of ranks $p n$ and $q n$, respectively, also converges to the same limiting distribution. Considering $H$ to be an instance of this case, we conjecture that its spectral distribution will be close to the aforementioned. In particular,

1. if $p<q$, then $H$ has no zero eigenvalue and the smallest eigenvalue of $H$ is close to $\lambda^{-}$with high probability,
2. if $p+q>1$, then $H$ has unit eigenvalue and the largest eigenvalue of $H$ is 1 .

It is worthwhile to note that both conditions usually hold in practice when $q$ is rather close to 1 . Hence, we propose the following estimation of $L$ and $\mu$ :

$$
\begin{equation*}
\hat{L}=1, \quad \hat{\mu}=(\sqrt{q(1-p)}-\sqrt{p(1-q)})^{2} . \tag{9.2}
\end{equation*}
$$

Empirically, we observe this heuristic significantly outperforms plain IHT in terms of convergence. However, understanding when and how it works would involve the non-asymptotic theory of random matrices [180]. For instance, characterizing the variance of extreme eigenvalues, i.e., difference between $\mu$ and $\hat{\mu}$, in case of Kronecker unitary matrices is much more challenging than their Haar-distributed
counterparts. Our experiments suggest that they tend to have wider fluctuations. We leave this analysis for future direction.

### 9.5 Numerical Evaluation

This section presents an empirical evaluation of several methods for low-rank matrix completion including the proposed approach. First, we generate a low-rank solution matrix $M \in \mathbb{R}^{m \times n}$ by taking the product of an $m \times r$ matrix and an $r \times n$ matrix, each having i.i.d. normally distributed entries. Next, we sample the observation set $\mathcal{S}$ uniformly at random. In our experiment, we choose $m=50$, $n=40, r=3$, and $s=1000$. For comparison, we consider the following methods: SVT [27], SVP [104], IHTSVD [46] and AMMC [106]. Although the convergence guarantee of SVP does not hold for MCP in general, it is interesting to compare its empirical performance with optimal step size given in Theorem 9.3. In our own implementation of these algorithms, we use the set of parameters as suggested by the authors. For the proximal-type SVT algorithm, we set the step size $\delta=1.2 \frac{\mathrm{mn}}{\mathrm{s}}$ and the threshold $\tau=5 \sqrt{m n}$. For SVP, we set the step size $\eta_{t}=\frac{m n}{1.2 s}$. IHTSVD and AMMC are parameter-free. Finally, we add HB-IHT with the aforementioned theoretical optimal step sizes and heuristic step sizes for comparison.

Figure 9.1 illustrates the Frobenius norm of the error matrix as a function of the number of iterations. The dashed lines correspond to the theoretical convergence of IHTSVD (purple) at rate $1-\mu$, optimal step size SVP (yellow) at rate $1-\frac{2 \mu}{L+\mu}$ and optimal step size HB-IHT (green) at rate $1-\frac{2 \sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}$. These three


Figure 9.1: The distance to the solution (in log-scale) as a function of the iteration number for various algorithms (solid) and their corresponding theoretical bounds up to a constant (dashed). Asterisks indicate algorithms using theoretical step sizes that are not available in practice. All algorithms share the same computational complexity per iteration except AMMC.
algorithms certainly match the performance predicted in theory. SVT exhibits the slowest convergence as expected from our foregoing discussion. By contrast, all IHT algorithms enjoy the linear convergence. Without acceleration, SVP with step size either $\frac{m n}{1.2 s}$ or $\frac{2}{L+\mu}$ is clearly faster than IHTSVD. Nevertheless, HB-IHT with estimated step sizes outperforms all plain IHT algorithms, yet still slower than HB-IHT with theoretically-optimal step sizes. Finally, we compare the performance of HB-IHT with optimal step sizes with AMMC, which is shown to converge linearly at rate faster than $1 / 4$ in [106]. While our accelerated algorithm obtains a comparable rate, it requires significantly less computation per iteration thanks to the recent breakthroughs in $k$-SVD algorithms [5], i.e., the iteration complexity for HB-IHT is $O(m n r+\operatorname{poly}(1 / \epsilon))$, compared to $O\left(s m^{2} r^{2}+m^{3} r^{3}\right)$ for AMMC as claimed in [106].

### 9.6 Conclusion and Future Work

To summarize, we introduced the use of Heavy Ball method to significantly accelerate IHT for low-rank matrix completion. We analyzed the local convergence of HB-IHT and established the optimal step sizes to guarantee better performance over plain IHT. We further provided evidence that these optimal values can be approximated by a simple calculation in practice. Our experiment verified the analysis and demonstrated the efficiency of the proposed algorithm. Study of our approach in the noisy case is left for an extended version of this work.

### 9.7 Appendix

### 9.7.1 Proof of Theorem 9.3

Vectorizing Theorem 9.1 yields

$$
\begin{equation*}
\operatorname{vec}\left(\mathcal{P}_{r}(M+\Delta)-M\right)=\left(I_{m n}-\left(V_{2} \otimes U_{2}\right)\left(V_{2} \otimes U_{2}\right)^{T}\right) \operatorname{vec}(\Delta)+q(\operatorname{vec}(\Delta)) \tag{9.3}
\end{equation*}
$$

where $q(\operatorname{vec}(\Delta))=\operatorname{vec}(Q(\Delta))$. From the IHT update, the error matrix is

$$
\begin{aligned}
E^{(k)} & =X^{(k)}-M \\
& =\mathcal{P}_{r}\left(X^{(k-1)}-\alpha\left[X^{(k-1)}-M\right]_{\mathcal{S}}\right)-M \\
& =\mathcal{P}_{r}\left(M+E^{(k-1)}-\alpha\left[E^{(k-1)}\right]_{\mathcal{S}}\right)-M
\end{aligned}
$$

From (9.3), we have

$$
\begin{aligned}
e^{(k)} & =\operatorname{vec}\left(E^{(k)}\right) \\
& =\left(I_{m n}-W W^{T}\right) \operatorname{vec}\left(E^{(k-1)}-\alpha\left[E^{(k-1)}\right]_{\mathcal{S}}\right)+q\left(\operatorname{vec}\left(E^{(k-1)}-\alpha\left[E^{(k-1)}\right]_{\mathcal{S}}\right)\right) \\
& =\left(I_{m n}-W W^{T}\right)\left(I_{m n}-\alpha S^{T} S\right) e^{(k-1)}+q\left(\left(I_{m n}-\alpha S^{T} S\right) e^{(k-1)}\right) \\
& =\left(I_{m n}-W W^{T}\right)\left((1-\alpha) I_{m n}+\alpha S_{c}^{T} S_{c}\right) e^{(k-1)}+C_{1} q\left(e^{(k-1)}\right) \\
& =\left(I_{m n}-\alpha\left(\left(I_{m n}-W W^{T}\right)\left(I_{m n}-S_{c}^{T} S_{c}\right)+\frac{1}{\alpha} W W^{T}\right)\right) e^{(k-1)}+C_{1} q\left(e^{(k-1)}\right)
\end{aligned}
$$

where $W=V_{2} \otimes U_{2} \in \mathbb{R}^{m n \times(m-r)(n-r)}$ and $C_{1}$ is some positive constant. Now, denote

$$
Z_{\alpha}=\left(I_{m n}-W W^{T}\right)\left(I_{m n}-S_{c}^{T} S_{c}\right)+\frac{1}{\alpha} W W^{T}
$$

Using Lemma 10 in [166], we obtain the upper bound

$$
\left\|e^{(k)}\right\|_{2} \leq\left(\rho\left(I_{m n}-\alpha Z_{\alpha}\right)+o(1)\right)^{k}\left\|e^{(0)}\right\|_{2}
$$

where $\rho\left(I_{m n}-\alpha Z_{\alpha}\right)$ is the spectral radius of $I_{m n}-\alpha Z_{\alpha}$ and is equal to the maximum magnitude of any eigenvalue of $I_{m n}-\alpha Z_{\alpha}$. Denote $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{m n} \geq 0$ are eigenvalues of $Z_{\alpha}$ and assume that $Z_{\alpha}$ is diagonalizable. Then, finding optimal step size $\alpha$ is equivalent to solving the following problem

$$
\begin{equation*}
\min _{\alpha} \max _{1 \leq j \leq m n}\left|1-\alpha \lambda_{j}\right| \tag{9.4}
\end{equation*}
$$

The solution of the optimization problem (9.4) is given by $\alpha=\frac{2}{\lambda_{1}+\lambda_{m n}}$ and the optimal rate $\rho\left(I-\alpha Z_{\alpha}\right)=\frac{\lambda_{1}-\lambda_{m n}}{\lambda_{1}+\lambda_{m n}}$. Now, using the following lemma to simplify the calculation of $\lambda_{j}$, we obtain $\lambda_{1}=L$ and $\lambda_{m n}=\mu$.

Lemma 9.1. For any $\lambda \in \Lambda\left(Z_{\alpha}\right)$, we have either $\lambda=\frac{1}{\alpha}$ or $\lambda=1$ or $\lambda \in \Lambda(H)$, where $H=S_{c} W W^{T} S_{c}^{T}$.

Proof. For any $\lambda \in \Lambda\left(\left(I_{m n}-W W^{T}\right)\left(I_{m n}-S_{c}^{T} S_{c}\right)+\frac{1}{\alpha} W W^{T}\right)$, there exists $v \in$
$\mathcal{C}^{m n}, v \neq \mathbf{0}$ such that

$$
\begin{equation*}
\left(\left(I_{m n}-W W^{T}\right)\left(I_{m n}-S_{c}^{T} S_{c}\right)+\frac{1}{\alpha} W W^{T}\right) v=\lambda v \tag{9.5}
\end{equation*}
$$

Left-multiplying both sides with $\left(I_{m n}-W W^{T}\right)$ and recall that $W^{T} W=I_{(m-r)(n-r)}$, we have

$$
\left(I_{m n}-W W^{T}\right)\left(I_{m n}-S_{c}^{T} S_{c}\right) v=\lambda\left(I_{m n}-W W^{T}\right) v
$$

Substituting back into (9.5), we get

$$
\lambda\left(I_{m n}-W W^{T}\right) v+\frac{1}{\alpha} W W^{T} v=\lambda v \quad \Rightarrow \quad\left(\frac{1}{\alpha}-\lambda\right) W W^{T} v=\mathbf{0} .
$$

Hence, we have either $\lambda=\frac{1}{\alpha}$ or $W W^{T} v=\mathbf{0}$. In the later case, we can substitute into (9.5) again to obtain

$$
\begin{equation*}
\lambda v=\left(I_{m n}-W W^{T}\right)\left(I_{m n}-S_{c}^{T} S_{c}\right) v=\left(I_{m n}-S_{c}^{T} S_{c}+W W^{T} S_{c}^{T} S_{c}\right) v \tag{9.6}
\end{equation*}
$$

Left-multiplying both sides with $S_{c}$ and recall that $S_{c} S_{c}^{T}=I_{m n-s}$, we have

$$
S_{c} W W^{T} S_{c}^{T}\left(S_{c} v\right)=\lambda\left(S_{c} v\right)
$$

If $S_{c} v=\mathbf{0}$, then plugging into (9.6) yields $\lambda=1$. Otherwise, we have $\lambda \in$ $\Lambda\left(S_{c} W W^{T} S_{c}^{T}\right)$. This completes our proof of the lemma.

### 9.7.2 Proof of Theorem 9.4

The error matrix can be represented as follows

$$
\begin{aligned}
E^{(k+1)}=X^{(k+1)}-M & =\mathcal{P}_{r}\left(X^{(k)}-\alpha\left[X^{(k)}-M\right]_{\mathcal{S}}\right)+\beta\left(X^{(k)}-X^{(k-1)}\right)-M \\
& =\left(\mathcal{P}_{r}\left(M+E^{(k)}-\alpha\left[E^{(k)}\right]_{\mathcal{S}}\right)-M\right)+\beta\left(E^{(k)}-\left(E^{(k-1)}\right) .\right.
\end{aligned}
$$

Similarly to Theorem 10.1, we can vectorize the above equation as

$$
e^{(k+1)}=\left(I_{m n}-\alpha Z_{\alpha}\right) e^{(k)}+\beta\left(e^{(k)}-e^{(k-1)}\right)+C_{1} q\left(e^{(k)}\right)
$$

By stacking $e^{(k+1)}$ and $e^{(k)}$ together, the recursion can be rewritten as follows

$$
\left[\begin{array}{c}
e^{(k+1)} \\
e^{(k)}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
(1+\beta) I_{m n}-\alpha Z_{\alpha} & -\beta I_{m n} \\
I_{m n} & \mathbf{0}
\end{array}\right]}_{T}\left[\begin{array}{c}
e^{(k)} \\
e^{(k-1)}
\end{array}\right]+\left[\begin{array}{c}
C_{1} q\left(e^{(k)}\right) \\
0
\end{array}\right] .
$$

Now, using Lemma 10 in [166], we obtain the upper bound

$$
\left\|\left[\begin{array}{c}
e^{(k+1)} \\
e^{(k)}
\end{array}\right]\right\|_{2} \leq(\rho(T)+o(1))^{k}\left\|\left[\begin{array}{c}
e^{(1)} \\
e^{(0)}
\end{array}\right]\right\|_{2}
$$

where $\rho(T)$ is the spectral radius of $T$. Assume that $Z_{\alpha}$ is diagonalizable, then $T$ is similar to a block diagonal matrix with $2 \times 2$ block $T_{j}$ of the form ${ }^{3}$

$$
\left[\begin{array}{cc}
1+\beta-\alpha \lambda_{j} & -\beta \\
1 & 0
\end{array}\right]
$$

for $j=1, \ldots, m n$. Thus, the eigenvalues of $T$ are also the eigenvalues of all blocks $T_{j}$. Finding optimal step size $\beta$ is equivalent to solving the following problem

$$
\begin{equation*}
\min _{\alpha, \beta} \max |r| \text { such that } r^{2}-\left(1+\beta-\alpha \lambda_{j}\right) r+\beta=0, \text { for some } j \in\{1, \ldots, m n\} . \tag{9.7}
\end{equation*}
$$

Since $\Delta=(1+\beta-\alpha \lambda)^{2}-4 \beta$, it is easy to verify that

- if $\Delta \leq 0$, then $\left|\sigma_{1}\right|=\left|\sigma_{2}\right|=\sqrt{|\beta|}$,
- if $\Delta>0$, then $\max \left\{\left|\sigma_{1}\right|,\left|\sigma_{2}\right|\right\}>\sqrt{|\beta|}$.

The optimization (9.7) becomes

$$
\begin{align*}
& \min _{\alpha, \beta} \sqrt{\beta} \quad \text { s.t. }\left(1+\beta-\alpha \lambda_{j}\right)^{2}-4 \beta \leq 0 \text { for all } 1 \leq j \leq m n \\
\Leftrightarrow \quad & \min _{\alpha, \beta} \max _{j}\left|1-\sqrt{\alpha \lambda_{j}}\right| \quad \text { s.t. } \beta \geq\left(1-\sqrt{\alpha \lambda_{j}}\right)^{2} \text { for all } 1 \leq j \leq m n . \tag{9.8}
\end{align*}
$$

[^38]The solution of the optimization problem (9.8) is given by

$$
\alpha=\left(\frac{2}{\sqrt{\lambda_{1}}+\sqrt{\lambda_{m n}}}\right)^{2}, \quad \beta=\left(\frac{\sqrt{\lambda_{1}}-\sqrt{\lambda_{m n}}}{\sqrt{\lambda_{1}}+\sqrt{\lambda_{m n}}}\right)^{2} .
$$

Finally, we obtain the optimal rate $\rho(T)=\frac{\sqrt{\lambda_{1}}-\sqrt{\lambda_{m n}}}{\sqrt{\lambda_{1}}+\sqrt{\lambda_{m n}}}$. Now, using Lemma 9.1, we obtain $\lambda_{1}=L$ and $\lambda_{m n}=\mu$.

## Chapter 10: Exact Linear Convergence Rate Analysis for Low-Rank Symmetric Matrix Completion via Gradient Descent ${ }^{1}$

Factorization-based gradient descent is a scalable and efficient algorithm for solving low-rank matrix completion. Recent progress in structured non-convex optimization has offered global convergence guarantees for gradient descent under certain statistical assumptions on the low-rank matrix and the sampling set. However, while the theory suggests gradient descent enjoys fast linear convergence to a global solution of the problem, the universal nature of the bounding technique prevents it from obtaining an accurate estimate of the rate of convergence. This chapter performs a local analysis of the exact linear convergence rate of gradient descent for factorization-based symmetric matrix completion. Without any additional assumptions on the underlying model, we identify the deterministic condition for local convergence guarantee for gradient descent, which depends only on the solution matrix and the sampling set. More crucially, our analysis provides a closed-form expression of the asymptotic rate of convergence that matches exactly with the linear convergence observed in practice. To the best of our knowledge,

[^39]our result is the first one that offers the exact linear convergence rate of gradient descent for matrix factorization in Euclidean space for matrix completion.

### 10.1 Introduction

Matrix completion is the problem of recovering a low-rank matrix from a sampling of its entries. In machine learning and signal processing, it has a wide range of applications including collaborative filtering [176], system identification [137] and dimension reduction [31]. In the era of big data, matrix completion has been proven to be an efficient and powerful framework to handle the enormous amount of information by exploiting low-rank structure of the data matrix.

Let $\boldsymbol{M} \in \mathbb{R}^{n \times m}$ be a rank $r$ matrix with $1 \leq r \leq \min (n, m)$, and $\Omega=\{(i, j) \mid$ $M_{i j}$ is observed $\}$ be an index subset of cardinality $s$ such that $s \leq n m$. The goal is to recover the unknown entries of $\boldsymbol{M}$. Matrix completion can be formulated as a linearly constrained rank minimization or a rank-constrained least squares problem [33]. Two popular approaches to solving matrix completion are convex relaxation via nuclear norm and non-convex factorization. The former approach, motivated by the success of compressed sensing, replaces the matrix rank by its convex surrogate (the nuclear norm). Extensive work on designing convex optimization algorithms with guarantees can be found in [27,33,107,145,205]. While on the theoretical side, the solutions of the relaxed problem and the original problem can be shown to coincide with high probability, on the practical side, computational complexity concerns diminish the applicability of these algorithms. When the size
of the matrix grows rapidly, storing and optimizing over a matrix variable become computationally expensive and even infeasible. In addition, it is evident this approach suffers from slow convergence [117,213]. In the second approach, the original rank-constrained optimization is studied. Interestingly, by reparametrizing the $n \times m$ matrix as the product of two smaller matrices $\boldsymbol{M}=\boldsymbol{X} \boldsymbol{Y}^{\top}$, for $\boldsymbol{X} \in \mathbb{R}^{n \times r}$ and $\boldsymbol{Y} \in \mathbb{R}^{m \times r}$, the resulting equivalent problem is unconstrained and more computationally efficient to solve [26]. Although this problem is non-convex, recent progress shows that for such problem any local minimum is also a global minimum [76,199]. Thus, basic optimization algorithms such as gradient descent [43, 144, 199] and alternating minimization $[40,91,92,106]$ can provably solve matrix completion under a specific sampling regime. Alternatively, the original rank-constrained optimization problem can be solved without the aforementioned reparameterization via the truncated singular value decomposition [46, 79, 104, 105, 201, 213, 214].

Among the aforementioned algorithms, let us draw our attention to the gradient descent method due to its outstanding simplicity and scalability. The first global convergence guarantee is attributed to Sun and Luo [199]. The authors proved that gradient descent with appropriate regularization can converge to the global optima of a factorization-based formulation at a linear rate. Later on, Ma et. al. [144] proposed that even in the absence of explicit regularization, gradient descent recovers the underlying low-rank matrix by implicitly regularizing its iterates. The aforementioned results, while establishing powerful guarantees on the convergence behavior of gradient descent, impose several limitations. For some methods, the linear convergence rate depends on constants that are not in closed-
form and are hard to verify in numerical experiments even when the underlying matrix is known. Second, a solution-independent analysis of the convergence rate typically offers a loose bound when considered for a specific solution. Third, the global convergence analysis requires certain assumptions on the underlying model which largely restrict the setting of the matrix completion problem in practice. Among such assumptions, one would consider the incoherence of the target matrix, the randomness of the sampling set, and the fact that the rank $r$ and the condition number of $\boldsymbol{M}$ are small constants as $n, m \rightarrow \infty$.

To address these issues, we consider the local convergence analysis of gradient descent for factorization-based matrix completion. In the scope of this chapter, we restrict our attention to the symmetric case. We identify the condition for linear convergence of gradient descent that depends only on the solution $\boldsymbol{M}$ and the sampling set $\Omega$. In addition, we provide a closed-form expression for the asymptotic convergence rate that matches well with the convergence of the algorithm in practice. The proposed analysis does not require an asymptotic setting for matrix completion, e.g., large matrices of small rank. We believe that our analysis can be useful in both theoretical and practical aspects of the matrix completion problem.

### 10.2 Gradient Descent for Matrix Completion

Notations Throughout the chapter, we use the notations $\|\cdot\|_{F}$ and $\|\cdot\|_{2}$ to denote the Frobenius norm and the spectral norm of a matrix, respectively. On the other hand, $\|\cdot\|_{2}$ is used on a vector to denote the Euclidean norm. Boldfaced
symbols are reserved for vectors and matrices. In addition, the $t \times t$ identity matrix is denoted by $\boldsymbol{I}_{t}$. $\otimes$ denotes the Kronecker product between two matrices, and $\operatorname{vec}(\cdot)$ denotes the vectorization of a matrix by stacking its columns on top of one another. Let $\boldsymbol{X}$ be some matrix and $\boldsymbol{F}(\boldsymbol{X})$ be a matrix-valued function of $\boldsymbol{X}$. Then, for some positive number $k$, we use $\boldsymbol{F}(\boldsymbol{X})=\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{X}\|_{F}^{k}\right)$ to imply $\lim _{\delta \rightarrow 0} \sup _{\|\boldsymbol{X}\|_{F}=\delta}\|\boldsymbol{F}(\boldsymbol{X})\|_{F} /\|\boldsymbol{X}\|_{F}^{k}<\infty$.

We begin by introducing the low-rank matrix completion problem. For simplicity, we focus on the symmetric case where $\boldsymbol{M}$ is an $n \times n$ positive semi-definite (PSD) matrix of rank $r$ and the sampling set $\Omega$ is symmetric. ${ }^{2}$ Assume the rank- $r$ economy version of the eigendecomposition of $\boldsymbol{M}$ is given by

$$
\boldsymbol{M}=\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{U}^{\top}
$$

where $\boldsymbol{U} \in \mathbb{R}^{n \times r}$ is a semi-orthogonal matrix and $\Lambda \in \mathbb{R}^{r \times r}$ is a diagonal matrix containing $r$ non-zero eigenvalues of $\boldsymbol{M}$, i.e., $\lambda_{1} \geq \ldots \geq \lambda_{r}>0$. Since $\boldsymbol{M}$ can be represented as

$$
\boldsymbol{M}=\left(\boldsymbol{U} \boldsymbol{\Lambda}^{1 / 2}\right)\left(\boldsymbol{U} \boldsymbol{\Lambda}^{1 / 2}\right)^{\top},
$$

we can write $\boldsymbol{M}=\boldsymbol{X}^{*} \boldsymbol{X}^{* \top}$, such that $\boldsymbol{X}^{*}=\boldsymbol{U} \boldsymbol{\Lambda}^{1 / 2} \in \mathbb{R}^{n \times r}$. Therefore, the factorization-based formulation for matrix completion can be described using the

[^40]```
Algorithm 10.1 (Non-convex) Gradient Descent
Require: \(\boldsymbol{X}^{0}, \mathcal{P}_{\Omega}(\boldsymbol{M}), \eta\)
Ensure: \(\left\{\boldsymbol{X}^{k}\right\}\)
    1: for \(k=0,1,2, \ldots\) do
    2: \(\quad \boldsymbol{X}^{k+1}=\boldsymbol{X}^{k}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}-\boldsymbol{M}\right) \boldsymbol{X}^{k}\)
```

following non-convex optimization:

$$
\begin{equation*}
\min _{\boldsymbol{X} \in \mathbb{R}^{n \times r}} \frac{1}{4} \sum_{(i, j) \in \Omega}\left(\left[\boldsymbol{X} \boldsymbol{X}^{\top}\right]_{i j}-M_{i j}\right)^{2} . \tag{10.1}
\end{equation*}
$$

Denote $\mathcal{P}_{\Omega}: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ the projection onto the set of matrices supported in $\Omega$, i.e.,

$$
\left[\mathcal{P}_{\Omega}(\boldsymbol{Z})\right]_{i j}= \begin{cases}Z_{i j} & \text { if }(i, j) \in \Omega \\ 0 & \text { otherwise }\end{cases}
$$

The objective function in (10.1) is rewritten as $f(\boldsymbol{X})=\frac{1}{4}\left\|\mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{X}^{\top}-\boldsymbol{M}\right)\right\|_{F}^{2}$. The gradient of $f(\boldsymbol{X})$ is given by

$$
\begin{equation*}
\nabla f(\boldsymbol{X})=\mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{X}^{\top}-\boldsymbol{M}\right) \boldsymbol{X} \tag{10.2}
\end{equation*}
$$

Starting from an initial $\boldsymbol{X}^{0}$ (usually through spectral initialization [144]), the gradient descent algorithm (see Algorithm 10.1) simply updates the value of $\boldsymbol{X}$ by taking steps proportional to the negative of the gradient $\nabla f(\boldsymbol{X})$.

### 10.3 Local Convergence Analysis

This section presents the local convergence result of Algorithm 10.1. While recent work on the global guarantees of the algorithm has shown the linear behavior under certain statistical models, we emphasize that no closed-form expression of the convergence rate was provided. Our result in this chapter, on the other hand, does not make any assumption about the underlying model for $\boldsymbol{M}$ and $\Omega$, and provides an exact expression of the asymptotic rate of convergence. Let us first introduce some critical concepts used in our derivation.

Definition 10.1. Denote $\bar{\Omega}=\{(i-1) n+j \mid(i, j) \in \Omega\}$. The row selection matrix $\boldsymbol{S}$ is an $s \times n^{2}$ matrix obtained from a subset of rows corresponding to the elements in $\bar{\Omega}$ from the $n^{2} \times n^{2}$ identity matrix $\boldsymbol{I}_{n^{2}}$.

Definition 10.2. The orthogonal projection onto the null space of $\boldsymbol{M}$ is defined by $\boldsymbol{P}_{\boldsymbol{U}_{\perp}}=\boldsymbol{I}_{n}-\boldsymbol{U} \boldsymbol{U}^{\top}$.

Definition 10.3. Let $\boldsymbol{T}_{n^{2}}$ be an $n^{2} \times n^{2}$ matrix where the $(i, j)$ th block of $\boldsymbol{T}_{n^{2}}$ is the $n \times n$ matrix $\boldsymbol{e}_{j} \boldsymbol{e}_{i}^{\top}$ for $1 \leq i, j \leq n$. Then $\boldsymbol{T}_{n^{2}}$ can be used to represent the transpose operator as follows:

$$
\operatorname{vec}\left(\boldsymbol{E}^{\top}\right)=\boldsymbol{T}_{n^{2}} \operatorname{vec}(\boldsymbol{E}) \quad \text { for any } \boldsymbol{E} \in \mathbb{R}^{n \times n} .
$$

We are now in position to state our main result on the asymptotic linear convergence rate of Algorithm 10.1.

Theorem 10.1. Denote $\boldsymbol{P}_{1}=\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}, \boldsymbol{P}_{2}=\frac{1}{2}\left(\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}\right)$, and $\boldsymbol{P}=\boldsymbol{P}_{1} \boldsymbol{P}_{2}$.
In addition, let

$$
\boldsymbol{H}=\boldsymbol{P}\left(\boldsymbol{I}_{n^{2}}-\eta(\boldsymbol{M} \oplus \boldsymbol{M})\left(\boldsymbol{S}^{\top} \boldsymbol{S}\right)\right) \boldsymbol{P}
$$

where $\boldsymbol{M} \oplus \boldsymbol{M}=\boldsymbol{M} \otimes \boldsymbol{I}_{n}+\boldsymbol{I}_{n} \otimes \boldsymbol{M}$ is the Kronecker sum. Define the spectral radius of $\boldsymbol{H}, \rho(\boldsymbol{H})$, as the largest absolute value of the eigenvalues of $\boldsymbol{H}$. If $\rho(\boldsymbol{H})<1$, then Algorithm 10.1 produces a sequence of matrices $\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}$ converging to $\boldsymbol{M}$ at an asymptotic linear rate $\rho(\boldsymbol{H})$. Formally, there exists a neighborhood $\mathcal{N}(\boldsymbol{M})$ of $\boldsymbol{M}$ such that for any $\boldsymbol{X}^{0} \boldsymbol{X}^{0^{\top}} \in \mathcal{N}(\boldsymbol{M})$,

$$
\begin{equation*}
\left\|\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}-\boldsymbol{M}\right\|_{F} \leq C\left\|\boldsymbol{X}^{0} \boldsymbol{X}^{0^{\top}}-\boldsymbol{M}\right\|_{F} \rho(\boldsymbol{H})^{k}, \tag{10.3}
\end{equation*}
$$

for some numerical constant $C>0$.

Remark 10.1. Theorem 10.1 provides a closed-form expression of the asymptotic linear convergence rate of Algorithm 10.1, which only depends on $\boldsymbol{M}, \Omega$ and the choice of step-size $\eta$. We note that the condition for linear convergence, $\rho(\boldsymbol{H})<1$, is fully determined given $\boldsymbol{M}, \Omega$, and $\eta$. It would be interesting to establish a connection between this condition and the standard statistical model for matrix completion. For instance, how the incoherence of $\boldsymbol{M}$ and the randomness of $\Omega$ would affect the spectral radius of $\boldsymbol{H}$ ? This exploration is left as future work.

In our approach, the following lemma plays a pivotal role in the derivation of

Theorem 10.1, establishing the recursion on the error matrix $\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}-\boldsymbol{M}:^{3}$

Lemma 10.1. Let $\boldsymbol{E}^{k}=\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}-\boldsymbol{M}$. Then

$$
\boldsymbol{E}^{k+1}=\boldsymbol{E}^{k}-\eta\left(\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{M}+\boldsymbol{M} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right)+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{E}^{k}\right\|_{F}^{2}\right) .
$$

Furthermore, denote $\boldsymbol{A}=\boldsymbol{I}_{n^{2}}-\eta(\boldsymbol{M} \oplus \boldsymbol{M})\left(\boldsymbol{S}^{\top} \boldsymbol{S}\right)$ and $\boldsymbol{e}^{k}=\operatorname{vec}\left(\boldsymbol{E}^{k}\right)$, the matrix recursion can be rewritten compactly as

$$
\begin{equation*}
\boldsymbol{e}^{k+1}=\boldsymbol{A} \boldsymbol{e}^{k}+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right) \tag{10.4}
\end{equation*}
$$

Remark 10.2. Figure 10.1 illustrates the effectiveness of the proposed bound on the asymptotic rate of convergence given by Theorem 10.1. In Fig. 10.1, the lowrank solution matrix $\boldsymbol{M}$ is generated by taking the product of a $20 \times 3$ matrix $\boldsymbol{X}$ and its transpose, where $\boldsymbol{X}$ has i.i.d. normally distributed entries. The sampling set $\Omega$ is obtained by randomly selecting the entries of $\boldsymbol{M}$ based on a Bernoulli model with probability 0.3. Next, we run the economy-SVD on $\boldsymbol{M}$ to compute $\boldsymbol{X}^{*}=\boldsymbol{U} \boldsymbol{\Lambda}^{1 / 2}$. The initialization $\boldsymbol{X}^{0}$ is obtained by adding i.i.d. normally distributed noise with standard deviation $\sigma=10^{-2}$ to the entries of $\boldsymbol{X}^{*}$. Then we run Algorithm 10.1 with $\boldsymbol{X}^{0}, \mathcal{P}_{\Omega}(\boldsymbol{M})$, and $\eta=0.5 /\|\boldsymbol{M}\|_{2}$. It is noticeable from Fig. 10.1 that our theoretical bound $\left\|\boldsymbol{e}^{0}\right\|_{2} \rho(\boldsymbol{H})^{k}$ given by the green line predicts successfully the rate of decrease in $\left\|\boldsymbol{E}^{k}\right\|_{F}$, running parallel to the blue line as soon as $\left\|\boldsymbol{E}^{k}\right\|_{F}<10^{-2}$. As far as the approximations are concerned, we compare the changes in the error

[^41]modeled by $\boldsymbol{e}^{k+1}=\boldsymbol{A} \boldsymbol{e}^{k}$ and the error modeled by $\boldsymbol{e}^{k+1}=\boldsymbol{H} \boldsymbol{e}^{k}$. While the former (represented by $\left\|\boldsymbol{A}^{k} \boldsymbol{e}^{0}\right\|_{2}$ in black) fails to approximate $\left\|\boldsymbol{E}^{k}\right\|_{F}$ for $\left\|\boldsymbol{E}^{k}\right\|_{F}<10^{-2}$, the later (represented by $\left\|\boldsymbol{H}^{k} \boldsymbol{e}^{0}\right\|_{2}$ in red) matches $\left\|\boldsymbol{E}^{k}\right\|_{F}$ surprisingly well.

In the rest of this section, we shall derive the proof of Theorem 10.1. First, we present a major challenge met by the traditional approach that uses (10.4) to characterize the convergence of the error towards zero. Next, we describe our proposed technique to overcome this difficulty. Finally, we show that our bounding technique recovers the exact rate of local convergence of Algorithm 10.1.

### 10.3.1 A Challenge of Establishing the Error Contraction

The stability of the nonlinear difference equation (10.4) is the key to analyze the convergence of Algorithm 10.1. In essence, linear convergence rate is obtained by the following lemma:

Lemma 10.2. (Rephrased from the supplemental material of [212]) Let $\left(a_{n}\right)_{n \in \mathbb{N}} \subset$ $\mathbb{R}_{+}$be the sequence defined by

$$
a_{n+1} \leq \rho a_{n}+q a_{n}^{2} \quad \text { for } n=0,1,2, \ldots,
$$

where $0<\rho<1$ and $q \geq 0$. Then $\left(a_{n}\right)$ converges to 0 if and only if $a_{0}<\frac{1-\rho}{q}$. A simple linear convergence bound can be derived for $a_{0}<\rho \frac{1-\rho}{q}$ in the form of

$$
a_{n} \leq a_{0} K \rho^{n}, \quad \text { for } K=\left(1-\frac{a_{0} q}{\rho(1-\rho)}\right)^{-1}
$$



Figure 10.1: Linear convergence of gradient descent for matrix completion. The decrease in the norm of error matrix $\boldsymbol{E}^{k}$ through iterations is shown in the blue dashed line with triangle markers. The black solid line with square markers and the red dotted line with circle markers represent first-order approximations of the error using $\boldsymbol{A}$ and $\boldsymbol{H}$, respectively. Finally, the green dash-dot line is the theoretical bound (up to a constant) given by $\left\|\boldsymbol{e}^{0}\right\|_{2} \rho(\boldsymbol{H})^{k}$. We use different markers, i.e., triangle versus circle, to better distinguish the blue line from the red line, respectively.

In order to apply Lemma 10.2 to (10.4), one natural way is to perform the eigendecomposition $\boldsymbol{A}=\boldsymbol{Q}_{\boldsymbol{A}} \boldsymbol{\Lambda}_{\boldsymbol{A}} \boldsymbol{Q}_{\boldsymbol{A}}^{-1}$, where $\boldsymbol{Q}_{\boldsymbol{A}}$ is the square matrix whose columns are $n^{2}$ eigenvectors of $\boldsymbol{A}$, and $\boldsymbol{\Lambda}_{\boldsymbol{A}}$ is the diagonal matrix whose diagonal elements are the corresponding eigenvalues of $\boldsymbol{A}$. Then, left-multiplying both sides of (10.4) by $\boldsymbol{Q}_{A}^{-1}$ yields

$$
\boldsymbol{Q}_{A}^{-1} \boldsymbol{e}^{k+1}=\boldsymbol{\Lambda}_{\boldsymbol{A}} \boldsymbol{Q}_{A}^{-1} \boldsymbol{e}^{k}+\mathcal{O}\left(\left\|e^{k}\right\|_{2}^{2}\right)
$$

where $\boldsymbol{Q}_{\boldsymbol{A}}^{-1}$ does not affect the $\boldsymbol{\mathcal { O }}$ term since its norm is constant. Applying the triangle inequality ${ }^{4}$ to the last equation leads to

$$
\begin{equation*}
\left\|\boldsymbol{Q}_{\boldsymbol{A}}^{-1} \boldsymbol{e}^{k+1}\right\|_{2}=\left\|\boldsymbol{\Lambda}_{\boldsymbol{A}} \boldsymbol{Q}_{\boldsymbol{A}}^{-1} \boldsymbol{e}^{k}\right\|_{2}+\mathcal{O}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right) \tag{10.5}
\end{equation*}
$$

With the definition of the spectral radius of $\boldsymbol{A}$ using the spectral norm of $\boldsymbol{\Lambda}_{A}$, we have

$$
\begin{equation*}
\rho(\boldsymbol{A})=\left\|\boldsymbol{\Lambda}_{\boldsymbol{A}}\right\|_{2}=\sup \left\{\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{A}} \tilde{\boldsymbol{e}}\right\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}}: \tilde{\boldsymbol{e}} \in \mathbb{R}^{n^{2}}, \tilde{\boldsymbol{e}} \neq \mathbf{0}\right\} \tag{10.6}
\end{equation*}
$$

Now, using (10.6) and the fact that $\mathcal{O}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right)=\mathcal{O}\left(\left\|\boldsymbol{Q}_{\boldsymbol{A}}^{-1} \boldsymbol{e}^{k}\right\|_{2}^{2}\right)$, (10.5) can be

[^42]upper-bounded by
\[

$$
\begin{equation*}
\left\|\boldsymbol{Q}_{\boldsymbol{A}}^{-1} \boldsymbol{e}^{k+1}\right\|_{2} \leq \rho(\boldsymbol{A})\left\|\boldsymbol{Q}_{A}^{-1} \boldsymbol{e}^{k}\right\|_{2}+\mathcal{O}\left(\left\|\boldsymbol{Q}_{A}^{-1} \boldsymbol{e}^{k}\right\|_{2}^{2}\right) \tag{10.7}
\end{equation*}
$$

\]

If $\rho(\boldsymbol{A})<1$, then by Lemma 10.2 , the sequence $\left\|\boldsymbol{Q}_{\boldsymbol{A}}^{-1} \boldsymbol{e}^{k}\right\|_{2}$ converges to 0 linearly at rate $\rho(\boldsymbol{A})$. Unfortunately, one can verify that $\rho(\boldsymbol{A}) \geq 1$ by taking any vector $\boldsymbol{v} \in \mathbb{R}^{n^{2}}$ such that $v_{i}=0$ for all $i \in \bar{\Omega}$. Since $\boldsymbol{A} \boldsymbol{v}=\boldsymbol{v}, 1$ must be an eigenvalue of A.

The failure of the aforementioned bounding technique is it overlooks the fact that $\boldsymbol{E}^{k}=\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}-\boldsymbol{M}$. By defining $\mathcal{E}=\left\{\boldsymbol{X} \boldsymbol{X}^{\top}-\boldsymbol{M} \mid \boldsymbol{X} \in \mathbb{R}^{n \times r}\right\}$ and $\tilde{\mathcal{E}}_{\boldsymbol{A}}=\left\{\boldsymbol{Q}_{\boldsymbol{A}}^{-1} \operatorname{vec}(\boldsymbol{E}) \mid \boldsymbol{E} \in \mathcal{E}\right\}$, a tighter bound on $\left\|\boldsymbol{\Lambda}_{\boldsymbol{A}} \boldsymbol{Q}_{\boldsymbol{A}}^{-1} \boldsymbol{e}^{k}\right\|_{2} /\left\|\boldsymbol{Q}_{\boldsymbol{A}}^{-1} \boldsymbol{e}^{k}\right\|_{2}$ can be obtained by

$$
\begin{equation*}
\rho^{\mathcal{E}}(\boldsymbol{A}, \delta)=\sup \left\{\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{A}} \tilde{\boldsymbol{e}}\right\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}}: \tilde{\boldsymbol{e}} \in \tilde{\mathcal{E}}_{\boldsymbol{A}}, \tilde{\boldsymbol{e}} \neq \mathbf{0},\|\tilde{\boldsymbol{e}}\|_{2} \leq \delta\right\} \tag{10.8}
\end{equation*}
$$

for some constant $\delta>0$. Taking into account the structure of $\boldsymbol{E}^{k}$, one would expect $\rho^{\mathcal{E}}(\boldsymbol{A})=\lim _{\delta \rightarrow 0} \rho^{\mathcal{E}}(\boldsymbol{A}, \delta)$ is a more reliable estimate of the asymptotic rate of convergence for (10.4). Nonetheless, (10.8) is a non-trivial optimization problem that has no closed-form solution to the best of our knowledge.

### 10.3.2 Integrating Structural Constraints

To address the aforementioned issue, we propose to integrate the structural constraint on $\boldsymbol{E}^{k}$ into the recursion (10.4). As we shall show in the next subsection,
this integration enables the application of Lemma 10.2 to the new recursion in order to obtain a tight bound on the convergence rate. First, let us characterize the feasible set of error matrices $\mathcal{E}$ as follows:

Lemma 10.3. $\boldsymbol{E} \in \mathcal{E}$ if and only if the following conditions hold simultaneously:
(C1) $\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{E})=\boldsymbol{M}+\boldsymbol{E}$, where $\mathcal{P}_{r}$ is the truncated singular value decomposition of order r [61].
(C2) $\boldsymbol{E}^{\top}=\boldsymbol{E}$.
(C3) $\boldsymbol{v}^{\top}(\boldsymbol{M}+\boldsymbol{E}) \boldsymbol{v} \geq 0$ for all $\boldsymbol{v} \in \mathbb{R}^{n}$.

Our strategy is to integrate three conditions in Lemma 10.3 into the linear operator $\boldsymbol{A}$ so that the resulting recursion will implicitly enforce $\boldsymbol{E}^{k}$ to remain in $\mathcal{E}$. Specifically, for condition (C1), we linearize $\mathcal{P}_{r}$ using the first-order perturbation analysis of the truncated singular value decomposition [211]. For condition (C2), we leverage the linearity of the transpose operator. Finally, while handling condition (C3) is non-trivial, it turns out that this condition can be ignored. In the following lemma, we introduce the linear projection that ensures the updated error $\boldsymbol{E}^{k}$ remains near $\mathcal{E}$.

Lemma 10.4. Recall that $\boldsymbol{P}_{1}=\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}, \boldsymbol{P}_{2}=\frac{1}{2}\left(\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}\right)$. Then, the following statements hold:

1. $\boldsymbol{P}_{1}$ corresponds to the orthogonal projection onto the tangent plane of the set of rank-r matrices at $\boldsymbol{M}$.
2. $\boldsymbol{P}_{2}$ corresponds to the orthogonal projection onto the space of symmetric matrices.
3. $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ commute, and $\boldsymbol{P}=\boldsymbol{P}_{1} \boldsymbol{P}_{2}=\boldsymbol{P}_{2} \boldsymbol{P}_{1}$ is also an orthogonal projection.
4. For any $\boldsymbol{E} \in \mathcal{E}$, $\operatorname{vec}(\boldsymbol{E})=\boldsymbol{P} \operatorname{vec}(\boldsymbol{E})+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{E}\|_{F}^{2}\right)$.

By Lemma 10.4-4, we have $\boldsymbol{e}^{k}=\boldsymbol{P} \boldsymbol{e}^{k}+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right)$ for all $k$. Using this result with $k+1$ instead of $k$ and replacing $\boldsymbol{e}^{k+1}$ from (10.4) into the first term on the RHS, we have

$$
\boldsymbol{e}^{k+1}=\boldsymbol{P}\left(\boldsymbol{A} \boldsymbol{e}^{k}+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right)\right)+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k+1}\right\|_{2}^{2}\right) .
$$

Substituting $\boldsymbol{e}^{k}=\boldsymbol{P} \boldsymbol{e}^{k}+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right)$ and using $\boldsymbol{e}^{k+1}=\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}\right)$, we obtain

$$
\begin{equation*}
\boldsymbol{e}^{k+1}=\boldsymbol{P} \boldsymbol{A} \boldsymbol{P} \boldsymbol{e}^{k}+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right) \tag{10.9}
\end{equation*}
$$

It can be seen from Lemma 10.4-1 and Lemma 10.4-2 that the projection $\boldsymbol{P}$ enforces the error vector $\boldsymbol{e}^{k}$ to lie in the space under conditions (C1) and (C2) in Lemma 10.3. Now replacing the definition $\boldsymbol{H}=\boldsymbol{P} \boldsymbol{A} \boldsymbol{P},(10.9)$ can be rewritten as

$$
\begin{equation*}
\boldsymbol{e}^{k+1}=\boldsymbol{H} \boldsymbol{e}^{k}+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right) \tag{10.10}
\end{equation*}
$$

Similar to the derivation with $\boldsymbol{A}$, let $\boldsymbol{H}=\boldsymbol{Q}_{\boldsymbol{H}} \boldsymbol{\Lambda}_{\boldsymbol{H}} \boldsymbol{Q}_{\boldsymbol{H}}^{-1}$ be the eigendecomposition of $\boldsymbol{H}$ and define $\tilde{\boldsymbol{e}}^{k}=\boldsymbol{Q}_{\boldsymbol{H}}^{-1} \boldsymbol{e}^{k}$. Then, we have

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{e}}^{k+1}\right\|_{2}=\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}}^{k}\right\|_{2}+\mathcal{O}\left(\left\|\tilde{\boldsymbol{e}}^{k}\right\|_{2}^{2}\right) \tag{10.11}
\end{equation*}
$$

In addition, denote $\tilde{\mathcal{E}}_{\boldsymbol{H}}=\left\{\boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{E}) \mid \boldsymbol{E} \in \mathcal{E}\right\}$, we can define

$$
\begin{align*}
\rho(\boldsymbol{H}) & =\sup \left\{\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}}\right\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}}: \tilde{\boldsymbol{e}} \in \mathbb{R}^{n^{2}}, \tilde{\boldsymbol{e}} \neq \mathbf{0}\right\} \text { and }  \tag{10.12}\\
\rho^{\mathcal{E}}(\boldsymbol{H}, \delta) & =\sup \left\{\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}}\right\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}}: \tilde{\boldsymbol{e}} \in \tilde{\mathcal{E}}_{\boldsymbol{H}}, \tilde{\boldsymbol{e}} \neq \mathbf{0},\|\tilde{\boldsymbol{e}}\|_{2} \leq \delta\right\} . \tag{10.13}
\end{align*}
$$

Since (10.4) and (10.10) are two different systems that describes the same dynamic for $\boldsymbol{E}^{k} \in \mathcal{E}$, one would expect they share the same asymptotic behavior. In particular, their linear rates of convergence should agree when the constraint $\boldsymbol{E}^{k} \in \mathcal{E}$ is considered.

Lemma 10.5. Let $\rho^{\mathcal{E}}(\boldsymbol{H})=\lim _{\delta \rightarrow 0} \rho^{\mathcal{E}}(\boldsymbol{H}, \delta)$. Then,

$$
\rho^{\mathcal{E}}(\boldsymbol{H})=\rho^{\mathcal{E}}(\boldsymbol{A}) .
$$

While using $\boldsymbol{H}$ instead of $\boldsymbol{A}$ preserves the system dynamic over $\mathcal{E}$, it provides updates of the error that ensure that it remains in $\mathcal{E}$. Consequently, we can ignore the constraints that are implicitly satisfied in our analysis when using $\boldsymbol{H}$.

### 10.3.3 Asymptotic Bound on the Linear Convergence Rate

We have seen in Subsection 10.3.1 that applying Lemma 10.2 to (10.4) fails to estimate the convergence rate due to the gap between $\rho^{\mathcal{E}}(\boldsymbol{A})$ and $\rho(\boldsymbol{A})$. In this subsection, we show that integrating the structural constraint helps eliminating the gap between $\rho^{\mathcal{E}}(\boldsymbol{H})$ and $\rho(\boldsymbol{H})$ (even when condition (C3) is omitted). Therefore,
applying Lemma 10.2 to (10.11) yields $\rho(\boldsymbol{H})$ as a tight bound on the convergence rate. To that end, our goal is to prove the following lemma:

Lemma 10.6. As $\delta$ approaches 0 , we have $\rho(\boldsymbol{H})-\rho^{\mathcal{E}}(\boldsymbol{H}, \delta)=\mathcal{O}(\delta)$. Consequently, it holds that $\rho(\boldsymbol{H})=\rho^{\mathcal{E}}(\boldsymbol{H})$.

Let us briefly present the key ideas and lemmas we use to prove Lemma 10.6. Our proof relies on two critical considerations: (i) $\rho^{\mathcal{E}}(\boldsymbol{H}, \delta) \leq \rho(\boldsymbol{H})$, (ii) there exists a maximizer $\tilde{\boldsymbol{e}}^{\star}$ of the supremum in (10.12) such that the distance from $\tilde{\boldsymbol{e}}^{\star}$ to $\tilde{\mathcal{E}}_{\boldsymbol{H}}$ is $\mathcal{O}\left(\delta^{2}\right)$. While (i) is trivial from (10.12) and (10.13), (ii) is proven by introducing $\mathcal{F}_{\delta}$ as a surrogate for the set $\mathcal{E}$ as follows:

Lemma 10.7. Denote the eigenvector of $\boldsymbol{H}$ corresponding to the largest (in magnitude) eigenvalue by $\boldsymbol{q}_{1}$. Define $\boldsymbol{G}$ as the $n \times n$ matrix satisfying $\operatorname{vec}(\boldsymbol{G})=\delta \boldsymbol{q}_{1}$. Let $\mathcal{F}_{\delta}$ be the set of $n \times n$ matrices satisfying the following conditions: (i) $\|\boldsymbol{F}\|_{F} \leq 2 \delta$; (ii) $\boldsymbol{F}^{\top}=\boldsymbol{F}$; (iii) $\left\|\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{F} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right\|_{F} \leq \frac{2}{\lambda_{r}} \delta^{2}$; and (iv) $\boldsymbol{v}^{\top}(\boldsymbol{M}+\boldsymbol{F}) \boldsymbol{v} \geq 0$ for all $\boldsymbol{v} \in \mathbb{R}^{n}$. Then, there exists $\boldsymbol{F} \in \mathcal{F}_{\delta}$ satisfying

$$
\|\boldsymbol{F}-\boldsymbol{G}\|_{F}=\mathcal{O}\left(\delta^{2}\right) .
$$

Lemma 10.8. For any $\boldsymbol{F} \in \mathcal{F}_{\delta}$, there exists $\boldsymbol{E} \in \mathcal{E}$ satisfying

$$
\|\boldsymbol{E}-\boldsymbol{F}\|_{F}=\mathcal{O}\left(\delta^{2}\right) .
$$

From (i) and (ii), it follows that the difference between $\rho^{\mathcal{E}}(\boldsymbol{H}, \delta)$ and $\rho(\boldsymbol{H})$ is $\mathcal{O}(\delta)$. Thus, $\rho(\boldsymbol{H})=\rho^{\mathcal{E}}(\boldsymbol{H})$ when taking the limit of $\rho^{\mathcal{E}}(\boldsymbol{H}, \delta)$ as $\delta \rightarrow 0$. Our derivation
of Theorem 10.1 is completed by directly applying Lemma 10.2 to (10.11).

### 10.4 Conclusion and Future work

We presented a framework for analyzing the convergence of the existing gradient descent approach for low-rank matrix completion. In our analysis, we restricted our focus to the symmetric matrix completion case. We proved that the algorithm converges linearly. Different to other approaches, we made no assumption on the rank of the matrix or fraction of available entries. Instead, we derived an expression for the linear convergence rate via the spectral norm of a closed-form matrix. As future work, using random matrix theory, the closed-form expression for the convergence rate can be further related to the rank, the number of available entries, and the matrix dimensions. Additionally, this work can be extended to the non-symmetric case.

### 10.5 Appendix

### 10.5.1 Proof of Lemma 10.1

Recall the gradient descent update in Algorithm 10.1:

$$
\begin{align*}
\boldsymbol{X}^{k+1} & =\boldsymbol{X}^{k}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}-\boldsymbol{M}\right) \boldsymbol{X}^{k} \\
& =\left(\boldsymbol{I}_{n}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right) \boldsymbol{X}^{k} \tag{10.14}
\end{align*}
$$

Substituting (10.14) into the definition of $\boldsymbol{E}^{k+1}$, we have

$$
\begin{aligned}
\boldsymbol{E}^{k+1} & =\boldsymbol{X}^{k+1} \boldsymbol{X}^{k+1^{\top}}-\boldsymbol{M} \\
& =\left(\boldsymbol{I}_{n}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right) \boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}}\left(\boldsymbol{I}_{n}-\eta \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right)^{\top}-\boldsymbol{M} .
\end{aligned}
$$

From the fact that $\boldsymbol{E}^{k}$ is symmetric and $\Omega$ is a symmetric sampling, the last equation can be further expanded as

$$
\begin{align*}
\boldsymbol{E}^{k+1}=\boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}} & -\eta \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{X}^{k} \boldsymbol{X}^{k^{\top}} \\
& -\eta \boldsymbol{X}^{k} \boldsymbol{X}^{k} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)+\eta^{2} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{X}^{k} \boldsymbol{X}^{k} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)-\boldsymbol{M} . \tag{10.15}
\end{align*}
$$

Since $\boldsymbol{X}^{k} \boldsymbol{X}^{k}{ }^{\top}=\boldsymbol{M}+\boldsymbol{E}^{k},(10.15)$ is equivalent to

$$
\begin{align*}
\boldsymbol{E}^{k+1}=\boldsymbol{E}^{k}- & \eta\left(\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{M}+\boldsymbol{M} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right)-\eta\left(\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{E}^{k}+\boldsymbol{E}^{k} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right) \\
& +\eta^{2} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{M} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)+\eta^{2} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{E}^{k} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \tag{10.16}
\end{align*}
$$

Note that $\left\|\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right\|_{F} \leq\left\|\boldsymbol{E}^{k}\right\|_{F}$. Hence, collecting terms that are of second order and higher, with respect to $\left\|\boldsymbol{E}^{k}\right\|_{F}$, on the RHS of (10.16) yields

$$
\boldsymbol{E}^{k+1}=\boldsymbol{E}^{k}-\eta\left(\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right) \boldsymbol{M}+\boldsymbol{M} \mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right)+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{E}^{k}\right\|_{F}^{2}\right) .
$$

Now by Definition 7.2, it is easy to verify that

$$
\boldsymbol{S} \boldsymbol{S}^{\top}=\boldsymbol{I}_{n^{2}} \quad \text { and } \quad \operatorname{vec}\left(\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right)=\boldsymbol{S}^{\top} \boldsymbol{S} \boldsymbol{e}^{k}
$$

Using the property $\operatorname{vec}(\boldsymbol{A B C})=\left(\boldsymbol{C}^{\top} \otimes \boldsymbol{A}\right) \operatorname{vec}(\boldsymbol{B}),(5)$ can be vectorized as follows:

$$
\boldsymbol{e}^{k+1}=\boldsymbol{e}^{k}-\eta\left(\boldsymbol{M} \otimes \boldsymbol{I}_{n}\right) \operatorname{vec}\left(\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right)-\eta\left(\boldsymbol{I}_{n} \otimes \boldsymbol{M}\right) \operatorname{vec}\left(\mathcal{P}_{\Omega}\left(\boldsymbol{E}^{k}\right)\right)+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right)
$$

The last equation can be reorganized as

$$
\boldsymbol{e}^{k+1}=\left(\boldsymbol{I}_{n^{2}}-\eta(\boldsymbol{M} \oplus \boldsymbol{M})\left(\boldsymbol{S}^{\top} \boldsymbol{S}\right)\right) e^{k}+\boldsymbol{\mathcal { O }}\left(\left\|\boldsymbol{e}^{k}\right\|_{2}^{2}\right)
$$

### 10.5.2 Proof of Lemma 10.3

$(\Rightarrow)$ Suppose $\boldsymbol{E} \in \mathcal{E}$. Then for (C1), i.e., $\boldsymbol{E}^{\top}=\boldsymbol{E}, \boldsymbol{E}=\boldsymbol{X} \boldsymbol{X}^{\top}-\boldsymbol{M}$ is symmetric since both $\boldsymbol{X} \boldsymbol{X}^{\top}$ and $\boldsymbol{M}$ are symmetric. For (C2), i.e., $\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{E})=\boldsymbol{M}+\boldsymbol{E}$, stems from the fact $\boldsymbol{M}+\boldsymbol{E}=\boldsymbol{X} \boldsymbol{X}^{\top}$ has rank no greater than $r$ for $\boldsymbol{X} \in \mathbb{R}^{n \times r}$. Finally, for any $\boldsymbol{v} \in \mathbb{R}^{n}$, we have

$$
\boldsymbol{v}^{\top}(\boldsymbol{M}+\boldsymbol{E}) \boldsymbol{v}=\boldsymbol{v}^{\top}\left(\boldsymbol{X} \boldsymbol{X}^{\top}\right) \boldsymbol{v}=\left\|\boldsymbol{X}^{\top} \boldsymbol{v}\right\|_{2}^{2} \geq 0
$$

$(\Leftarrow)$ From conditions (C1) and (C3), $\boldsymbol{M}+\boldsymbol{E}$ is a PSD matrix. In addition, $\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{E})=\boldsymbol{M}+\boldsymbol{E}$ implies $\boldsymbol{M}+\boldsymbol{E}$ must have rank no greater $r$. Since any PSD matrix $\boldsymbol{A}$ with rank less than or equal to $r$ can be factorized as $\boldsymbol{A}=\boldsymbol{Y} \boldsymbol{Y}^{\top}$ for some $\boldsymbol{Y} \in \mathbb{R}^{n \times r}$, we conclude that $\boldsymbol{E} \in \mathcal{E}$.

### 10.5.3 Proof of Lemma 10.4

First, recall that any matrix $\Pi \in \mathbb{R}^{n^{2} \times n^{2}}$ is an orthogonal projection if and only if $\boldsymbol{\Pi}^{2}=\boldsymbol{\Pi}$ and $\boldsymbol{\Pi}=\boldsymbol{\Pi}^{\top}$. Since $\boldsymbol{P}_{\boldsymbol{U}_{\perp}}^{\top}=\boldsymbol{P}_{\boldsymbol{U}_{\perp}}$, we have

$$
\begin{aligned}
\boldsymbol{P}_{1}^{\top} & =\left(\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{U_{\perp}} \otimes \boldsymbol{P}_{U_{\perp}}\right)^{\top} \\
& =\boldsymbol{I}_{n^{2}}^{\top}-\boldsymbol{P}_{U_{\perp}}^{\top} \otimes \boldsymbol{P}_{U_{\perp}}^{\top} \\
& =\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{U_{\perp}} \otimes \boldsymbol{P}_{U_{\perp}}=\boldsymbol{P}_{1} .
\end{aligned}
$$

In addition, since $\boldsymbol{P}_{\boldsymbol{U}_{\perp}}^{2}=\boldsymbol{P}_{\boldsymbol{U}_{\perp}}$, we have

$$
\begin{aligned}
\boldsymbol{P}_{1}^{2} & =\left(\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right)\left(\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right)^{\top} \\
& =\boldsymbol{I}_{n^{2}}^{2}-2 \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}+\left(\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right)^{2} \\
& =\boldsymbol{I}_{n^{2}}-2 \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}+\left(\boldsymbol{P}_{\boldsymbol{U}_{\perp}}^{2} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}^{2}\right) \\
& =\boldsymbol{I}_{n^{2}}-2 \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}+\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \\
& =\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}=\boldsymbol{P}_{1} .
\end{aligned}
$$

Second, using the fact that $\boldsymbol{T}_{n^{2}}^{2}=\boldsymbol{I}_{n^{2}}$ and $\boldsymbol{T}_{n^{2}}$ is symmetric, we can derive similar result:

$$
\boldsymbol{P}_{2}^{\top}=\left(\frac{\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}}{2}\right)^{\top}=\frac{\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}}{2}=\boldsymbol{P}_{2}
$$

and

$$
\begin{aligned}
\boldsymbol{P}_{2}^{2} & =\frac{\left(\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}\right)^{2}}{4} \\
& =\frac{\boldsymbol{I}_{n^{2}}+2 \boldsymbol{T}_{n^{2}}+\boldsymbol{T}_{n^{2}}^{2}}{4} \\
& =\frac{2 \boldsymbol{I}_{n^{2}}+2 \boldsymbol{T}_{n^{2}}}{4} \\
& =\frac{\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}}{2}=\boldsymbol{P}_{2} .
\end{aligned}
$$

Third, we observe that $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ are the vectorized version of the linear operators

$$
\boldsymbol{\Pi}_{1}(\boldsymbol{E})=\boldsymbol{E}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}
$$

and

$$
\boldsymbol{\Pi}_{2}(\boldsymbol{E})=\frac{1}{2}\left(\boldsymbol{E}+\boldsymbol{E}^{\boldsymbol{\top}}\right)
$$

respectively, for any $\boldsymbol{E} \in \mathbb{R}^{n \times n}$. Hence, in order to prove that $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ commute, it is sufficient to show that operators $\Pi_{1}$ and $\boldsymbol{\Pi}_{2}$ commute. Indeed, we have

$$
\begin{aligned}
\boldsymbol{\Pi}_{2} \boldsymbol{\Pi}_{1}(\boldsymbol{E}) & =\frac{1}{2}\left(\left(\boldsymbol{E}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right)+\left(\boldsymbol{E}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right)^{\top}\right) \\
& =\frac{1}{2}\left(\boldsymbol{E}+\boldsymbol{E}^{\top}\right)-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \frac{1}{2}\left(\boldsymbol{E}+\boldsymbol{E}^{\top}\right) \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \\
& =\boldsymbol{\Pi}_{1} \boldsymbol{\Pi}_{2}(\boldsymbol{E}) .
\end{aligned}
$$

This implies $\boldsymbol{\Pi}_{1}$ and $\boldsymbol{\Pi}_{2}$ commute. Since $\boldsymbol{P}$ is the product of two commuting orthogonal projections, it is also an orthogonal projection.

Finally, let us restrict $\boldsymbol{E}$ to belong to $\mathcal{E}$ and denote $\boldsymbol{e}=\operatorname{vec}(\boldsymbol{E})$. Using Theorem 3 in [211], we have

$$
\begin{equation*}
\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{E})=\boldsymbol{M}+\boldsymbol{E}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{E} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{E}\|_{F}^{2}\right) . \tag{10.17}
\end{equation*}
$$

Since $\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{E})=\boldsymbol{M}+\boldsymbol{E}$, it follows from (10.17) that

$$
\boldsymbol{P}_{U_{\perp}} \boldsymbol{E} \boldsymbol{P}_{U_{\perp}}=\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{E}\|_{F}^{2}\right) .
$$

Vectorizing the last equation, we obtain

$$
\begin{equation*}
\left(\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{e}=\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{E}\|_{F}^{2}\right) . \tag{10.18}
\end{equation*}
$$

On the other hand, since $\boldsymbol{E}$ is symmetric,

$$
\begin{equation*}
\boldsymbol{e}=\boldsymbol{T}_{n^{2}} \boldsymbol{e}=\left(\frac{\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}}{2}\right) \boldsymbol{e} . \tag{10.19}
\end{equation*}
$$

From (10.18) and (10.19), we have

$$
\begin{align*}
\boldsymbol{e} & =\left(\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \boldsymbol{e}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{E}\|_{F}^{2}\right) \\
& =\left(\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right)\left(\frac{\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}}{2}\right) \boldsymbol{e}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{E}\|_{F}^{2}\right) . \tag{10.20}
\end{align*}
$$

Substituting

$$
\boldsymbol{P}=\boldsymbol{P}_{1} \boldsymbol{P}_{2}=\left(\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right)\left(\frac{\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}}{2}\right)
$$

into (10.20) completes our proof of the lemma.

### 10.5.4 Proof of Lemma 10.5

Let $\tilde{\mathcal{E}}=\{\operatorname{vec}(\boldsymbol{E}) \mid \boldsymbol{E} \in \mathcal{E}\}$. Recall that for any $\boldsymbol{e} \in \tilde{\mathcal{E}}$,

$$
\boldsymbol{e}=\boldsymbol{P e}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{e}\|_{2}^{2}\right)
$$

Therefore, by the triangle inequality, we obtain

$$
\begin{aligned}
\|\boldsymbol{A} \boldsymbol{e}\|_{2} & =\left\|\boldsymbol{A}\left(\boldsymbol{P} \boldsymbol{e}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{e}\|_{2}^{2}\right)\right)\right\| \\
& \leq\|\boldsymbol{A P e}\|_{2}+\left\|\boldsymbol{A} \boldsymbol{\mathcal { O }}\left(\|\boldsymbol{e}\|_{2}^{2}\right)\right\|_{2} .
\end{aligned}
$$

Since the second term on the RHS of the last inequality is $\mathcal{O}\left(\|\boldsymbol{e}\|_{2}^{2}\right)$, it is also $\mathcal{O}\left(\delta^{2}\right)$ for any $\boldsymbol{e} \in \tilde{\mathcal{E}}$ such that $\|\boldsymbol{e}\|_{2} \leq \delta$. In other words,

$$
\begin{equation*}
\|\boldsymbol{A} \boldsymbol{e}\|_{2} \leq\|\boldsymbol{A P} \boldsymbol{e}\|_{2}+\mathcal{O}\left(\delta^{2}\right) \tag{10.21}
\end{equation*}
$$

Similarly, we also have,

$$
\begin{align*}
\|\boldsymbol{A} \boldsymbol{e}\|_{2} & \geq\|\boldsymbol{A} \boldsymbol{P} \boldsymbol{e}\|_{2}-\left\|\boldsymbol{A} \boldsymbol{\mathcal { O }}\left(\|\boldsymbol{e}\|_{2}^{2}\right)\right\|_{2} \\
& =\|\boldsymbol{A P} \boldsymbol{e}\|_{2}-\mathcal{O}\left(\delta^{2}\right) \tag{10.22}
\end{align*}
$$

From (10.21) and (10.22), it follows that

$$
\begin{equation*}
\frac{\|\boldsymbol{A} \boldsymbol{e}\|_{2}}{\|\boldsymbol{e}\|_{2}}=\frac{\|\boldsymbol{A} \boldsymbol{P} \boldsymbol{e}\|_{2}}{\|\boldsymbol{e}\|_{2}}+\mathcal{O}(\delta) . \tag{10.23}
\end{equation*}
$$

Taking the limit of the supremum of (10.23) as $\delta \rightarrow 0$ yields

$$
\begin{align*}
\rho^{\mathcal{E}}(\boldsymbol{A}) & =\lim _{\delta \rightarrow 0} \sup _{\substack{e \in \tilde{\mathcal{E}} \\
\boldsymbol{e} \neq 0 \\
\|e\|_{2} \leq \delta}} \frac{\|\boldsymbol{A} \boldsymbol{e}\|_{2}}{\|\boldsymbol{e}\|_{2}} \\
& =\lim _{\delta \rightarrow 0} \sup _{\substack{e \in \tilde{\mathcal{E}} \\
\boldsymbol{e} \neq 0 \\
\|\boldsymbol{e}\|_{2} \leq \delta}} \frac{\|\boldsymbol{A} \boldsymbol{P} \boldsymbol{e}\|_{2}}{\|\boldsymbol{e}\|_{2}}=\rho^{\mathcal{E}}(\boldsymbol{A P}) . \tag{10.24}
\end{align*}
$$

Now following similar argument in Lemma 10.6, we have

$$
\left\{\begin{array}{l}
\rho^{\mathcal{E}}(\boldsymbol{A} \boldsymbol{P})=\rho(\boldsymbol{A P})  \tag{10.25}\\
\rho^{\mathcal{E}}(\boldsymbol{P} \boldsymbol{A P})=\rho(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})
\end{array}\right.
$$

Given (10.24) and (10.25), it remains to show that $\rho(\boldsymbol{A P})=\rho(\boldsymbol{P} \boldsymbol{A P})$. Indeed, using Gelfand's formula [77], we have

$$
\begin{gathered}
\rho(\boldsymbol{A P})=\lim _{k \rightarrow \infty}\left\|(\boldsymbol{A} \boldsymbol{P})^{k}\right\|_{2}^{1 / k} \\
\text { and } \rho(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})=\lim _{k \rightarrow \infty}\left\|(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})^{k}\right\|_{2}^{1 / k} .
\end{gathered}
$$

By the property of operator norms,

$$
\left\|(\boldsymbol{A} \boldsymbol{P})^{k}\right\|_{2}=\left\|\boldsymbol{A}(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})^{k-1}\right\|_{2} \leq\|\boldsymbol{A}\|_{2}\left\|(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})^{k-1}\right\|_{2} .
$$

Thus,

$$
\left\|(\boldsymbol{A} \boldsymbol{P})^{k}\right\|_{2}^{1 / k} \leq\|\boldsymbol{A}\|_{2}^{1 / k}\left(\left\|(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})^{k-1}\right\|_{2}^{1 /(k-1)}\right)^{(k-1) / k}
$$

Taking the limit of both sides of the last inequality as $k \rightarrow \infty$ yields $\rho(\boldsymbol{A P}) \leq$ $\rho(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})$. Similarly, since

$$
\left\|(\boldsymbol{P} \boldsymbol{A} \boldsymbol{P})^{k}\right\|_{2}=\left\|\boldsymbol{P}(\boldsymbol{A} \boldsymbol{P})^{k}\right\|_{2} \leq\left\|(\boldsymbol{A} \boldsymbol{P})^{k}\right\|_{2},
$$

we also obtain $\rho(\boldsymbol{P} \boldsymbol{A P}) \leq \rho(\boldsymbol{A P})$. This concludes our proof of the lemma.

### 10.5.5 Proof of Lemma 10.6

Without loss of generality, assume $\lambda_{1}$ is the eigenvalue with largest magnitude, i.e., $\left|\lambda_{1}\right|=\rho(\boldsymbol{H})$. By the definition of $\boldsymbol{G}$, we have $\|\boldsymbol{G}\|_{F}=\delta$. Since $\boldsymbol{H} \operatorname{vec}(\boldsymbol{G})=$ $\lambda_{1} \operatorname{vec}(\boldsymbol{G})$ and $\boldsymbol{H}=\boldsymbol{Q}_{\boldsymbol{H}} \boldsymbol{\Lambda}_{\boldsymbol{H}} \boldsymbol{Q}_{\boldsymbol{H}}^{-1}$, it follows that

$$
\begin{equation*}
\boldsymbol{Q}_{\boldsymbol{H}} \boldsymbol{\Lambda}_{\boldsymbol{H}} \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{G})=\lambda_{1} \operatorname{vec}(\boldsymbol{G}) \tag{10.26}
\end{equation*}
$$

Multiplying both sides of (10.26) by $\boldsymbol{Q}_{\boldsymbol{H}}^{-1}$, we obtain

$$
\boldsymbol{\Lambda}_{\boldsymbol{H}} \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{G})=\lambda_{1} \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{G}) .
$$

Taking the $L 2$-norm and and reorganizing the equation yields

$$
\begin{equation*}
\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{G})\right\|_{2}}{\left\|\boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{G})\right\|_{2}}=\left|\lambda_{1}\right|=\rho(\boldsymbol{H}) \tag{10.27}
\end{equation*}
$$

Therefore, $\boldsymbol{G}$ leads to a solution of the supremum in (10.12). We now prove that $\boldsymbol{G}$ is symmetric and $\left(\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \operatorname{vec}(\boldsymbol{G})=\mathbf{0}$. First, since $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}$ and $\boldsymbol{P}=\boldsymbol{P}_{1} \boldsymbol{P}_{2}$
are orthogonal projections, we have

$$
\begin{aligned}
\boldsymbol{P}_{2} \boldsymbol{H} & =\boldsymbol{P}_{2} \boldsymbol{P} \boldsymbol{A P} \\
& =\boldsymbol{P}_{2} \boldsymbol{P}_{2} \boldsymbol{P}_{1} \boldsymbol{A P} \\
& =\boldsymbol{P}_{2} \boldsymbol{P}_{1} \boldsymbol{A P} \\
& =\boldsymbol{P}_{1} \boldsymbol{P}_{2} \boldsymbol{A P} \\
& =\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}=\boldsymbol{H}
\end{aligned}
$$

Thus,

$$
\begin{align*}
\lambda_{1} \operatorname{vec}(\boldsymbol{G}) & =\boldsymbol{H} \operatorname{vec}(\boldsymbol{G}) \\
& =\boldsymbol{P}_{2} \boldsymbol{H} \operatorname{vec}(\boldsymbol{G}) \\
& =\lambda_{1} \boldsymbol{P}_{2} \operatorname{vec}(\boldsymbol{G}) . \tag{10.28}
\end{align*}
$$

Substituting $\boldsymbol{P}_{2}=\frac{1}{2}\left(\boldsymbol{I}_{n^{2}}+\boldsymbol{T}_{n^{2}}\right)$ into (10.28) yields

$$
\operatorname{vec}\left(\boldsymbol{G}^{\boldsymbol{\top}}\right)=\boldsymbol{T}_{n^{2}} \operatorname{vec}(\boldsymbol{G}) \quad \text { or } \quad \boldsymbol{G}=\boldsymbol{G}^{\top} .
$$

Second, since $\boldsymbol{P}_{1} \boldsymbol{H}=\boldsymbol{H}$, we obtain

$$
\begin{align*}
\lambda_{1} \operatorname{vec}(\boldsymbol{G}) & =\boldsymbol{H} \operatorname{vec}(\boldsymbol{G}) \\
& =\boldsymbol{P}_{1} \boldsymbol{H} \operatorname{vec}(\boldsymbol{G}) \\
& =\lambda_{1} \boldsymbol{P}_{1} \operatorname{vec}(\boldsymbol{G}) . \tag{10.29}
\end{align*}
$$

Substituting $\boldsymbol{P}_{1}=\boldsymbol{I}_{n^{2}}-\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}$ into (10.29) yields

$$
\left(\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \otimes \boldsymbol{P}_{\boldsymbol{U}_{\perp}}\right) \operatorname{vec}(\boldsymbol{G})=\mathbf{0} \quad \text { or } \quad \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{G} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}=\mathbf{0}
$$

Since $\|\boldsymbol{E}-\boldsymbol{G}\|_{F} \leq\|\boldsymbol{E}-\boldsymbol{F}\|_{F}+\|\boldsymbol{F}-\boldsymbol{G}\|_{F}$ (by the triangle inequality), Lemmas 10.7 and 6.4 imply the existence of $\boldsymbol{E} \in \mathcal{E}$ such that $\|\boldsymbol{E}-\boldsymbol{G}\|_{F}=\mathcal{O}\left(\delta^{2}\right)$. Denote $\tilde{\boldsymbol{e}}=\boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{E}) \in \tilde{\mathcal{E}}_{\boldsymbol{H}}$, we have

$$
\begin{aligned}
\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}} & =\lambda_{1} \tilde{\boldsymbol{e}}-\left(\lambda_{1} \boldsymbol{I}_{n^{2}}-\boldsymbol{\Lambda}_{\boldsymbol{H}}\right) \tilde{\boldsymbol{e}} \\
& =\lambda_{1} \tilde{\boldsymbol{e}}-\left(\lambda_{1} \boldsymbol{I}_{n^{2}}-\boldsymbol{\Lambda}_{\boldsymbol{H}}\right) \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{E}) \\
& =\lambda_{1} \tilde{\boldsymbol{e}}-\left(\lambda_{1} \boldsymbol{I}_{n^{2}}-\boldsymbol{\Lambda}_{\boldsymbol{H}}\right) \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{E}-\boldsymbol{G})
\end{aligned}
$$

where the last equality stems from the fact that $\lambda_{1} \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{G})=\boldsymbol{\Lambda}_{\boldsymbol{H}} \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{G})$. Next, using the triangle inequality, we obtain

$$
\begin{aligned}
\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}}\right\|_{2} & \geq\left\|\lambda_{1} \tilde{\boldsymbol{e}}\right\|_{2}-\left\|\left(\lambda_{1} \boldsymbol{I}_{n^{2}}-\boldsymbol{\Lambda}_{\boldsymbol{H}}\right) \boldsymbol{Q}_{\boldsymbol{H}}^{-1} \operatorname{vec}(\boldsymbol{E}-\boldsymbol{G})\right\|_{2} \\
& \geq \rho(\boldsymbol{H})\|\tilde{\boldsymbol{e}}\|_{2}-\left\|\lambda_{1} \boldsymbol{I}_{n^{2}}-\boldsymbol{\Lambda}_{\boldsymbol{H}}\right\|_{2}\left\|\boldsymbol{Q}_{\boldsymbol{H}}^{-1}\right\|_{2}\|\operatorname{vec}(\boldsymbol{E}-\boldsymbol{G})\|_{2} .
\end{aligned}
$$

Dividing both sides by $\|\tilde{e}\|_{2}$ yields

$$
\begin{equation*}
\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}}\right\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}} \geq \rho(\boldsymbol{H})-\frac{\left\|\lambda_{1} \boldsymbol{I}_{n^{2}}-\boldsymbol{\Lambda}_{\boldsymbol{H}}\right\|_{2}\left\|\boldsymbol{Q}_{\boldsymbol{H}}^{-1}\right\|_{2}\|\operatorname{vec}(\boldsymbol{E}-\boldsymbol{G})\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}} \tag{10.30}
\end{equation*}
$$

Since $\|\boldsymbol{E}-\boldsymbol{G}\|_{F}=\mathcal{O}\left(\delta^{2}\right),(10.30)$ can be rewritten as

$$
\begin{equation*}
\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}}\right\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}} \geq \rho(\boldsymbol{H})-\mathcal{O}\left(\delta^{2}\right) \tag{10.31}
\end{equation*}
$$

On the other hand, for any $\tilde{\boldsymbol{e}} \in \tilde{\mathcal{E}}_{\boldsymbol{H}}$, we also have

$$
\begin{equation*}
\frac{\left\|\boldsymbol{\Lambda}_{\boldsymbol{H}} \tilde{\boldsymbol{e}}\right\|_{2}}{\|\tilde{\boldsymbol{e}}\|_{2}} \leq \rho^{\mathcal{E}}(\boldsymbol{H}, \delta) \leq \rho(\boldsymbol{H}) \tag{10.32}
\end{equation*}
$$

Combining (10.31) and (10.32) yields $\rho(\boldsymbol{H})-\rho^{\mathcal{E}}(\boldsymbol{H}, \delta)=\mathcal{O}(\delta)$.

### 10.5.6 Proof of Lemma 10.7

Denote $\boldsymbol{P}_{\boldsymbol{U}}=\boldsymbol{U} \boldsymbol{U}^{\top}$, for any $\boldsymbol{v} \in \mathbb{R}^{n}$, we can decompose $\boldsymbol{v}$ into two orthogonal component:

$$
\boldsymbol{v}=\boldsymbol{v}_{\boldsymbol{U}}+\boldsymbol{v}_{\perp}
$$

where $\boldsymbol{v}_{\boldsymbol{U}}=\boldsymbol{P}_{\boldsymbol{U}} \boldsymbol{v}$ and $\boldsymbol{v}_{\perp}=\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{v}$. Without loss of generality, assume that $\|\boldsymbol{v}\|_{2}=\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2}^{2}+\left\|\boldsymbol{v}_{\perp}\right\|_{2}^{2}=1$. Thus, we have

$$
\begin{align*}
\boldsymbol{v}^{\top}(\boldsymbol{M}+\boldsymbol{G}) \boldsymbol{v} & =\left(\boldsymbol{v}_{\boldsymbol{U}}+\boldsymbol{v}_{\perp}\right)^{\top}(\boldsymbol{M}+\boldsymbol{G})\left(\boldsymbol{v}_{\boldsymbol{U}}+\boldsymbol{v}_{\perp}\right) \\
& =\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{M} \boldsymbol{v}_{\boldsymbol{U}}+\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{G} \boldsymbol{v}_{\boldsymbol{U}}+\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{G} \boldsymbol{v}_{\perp}+\boldsymbol{v}_{\perp}^{\top} \boldsymbol{G} \boldsymbol{v}_{\boldsymbol{U}}+\boldsymbol{v}_{\perp}^{\top} \boldsymbol{G} \boldsymbol{v}_{\perp}, \tag{10.33}
\end{align*}
$$

where the last equation stems from the fact that $\boldsymbol{M}=\mathcal{P}_{\boldsymbol{U}} \boldsymbol{M} \boldsymbol{P}_{\boldsymbol{U}}$ and $\boldsymbol{P}_{\boldsymbol{U}} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}=\mathbf{0}$. Since $\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{G} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}=\mathbf{0}$, we have

$$
\boldsymbol{v}_{\perp}^{\top} \boldsymbol{G} \boldsymbol{v}_{\perp}=\boldsymbol{v}^{\top} \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{G} \boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{v}=0 .
$$

Thus, (10.33) is equivalent to

$$
\begin{equation*}
\boldsymbol{v}^{\top}(\boldsymbol{M}+\boldsymbol{G}) \boldsymbol{v}=\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{M} \boldsymbol{v}_{\boldsymbol{U}}+\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{G} \boldsymbol{v}_{\boldsymbol{U}}+2 \boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{G} \boldsymbol{v}_{\perp} . \tag{10.34}
\end{equation*}
$$

Now let us lower-bound each term on the RHS of (10.34) as follows. First, by the Rayleigh quotient, we have

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{M} \boldsymbol{v}_{\boldsymbol{U}} \geq \lambda_{r}\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2}^{2}, \tag{10.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{G} \boldsymbol{v}_{\boldsymbol{U}} \geq \lambda_{\min }(\boldsymbol{G})\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2}^{2} \geq-\|\boldsymbol{G}\|_{F}\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2}^{2} \tag{10.36}
\end{equation*}
$$

Next, by Cauchy-Schwarz inequality,

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{U}}^{\top} \boldsymbol{G} \boldsymbol{v}_{\perp} \geq-\|\boldsymbol{G}\|_{2}\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2}\left\|\boldsymbol{v}_{\perp}\right\|_{2} \geq-\|\boldsymbol{G}\|_{F}\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2} . \tag{10.37}
\end{equation*}
$$

From (10.35), (10.36), and (10.37), we obtain

$$
\begin{equation*}
\boldsymbol{v}^{\top}(\boldsymbol{M}+\boldsymbol{G}) \boldsymbol{v} \geq\left(\lambda_{r}-\|\boldsymbol{G}\|_{F}\right)\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2}^{2}-2\|\boldsymbol{G}\|_{F}\left\|\boldsymbol{v}_{\boldsymbol{U}}\right\|_{2} \tag{10.38}
\end{equation*}
$$

Note that $\|\boldsymbol{G}\|_{F}=\delta$ and the quadratic $g(t)=\left(\lambda_{r}-\delta\right) t^{2}-2 \delta t$ is minimized at

$$
t_{*}=\frac{\delta}{\lambda_{r}-\delta}, \quad g\left(t_{*}\right)=-\frac{\delta^{2}}{\lambda_{r}-\delta} .
$$

Combining this with (10.38) yields

$$
\boldsymbol{v}^{\top}(\boldsymbol{M}+\boldsymbol{G}) \boldsymbol{v} \geq-\frac{2}{\lambda_{r}} \delta^{2}
$$

for sufficiently small $\delta$. Let $\boldsymbol{F}=\boldsymbol{G}+\frac{2}{\lambda_{r}} \delta^{2} \boldsymbol{I}_{n}$. Now we can easily verify that $\|\boldsymbol{F}-\boldsymbol{G}\|_{F}=\mathcal{O}\left(\delta^{2}\right)$ and $\boldsymbol{F} \in \mathcal{F}$.

### 10.5.7 Proof of Lemma 6.4

We shall show that the matrix $\boldsymbol{E}=\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{F})-\boldsymbol{M}$ belongs to $\mathcal{E}$ and satisfies

$$
\begin{equation*}
\|\boldsymbol{E}-\boldsymbol{F}\|_{F}=\mathcal{O}\left(\delta^{2}\right) \tag{10.39}
\end{equation*}
$$

First, since $\boldsymbol{F} \in \mathcal{F}_{\delta}, \boldsymbol{M}+\boldsymbol{F}$ must be PSD. Thus, $\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{F})$ is a PSD matrix of rank no greater than $r$ and it admits a rank- $r$ factorization $\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{F})=\boldsymbol{Z} \boldsymbol{Z}^{\top}$,
for some $\boldsymbol{Z} \in \mathbb{R}^{n \times r}$. Therefore, by the definition of $\mathcal{E}$,

$$
\boldsymbol{E}=\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{F})-\boldsymbol{M}=\boldsymbol{Z} \boldsymbol{Z}^{\top}-\boldsymbol{M} \in \mathcal{E} .
$$

Next, using (10.17), we have

$$
\begin{aligned}
\boldsymbol{E}-\boldsymbol{F} & =\mathcal{P}_{r}(\boldsymbol{M}+\boldsymbol{F})-\boldsymbol{M}-\boldsymbol{F} \\
& =\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{F} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}+\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{F}\|_{F}^{2}\right) .
\end{aligned}
$$

Since $\boldsymbol{F} \in \mathcal{F}_{\delta}$ implies $\boldsymbol{P}_{\boldsymbol{U}_{\perp}} \boldsymbol{F} \boldsymbol{P}_{\boldsymbol{U}_{\perp}}=\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{F}\|_{F}^{2}\right)$, we conclude that $\boldsymbol{E}-\boldsymbol{F}=$ $\boldsymbol{\mathcal { O }}\left(\|\boldsymbol{F}\|_{F}^{2}\right)$.

## Chapter 11: Adaptive Step Size Momentum Method For Deconvolution ${ }^{1}$

In this chapter, we introduce an adaptive step size schedule that can significantly improve the convergence rate of momentum method for deconvolution applications. We provide analysis to show that the proposed method can asymptotically recover the optimal rate of convergence for first-order gradient methods applied to minimize smooth convex functions. In a convolution setting, we demonstrate that our adaptive scheme can be implemented efficiently without adding computational complexity to traditional gradient schemes.

### 11.1 Introduction

Deconvolution is the process of reversing the effects of convolution [227]. It is widely used in the areas of signal processing and image processing [10,19]. In image processing, this term also refers to recovering the original image by deblurring [8]. Recently there has been an increasing interest in machine learning approaches for deconvolution including nonnegative matrix factorization [155], sparse coding [122, 185], convolutional dictionary learning [39, 233].

[^43]Deconvolution is usually performed by representing the convolution in the form of a linear shift-invariant operator and utilize a minimum mean square error as an optimization criterion. From machine learning perspective, the objective function can also be extended to other loss functions like Hinge loss or logistic regression cost function. Deconvolution can be done on either the time domain using circulant matrices or the frequency domain by computing the Fourier Transform [99]. A major challenge of this inverse problem is the ill-posed nature of continuous data that results in ill-conditioned matrices in the optimization [157]. Several techniques have been proposed to accomplish this using regularization theory. One direct way is to compute the closed-form solution of the problem. However, this approach is often inefficient due to the computational complexity of the inverse operator, and more importantly, it only works for apparently simple objective functions [8]. A more common method is to use iterative algorithms, in which various optimization techniques can be exploited to find a close approximation of the solution. With the increasing number of large-scale problems, this approach have been shown to be very well suited to deconvolution. Besides, other deconvolution techniques include recursive filtering [157], wavelets [65], and neural networks [229].

The most widely used among iterative algorithms for deconvolution is gradient descent. Although this method suffers from the slow convergence rate of first-order methods, its low cost and simplicity turn out to be very useful in practice. On the other hand, second-order methods such as Newton-Raphson obtain a rapid convergence rate but require the computation of the Hessian and its inverse, which can be prohibitively expensive for large scale problems [24]. To compromise, momen-
tum method has been proposed to accelerate the convergence of gradient descent while remaining the computational complexity. This slight modification of gradient descent was shown to achieve a fast convergence rate on minimizing a smooth convex function [159]. Nevertheless, while multiple approaches are available for choosing optimal step sizes in gradient descent (e.g., backtracking line search), little is known for step size selection in momentum method when prior knowledge of the function curvature is limited.

To address this issue, we propose an adaptive schedule that uses the gradient information to compute the step size for momentum method at each iteration accordingly. In a convolution setting, the special structure of the objective function allows us to implement the algorithm efficiently without heavy computations of the Hessian. We provide analysis to show that our method asymptotically recovers the optimal convergence rate determined by the Hessian at the solution. Compared to gradient descent methods, the proposed method requires only twice as many as the number of operations per iteration, while dramatically accelerates the convergence in many cases when the objective function is ill-conditioned in general but locally well-conditioned at the solution. Lastly, we present a numerical evaluation that verifies the effectiveness of the proposed approach and suggest potential applications to other domains.

### 11.2 Preliminary

Consider the problem of minimizing a twice differentiable, smooth and strongly convex function $f(x): \mathbb{R}^{d} \rightarrow \mathbb{R}$. In particular, $l I \preceq \nabla^{2} f(x) \preceq L I, \forall x$. We shall denote by $x^{*}$ the unique solution of this optimization problem and $f^{*}=f\left(x^{*}\right)$. We further assume that $\lambda_{1}$ and $\lambda_{d}$ are the largest and smallest eigenvalues of the Hessian at $x^{*}$, respectively. Thus, we define the global condition number of $f$ as $r=\frac{L}{l}$, and the local condition number of $\nabla^{2} f^{*}$ as $\kappa=\frac{\lambda_{1}}{\lambda_{d}}$. For quadratics, these two number are the same. However, for non-quadratic functions, $\kappa$ is smaller than $r$. Exploiting the gap between $k$ and $r$ is often an efficient way to accelerate the convergence of iterative methods.

In gradient descent method, the solution is initialized to $x=x^{(0)}$ and the following step is used to update $x$ :

$$
\begin{equation*}
x^{(k+1)}=x^{(k)}-\alpha^{(k)} \nabla f\left(x^{(k)}\right) . \tag{11.1}
\end{equation*}
$$

Various algorithms have been proposed to choose the step size $\alpha^{(k)}$ in order to obtain an optimal convergence rate. One notable result from Nesterov regarding fixed step size gradient descent methods is given by Theorem 11.1.

Theorem 11.1. (Theorem 2.1.15 in [160]). The gradient descent method with fixed step size $\alpha^{(k)}=\frac{2}{L+l}$ has a global linear convergence rate of $R=\frac{r-1}{r+1}=\frac{L-l}{L+l}$,
i.e.,

$$
f\left(x^{(k+1)}\right)-f^{*} \leq \frac{L}{2}\left(\frac{L-l}{L+l}\right)^{2 k}\left\|x^{(0)}-x^{*}\right\|^{2}
$$

Alternatively, adaptive schedules like exact and inexact line search are generally preferred in practice. It has recently been shown to converge at the same rate $R$ for smooth convex functions on the worst-case scenario [54]. However, beyond the worst-case scenario, we should note that the asymptotic convergence rate is generally better for non-quadratic functions, where the objective function is locally well-conditioned, and the asymptotic convergence rate is defined by the local condition number of the Hessian at the solution: $K=\frac{\kappa-1}{\kappa+1}$, which is smaller than R.

Momentum method adds a second term from the previous iterate to the update equation of gradient descent

$$
\begin{equation*}
x^{(k+1)}=x^{(k)}-\alpha^{(k)} \nabla f\left(x^{(k)}\right)+\beta^{(k)}\left(x^{(k)}-x^{(k-1)}\right) . \tag{11.2}
\end{equation*}
$$

In [166], Polyak showed that this method achieves a faster convergence rate of $\frac{\sqrt{r}-1}{\sqrt{r}+1}$ on a quadratic by setting

$$
\begin{equation*}
\alpha^{(k)}=\left(\frac{2}{\sqrt{L}+\sqrt{l}}\right)^{2}, \beta^{(k)}=\left(\frac{\sqrt{L}-\sqrt{l}}{\sqrt{L}+\sqrt{l}}\right)^{2} . \tag{11.3}
\end{equation*}
$$

It is noteworthy that analyses of convergence in this case usually involve performing a change of basis on the domain size $y^{(k)}=U^{\top}\left(x^{(k)}-x^{*}\right)$, where $U$ comes from the
eigenvalue decomposition $\nabla^{2} f^{*}=U \Lambda U^{\top}$. The convergence rate is then defined by the slowest decreasing component in $y^{(k)}$, denoted by $y_{j}^{(k)}$. Similar to gradient descent, fixing the momentum step size does not recover the optimal convergence rate for non-quadratic smooth convex objective function. An in-depth analysis on different momentum regimes which is based on the behavior of second-order dynamic systems is discussed in [164]. The authors also suggested a restart strategy in order to achieve an even faster convergence rate that depends on the condition number of Hessian at solution, $\tau=\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}$. However, the proposed algorithms are based on Nesterov's Accelerated Gradient method, a variant of momentum method, and hence its motivation is rather the restarting mechanism than choosing the optimal step sizes.

### 11.3 Problem Formulation

In deconvolution, we are given a training set of $\left\{\boldsymbol{x}_{m}, \boldsymbol{y}_{m}\right\}_{m=1}^{M}$ and the objective is to learn a convolution kernel $\boldsymbol{w}$ to minimize a cost function $f(\boldsymbol{w})=\sum_{m=1}^{M} \mathcal{C}\left(\boldsymbol{x}_{m} *\right.$ $\left.\boldsymbol{w}, \boldsymbol{y}_{m}\right)+\Omega(\boldsymbol{w})$, where $\Omega$ is a regularization term. Assume all training examples are of the same dimension $n$ and are zero-padded at both ends, we can denote $\boldsymbol{x}_{m}=\left[x_{m}(1), \ldots, x_{m}(n)\right]^{\top}, \boldsymbol{y}_{m}=\left[\boldsymbol{y}_{m}(1), \ldots, \boldsymbol{y}_{m}(n)\right]^{\top}$, and $\boldsymbol{w}=[w(1), \ldots, w(h)]^{\top}$, where $h$ is the window size. Let $\boldsymbol{x}_{m t}=\left[x_{m}(t), x_{m}(t-1), \ldots, x_{m}(t-h+1)\right]^{\top}$ be the $t$ th sliding window segment in the $m$ th signal. If $\mathcal{C}$ can be broken down to each
sliding window, the objective function is rewritten as

$$
\begin{equation*}
f(\boldsymbol{w})=\sum_{m=1}^{M} \sum_{t=1}^{n} c\left(\boldsymbol{w}^{\top} \boldsymbol{x}_{m t}, \boldsymbol{y}_{m}(t)\right)+\Omega(\boldsymbol{w}) . \tag{11.4}
\end{equation*}
$$

We make a further assumption that the cost function $c(\boldsymbol{a}, \boldsymbol{b})$ is smooth convex and the regularizer $\Omega(\boldsymbol{w})$ is smooth and strongly convex, and both are twice differentiable with respect to $\boldsymbol{a}$ and $\boldsymbol{w}$, i.e., $0 \preceq \frac{\partial^{2} c}{\partial a \partial \boldsymbol{a}^{\top}} \preceq \mu I$ and $\lambda I \preceq \frac{d^{2} \Omega}{d \boldsymbol{w} d \boldsymbol{w}^{\top}} \preceq$ $\gamma I$, for $\mu, \lambda, \gamma>0$. Note that $c(\boldsymbol{a}, \boldsymbol{b})$ can be a distance metric (e.g., $\|\boldsymbol{a}-\boldsymbol{b}\|^{2}$ ), a divergence metric (e.g., $\sum_{i}\left(b_{i} \log \frac{b_{i}}{a_{i}}+a_{i}-b_{i}\right)$ where $\left.a_{i}, b_{i}>0\right)$ or a more general loss (e.g., $\log \left(\sum_{i} e^{a_{i}}\right)-\sum_{i} a_{i} b_{i}$ where $b_{i} \in\{0,1\}$ ). Consider a logistic loss with L2-regularization for example, $c(a, b)=\log \left(1+e^{a}\right)-a b$, where $b \in\{0,1\}$, and $\Omega(\boldsymbol{w})=\|\boldsymbol{w}\|^{2}$, the aforementioned assumption is supported by $0 \leq \frac{\partial^{2} c}{\partial a^{2}}=\frac{\partial c}{\partial a}\left(1-\frac{\partial c}{\partial a}\right) \leq \frac{1}{4}$ and $\frac{d^{2} \Omega}{d \boldsymbol{w} d \boldsymbol{w}^{\top}}=\lambda I$. For simplicity, we provide analysis for the case where the cost function parameters $\boldsymbol{a}, \boldsymbol{b}$ are scalars. From (11.4), we obtain

$$
\begin{equation*}
\nabla^{2} f(\boldsymbol{w})=\sum_{m=1}^{M} \sum_{t=1}^{n} \frac{\partial^{2} c}{\partial\left(\boldsymbol{w}^{\top} \boldsymbol{x}_{m t}\right)^{2}} \boldsymbol{x}_{m t} \boldsymbol{x}_{m t}^{\top}+\frac{d^{2} \Omega}{d \boldsymbol{w} d \boldsymbol{w}^{\top}} . \tag{11.5}
\end{equation*}
$$

In this setting, the special structure of the Hessian recalls the autocorrelation $R_{\hat{x}_{m}}=X_{m}^{\top} X_{m}$, where the circulant matrix $X_{m}=\left[\boldsymbol{x}_{m 1}^{\top}, \ldots, \boldsymbol{x}_{m(n+h-1)}^{\top}\right]$ is obtained from padding zero to $\boldsymbol{x}_{m}$ and $\hat{\boldsymbol{x}}_{m}$ is the time-reversed version of $\boldsymbol{x}_{m}$. If all signals
are normalized to zero mean and unit variance, the Hessian can be bounded by

$$
\begin{equation*}
\lambda I \preceq \nabla^{2} f(\boldsymbol{w}) \preceq \mu \sum_{m=1}^{M} R_{\hat{x}_{m}}+\gamma I \quad \forall \boldsymbol{w} . \tag{11.6}
\end{equation*}
$$

Since the power spectrum of $\hat{x}_{m}$ can be expressed as the Fourier Transform of its autocorrelation function, the maximum eigenvalue of $R_{\widehat{x}_{m}}$ is also the maximum power spectrum $S_{\hat{x}_{m}}(0)$. Thus, (11.6) provides us with a decent estimate of the function parameters: $l=\lambda$ and $L=\mu \sum_{m=1}^{M} S_{\hat{x}_{m}}(0)+\lambda$. In this estimation, the lower bound depends on the choice of the regularization factor, while the upper bound depends on the data itself.

### 11.4 Adaptive Step Size Scheme

Motivated by line search approach in gradient descent, this section presents an adaptive schedule to choose the optimal value of step size for each momentum iteration. First, we notice that the optimal convergence rate for momentum, and in general for first-order methods, depends on the condition number of the Hessian at the solution. Indeed, asymptotic analyses of convergence often assume the function can be locally approximated by a quadratic in the region near the optimum, and consider the rate of convergence inside this region. In case of gradient descent, recovering the optimal rate is practically done by backtracking line search. Another inexact line search method stems from second-order Taylor expansion of the objective function $f(\boldsymbol{w}-\alpha \nabla f(\boldsymbol{w})) \approx f(\boldsymbol{w})-\alpha \nabla f(\boldsymbol{w})^{\top} \nabla f(\boldsymbol{w})+\frac{1}{2} \alpha^{2} \nabla f(\boldsymbol{w})^{\top} \nabla^{2} f(\boldsymbol{w}) \nabla f(\boldsymbol{w})$.

The superscripts are omitted for brevity. The step size at each iteration is then determined by minimizing this quadratic function with respect to $\alpha$, yielding

$$
\begin{equation*}
\alpha=\frac{\nabla f(\boldsymbol{w})^{\top} \nabla f(\boldsymbol{w})}{\nabla f(\boldsymbol{w})^{\top} \nabla^{2} f(\boldsymbol{w}) \nabla f(\boldsymbol{w})} . \tag{11.7}
\end{equation*}
$$

Since quadratic functions have the same Hessian everywhere, it follows from Section 11.2 that the resulting iterates obtain the optimal asymptotic convergence rate $K$ inside the quadratic region near the solution.

Naturally, we bring this intuition to the updates in momentum method. Let $\Delta \boldsymbol{w}^{(k)}=\boldsymbol{w}^{(k)}-\boldsymbol{w}^{(k-1)}, D_{k}=\left[\nabla f\left(\boldsymbol{w}^{(k)}\right),-\Delta \boldsymbol{w}^{(k)}\right]$, and $\boldsymbol{\eta}^{(k)}=\left[\alpha^{(k)}, \beta^{(k)}\right]^{\top}$. From (11.2), we can approximate

$$
f\left(\boldsymbol{w}^{(k)}-D_{k} \boldsymbol{\eta}^{(k)}\right) \approx f\left(\boldsymbol{w}^{k}\right)-\nabla f\left(\boldsymbol{w}^{(k)}\right)^{\top} D_{k} \boldsymbol{\eta}^{(k)}+\frac{1}{2} \boldsymbol{\eta}^{(k)} D_{k}^{\top} \nabla^{2} f\left(\boldsymbol{w}^{(k)}\right) D_{k} \boldsymbol{\eta}^{(k)}
$$

Minimizing this quadratic function with respect to $\boldsymbol{\eta}^{(k)}$ yields

$$
\begin{equation*}
\boldsymbol{\eta}^{(k)}=\left(D_{k}^{\top} \nabla^{2} f\left(\boldsymbol{w}^{(k)}\right) D_{k}\right)^{-1} D_{k}^{\top} \nabla f\left(\boldsymbol{w}^{(k)}\right) \tag{11.8}
\end{equation*}
$$

We can further simplify (11.8) as follows

$$
\left[\begin{array}{c}
\alpha \\
\beta
\end{array}\right]=\left[\begin{array}{cc}
\nabla f^{\top} \nabla^{2} f \nabla f & -\Delta \boldsymbol{w}^{\top} \nabla^{2} f \nabla f \\
-\Delta \boldsymbol{w}^{\top} \nabla^{2} f \nabla f & \Delta \boldsymbol{w}^{\top} \nabla^{2} f \Delta \boldsymbol{w}
\end{array}\right]^{-1}\left[\begin{array}{c}
\nabla f^{\top} \nabla f \\
-\Delta \boldsymbol{w}^{\top} \nabla f
\end{array}\right]
$$

Note that the inversion in this equation only involves a $2 \times 2$ matrix, and should not

```
Algorithm 11.1 Adaptive step size scheme for momentum.
    Given initial guess \(\boldsymbol{w}^{(0)}\) and \(\boldsymbol{w}^{(1)}\).
    repeat for \(k=1,2, \ldots\)
        \(\Delta \boldsymbol{w}=\boldsymbol{w}^{(k)}-\boldsymbol{w}^{(k-1)} \quad \triangleright O(h)\)
        \(\nabla f=\sum_{m, t} \frac{\partial c}{\partial\left(\boldsymbol{w}^{\top} \boldsymbol{x}_{m t}\right)} \boldsymbol{x}_{m t}+\lambda \boldsymbol{w} \quad \triangleright O(\) Mnh \()\)
        for \(m=1, \ldots, M, t=1, \ldots, n\) do \(\quad \triangleright O(M n h)\)
            \(p_{m t}=\boldsymbol{x}_{m t}^{\top} \nabla f, q_{m t}=\boldsymbol{x}_{m t}^{\top} \Delta \boldsymbol{w}\)
            \(c_{m t}=\partial^{2} c / \partial\left(\boldsymbol{w}^{\top} \boldsymbol{x}_{m t}\right)^{2}\)
        \(u=\nabla f^{\top} \nabla f, v=\Delta \boldsymbol{w}^{\top} \nabla f, t=\Delta \boldsymbol{w}^{\top} \Delta \boldsymbol{w} \quad \triangleright O(h)\)
        \(a=\sum_{m=1}^{M} \sum_{t=1}^{n} c_{m t} p_{m t}^{2}+\lambda u \quad \triangleright O(M n)\)
        \(b=\sum_{m=1}^{M} \sum_{t=1}^{n} c_{m t} p_{m t} q_{m t}+\lambda v \quad \triangleright O(M n)\)
        \(d=\sum_{m=1}^{M} \sum_{t=1}^{n} c_{m t} q_{m t}^{2}+\lambda t \quad \triangleright O(M n)\)
        \(\alpha^{(k)}=\frac{d u-b v}{a d-b^{2}}, \beta^{(k)}=\frac{b u-a v}{a d-b^{2}} \quad \triangleright O(1)\)
        Update \(\boldsymbol{w}^{(k+1)}\) using (11.2). \(\triangleright O(h)\)
    until convergence
```

be confused with the inversion in Newton-Raphson method. More interestingly, computing this matrix only requires the same complexity as computing the gradient thanks to the decomposition of $\nabla^{2} f$ into multiple terms of the form $\boldsymbol{x} \boldsymbol{x}^{\top}$. We propose the adaptive step size momentum method in Algorithm 11.1, with L2regularization for simplicity.

The resulting iterates obtain a provably asymptotic convergence rate $\tau=\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}-1}$. The detailed proof is not given here due to space limitation. The intuition is each iteration Algorithm 11.1 decreases the objective function more than that of fixed step size momentum chosen by (11.3). Therefore, inside the optimal region, it converges at least as fast as fixed step size chosen by the local parameters. Although the behavior outside the optimal region is unclear, this adaptive scheme is often helpful in practice.

Table 11.1: Computational complexity of fixed step size gradient (GD), adaptive step size gradient (AGD), fixed step size momentum (MO), adaptive step size momentum (AMO), and Newton's method. $\epsilon$ is the relative accuracy.

| Method | \# Ops. / Iter. | Cvg. rate | \# Iters. needed |
| :---: | :---: | :---: | :---: |
| GD | $O(M n h)$ | $\frac{r-1}{r+1}$ | $\frac{r+1}{2} \log (1 / \epsilon)$ |
| AGD | $O(M n h)$ | $\frac{\kappa-1}{\kappa+1}$ | $\frac{\kappa+1}{2} \log (1 / \epsilon)$ |
| MO | $O(M n h)$ | $\frac{\sqrt{r}-1}{\sqrt{r}+1}$ | $\frac{\sqrt{r}+1}{2} \log (1 / \epsilon)$ |
| AMO | $O(M n h)$ | $\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}$ | $\frac{\sqrt{\kappa}+1}{2} \log (1 / \epsilon)$ |
| Newton | $O\left(M n h^{3}\right)$ | quadratic | $O(1)$ |

To simplify the complexity analysis, we assume the calculation of derivatives of $c$ and $\Omega$ is $O(1)$. Table 11.1 shows the computational complexity per iteration of the proposed approach is the same as other methods, but it requires the least number of iterations to reach a certain accuracy to the solution. The computation can even be more efficient if the window size is large enough $(h \approx n)$, by using the Fast Fourier Transform to obtain $O(M n \log n)$ complexity per iteration.

### 11.5 Numerical Example

In this experiment, we consider a convolutive logistic regression model for recognizing a sequence of handwritten digits. Our goal is to illustrate the convergence of the proposed algorithm and compare it with the theoretical analysis in the previous section.

Setting. From MNIST database, we generate a dataset of $M=10$ composite images as follows. Each image of size $28 \times 150$ is created by sequentially adding four


Figure 11.1: Top - an image generated by randomly inserting a sequence of $0,1,0,1$. Bottom - the corresponding label series.
$28 \times 28$ digit images to a zero background such that the bottom left corner of the $i$ th digit is chosen uniformly between positions $28(i-1)+1$ and $28 i$ along the width of the composite image (see Fig. 11.1). We create the feature vector $\boldsymbol{x}_{m t}$ of $h=784$ elements by vectorizing the $28 \times 28$ window centered at $t$ th position along the width of the $m$ th image $(n=150)$. For the purpose of illustration, we only consider images with two digits 0 and 1 . Thus, we aim to learn a classifier $\boldsymbol{w}$ for $C=3$ classes 0,1 and -1 (for non-digit positions). The parameter $\boldsymbol{w}$ thereupon has 2352 elements ( $=3 \times 28 \times 28$ ), making the Hessian exceedingly large and infeasible to apply Newton's method. Finally, the label $\boldsymbol{y}_{m}(t)$ is determined by checking whether the window centered at $t$ th position matches exactly with the digit positions. We represent the label as a vector of class membership $\boldsymbol{y}_{m}(t)=\left[y_{m t 1}, \ldots, y_{m t C}\right]^{\top}$.

Recall the multinomial logit-model is given by

$$
p_{m t c}=P\left(y_{m t c} \mid \boldsymbol{x}_{m t}, \boldsymbol{w}\right)=e^{y_{m t c} \boldsymbol{w}_{c}^{\top} \boldsymbol{x}_{m t}} /\left(\sum_{j=1}^{C} e^{\boldsymbol{w}_{j}^{\top} \boldsymbol{x}_{m t}}\right)
$$

and the cost $c(\boldsymbol{a}, \boldsymbol{b})=\log \left(\sum_{c=1}^{C} e^{a_{c}}\right)-\sum_{c=1}^{C} a_{c} b_{c}$. The Hessian can be extended from (11.5) as

$$
\nabla^{2} f=\frac{1}{M n} \sum_{m, n}\left(\Lambda_{\boldsymbol{p}_{m t}}-\boldsymbol{p}_{m t} \boldsymbol{p}_{m t}^{\top}\right) \otimes \boldsymbol{x}_{m t} \boldsymbol{x}_{m t}^{\top},
$$

where $\boldsymbol{p}_{m t}=\left[p_{m t 1}, \ldots, p_{m t C}\right]^{\top}$ (see [22]). Since we have $\Lambda_{\boldsymbol{p}_{m t}}-\boldsymbol{p}_{m t} \boldsymbol{p}_{m t}^{\top} \preceq \frac{1}{2}\left(I_{C}-\right.$ $\frac{11^{\top}}{C+1}$ ), a rough estimate of the Lipschitz constant is $L=\frac{1}{2 M n} \sum_{m} S_{\hat{x}_{m}}(0)$. The strong convexity constant $l$ is controlled by the L2-regularization factor $\lambda=10^{-2}$. Thereupon, we implement four other methods in comparison with our proposed


Figure 11.2: The log-scale decrease in the distance to the solution on domain value side through iterations.
method, namely fixed step size gradient descent, adaptive step size gradient descent, fixed step size momentum, and gradient descent with backtracking line search. For fixed step size schemes, we use the optimal step sizes described in Theorem 11.1 and Equation (11.3). For backtracking line search, we set the parameters $\alpha=0.2, \beta=0.5$. Our adaptive step size schedules require no tuning parameters.

Results and analysis. Figure 11.2 compares the empirical convergence of the five methods in terms of the distance to the solution. The dash lines are added to the plot in order to depict the theoretical convergence rate corresponding
to the global and local condition numbers given in Table 11.1. Not surprisingly all the methods match their theoretical convergence rates. The convergence of adaptive step size momentum deems to be slightly faster than the optimal rate at the solution (group 4), and clearly outperforms the other four methods. Adaptive schemes applied to gradient descent also results in a competitive convergence to backtracking line search, i.e., purple line versus yellow line (group 2). Fixed step size gradient descent and momentum method converge almost at the rate predicted by the analysis (group 1 and 3). Obviously, those approaches are slower than their adaptive versions because they only depend on the global parameters of the objective function and cannot recover the optimal rate at the solution. For quadratic objectives, this distinction is occluded by the fact that the Hessian is constant everywhere.

### 11.6 Conclusion

To conclude, we proposed an adaptive schedule for choosing step size in momentum method, under deconvolution settings. It can be readily implemented without adding computational complexity to fixed step size schemes. We showed that our method outperforms other aforementioned iterative methods in terms of convergence rate. It is promising that the proposed approach can be applied to a wide range of problems in the domain of digital signal and image processing.

### 11.7 Appendix

In this section, we consider a simple quadratic function

$$
\begin{align*}
& f(\boldsymbol{x})=\frac{1}{2} \sum_{i=1}^{d} \lambda_{i} x_{i}^{2}=\frac{1}{2} \boldsymbol{x}^{\top} \boldsymbol{\Lambda} \boldsymbol{x},  \tag{11.9}\\
& \nabla f(\boldsymbol{x})=\boldsymbol{\Lambda} \boldsymbol{x}  \tag{11.10}\\
& \nabla^{2} f(\boldsymbol{x})=\boldsymbol{\Lambda} \tag{11.11}
\end{align*}
$$

The results can be generalized to asymptotic analysis of other convex functions based on the following proposition

Proposition 11.1. Let $\left(f_{k}\right)$ be the sequence defined by the recursion $f_{k+1}=a f_{k}+$ $b f_{k}^{2}$, for $k=1,2, \ldots$. If $a<1$ and $f_{1}<\frac{1-a}{b}$, then $\left(f_{k}\right)$ converges to 0 at asymptotic rate $a$.

Proof. Since $\left(f_{k}\right)$ is strictly decreasing, it is easy to show that, with $a<1$,

- If $f_{1}>\frac{1-a}{b},\left(f_{k}\right)$ diverges.
- If $f_{1}=\frac{1-a}{b},\left(f_{k}\right)=\frac{1-a}{b}$.
- If $f_{1}<\frac{1-a}{b},\left(f_{k}\right)$ converges to 0 .

Consider the case when $\left(f_{k}\right)$ converges to 0 . There must exist $k_{0}$ such that $f_{k}<$ $\frac{a(1-a)}{b}$, for all $k \geq k_{0}$.
Suppose that $f_{1}=\alpha \frac{1-a}{b}$, where $0<\alpha<1$. Let us define a sequence $\left(h_{k}\right)$ as
$h_{k}=\frac{1}{f_{1} a^{k-1}} f_{k}$. Then for $k \geq k_{0}$

$$
\begin{equation*}
h_{k}=\frac{1}{f_{1} a^{k-1}} f_{k}<\frac{1}{f_{1} a^{k-1}} \frac{a(1-a)}{b}=\frac{1}{\alpha a^{k-2}} . \tag{11.12}
\end{equation*}
$$

The recursion for $\left(h_{k}\right)$ is given by

$$
\left\{\begin{array}{l}
h_{1}=1 \\
h_{k+1}=h_{k}+\alpha(1-a) a^{k-2} h_{k}^{2}
\end{array}\right.
$$

Notice that $\left(h_{k}\right)$ is also strictly increasing, and the following inequalities hold

$$
\begin{aligned}
& \Rightarrow \quad \alpha(1-a) a^{k-2}=\frac{h_{k+1}-h_{k}}{h_{k}^{2}}>\frac{h_{k+1}-h_{k}}{h_{k+1} h_{k}}=\frac{1}{h_{k}}-\frac{1}{h_{k+1}} \\
& \Rightarrow \quad \sum_{i=k_{0}}^{k-1} \alpha(1-a) a^{i-2} \\
& \Rightarrow \quad \alpha(1-a) a^{k_{0}-2} \sum_{j=0}^{k-1-k_{0}} a^{j}\left(\frac{1}{h_{i}}-\frac{1}{h_{i+1}}\right) \\
& \Rightarrow \quad \alpha(1-a) a^{k_{0}-2} \frac{1-a^{k-k_{0}}}{1-a}
\end{aligned}>\frac{1}{h_{k_{0}}}-\frac{1}{h_{k}}>_{h_{k_{0}}}-\frac{1}{h_{k}} .
$$

From (11.12), the sequence defined by the RHS must converge to a constant $\frac{1}{\frac{1}{h_{k_{0}}}-\alpha a^{k_{0}-2}}$. Consequently, $\left(h_{k}\right)$ is upper-bounded by this sequence and also converges. Finally, we obtain $\lim h_{k}=\lim \frac{a}{f_{1}} \frac{f_{k}}{a^{k}}<\infty$, yielding the asymptotic conver-
gence rate of $\left(f_{k}\right)$ to 0 is $a$.

### 11.7.1 Fixed Step Size Gradient Descent

From the update $\boldsymbol{x}^{(k+1)}=\boldsymbol{x}^{(k)}-\alpha \nabla f\left(\boldsymbol{x}^{(k)}\right)=\boldsymbol{x}^{(k)}-\alpha \boldsymbol{\Lambda} \boldsymbol{x}^{(k)}$, we have

$$
\begin{aligned}
f\left(\boldsymbol{x}^{(k+1)}\right) & =\frac{1}{2}\left(\boldsymbol{x}^{(k)}-\alpha \boldsymbol{\Lambda} \boldsymbol{x}^{(k)}\right)^{\top} \boldsymbol{\Lambda}\left(\boldsymbol{x}^{(k)}-\alpha \boldsymbol{\Lambda} \boldsymbol{x}^{(k)}\right) \\
& =\frac{1}{2}\left(\boldsymbol{x}^{(k)}\right)^{\top}(\boldsymbol{I}-\alpha \boldsymbol{\Lambda}) \boldsymbol{\Lambda}(\boldsymbol{I}-\alpha \boldsymbol{\Lambda}) \boldsymbol{x}^{(k)} \\
& =\frac{1}{2}\left(\boldsymbol{\Lambda}^{1 / 2} \boldsymbol{x}^{(k)}\right)^{\top}(I-\alpha \boldsymbol{\Lambda})^{2}\left(\boldsymbol{\Lambda}^{1 / 2} \boldsymbol{x}^{(k)}\right) \\
& \leq \frac{1}{2}\|\boldsymbol{I}-\alpha \boldsymbol{\Lambda}\|^{2} \cdot\left\|\boldsymbol{\Lambda}^{1 / 2} \boldsymbol{x}^{(k)}\right\|^{2}=\max _{i}\left(1-\alpha \lambda_{i}\right)^{2} \cdot f\left(\boldsymbol{x}^{(k)}\right) .
\end{aligned}
$$

By setting $\alpha=\frac{2}{\lambda_{1}+\lambda_{d}}$, we obtain

$$
f\left(\boldsymbol{x}^{(k+1)}\right) \leq\left(\frac{\lambda_{1}-\lambda_{d}}{\lambda_{1}+\lambda_{d}}\right)^{2} f\left(\boldsymbol{x}^{(k)}\right)
$$

### 11.7.2 Fixed Step Size Momentum Method

From the update $\boldsymbol{x}^{(k+1)}=x^{(k)}-\alpha \nabla f\left(\boldsymbol{x}^{(k)}\right)+\beta\left(\boldsymbol{x}^{(k)}-\boldsymbol{x}^{(k-1)}\right)$, we have

$$
\boldsymbol{y}^{(k+1)}=\left[\begin{array}{c}
\boldsymbol{x}^{(k+1)} \\
\boldsymbol{x}^{(k)}
\end{array}\right]=\left[\begin{array}{cc}
(1+\beta) \boldsymbol{I}-\alpha \boldsymbol{\Lambda} & -\beta \boldsymbol{I} \\
\boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}^{(k)} \\
\boldsymbol{x}^{(k-1)}
\end{array}\right]=\boldsymbol{M} \boldsymbol{y}^{(k)}
$$

and

$$
\begin{aligned}
f_{k+1} & =f\left(\boldsymbol{x}^{(k+1)}\right)+f\left(\boldsymbol{x}^{(k)}\right)=\frac{1}{2} \boldsymbol{y}^{(k+1)^{\top}}\left[\begin{array}{ll}
\boldsymbol{\Lambda} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Lambda}
\end{array}\right] \boldsymbol{y}^{(k+1)} \\
& =\frac{1}{2} \boldsymbol{y}^{(k)^{\top}} \boldsymbol{M}^{\top} \hat{\boldsymbol{\Lambda}} \boldsymbol{M} \boldsymbol{y}^{(k)}=\ldots \\
& =\frac{1}{2} \boldsymbol{y}^{(1)^{\top}} \boldsymbol{M}^{k^{\top}} \hat{\boldsymbol{\Lambda}} \boldsymbol{M}^{k} \boldsymbol{y}^{(1)} \\
& =\frac{1}{2}\left(\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{y}^{(1)}\right)^{\top}\left(\hat{\boldsymbol{\Lambda}}^{-1 / 2} \boldsymbol{M}^{k^{\top}} \hat{\boldsymbol{\Lambda}} \boldsymbol{M}^{k} \hat{\boldsymbol{\Lambda}}^{-1 / 2}\right)\left(\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{y}^{(1)}\right) \\
& =\frac{1}{2}\left(\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{y}^{(1)}\right)^{\top}\left(\left(\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{M}^{k} \hat{\boldsymbol{\Lambda}}^{-1 / 2}\right)^{\top}\left(\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{M}^{k} \hat{\boldsymbol{\Lambda}}^{-1 / 2}\right)\right)\left(\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{y}^{(1)}\right) \\
& \leq \frac{1}{2}\left\|\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{M}^{k} \hat{\boldsymbol{\Lambda}}^{-1 / 2}\right\|^{2}\left\|\hat{\boldsymbol{\Lambda}}^{1 / 2} \boldsymbol{y}^{(1)}\right\|^{2}=\left\|\hat{\boldsymbol{\Lambda}}^{1 / 2} M^{k} \hat{\boldsymbol{\Lambda}}^{-1 / 2}\right\|^{2} f_{1} \\
& \leq\left(\left\|\hat{\boldsymbol{\Lambda}}^{1 / 2}\right\|\left\|\boldsymbol{M}^{k}\right\|\left\|\hat{\boldsymbol{\Lambda}}^{-1 / 2}\right\|\right) f_{1}=\left\|\boldsymbol{M}^{k}\right\|^{2} \frac{\lambda_{1}^{2}}{\lambda_{d}^{2}} f_{1} .
\end{aligned}
$$

Since $\lim _{k \rightarrow \infty} \frac{\left\|\boldsymbol{M}^{k}\right\|^{2}}{\rho(\boldsymbol{M})^{k}}=1,{ }^{2}$ the spectral radius $\rho(\boldsymbol{M})=\max _{j}\left\{\left|\lambda_{j}(\boldsymbol{M})\right|\right\}$ determines the convergence rate of the series $\left(f_{k}\right)$. Recall that $\boldsymbol{M}=\left[\begin{array}{cc}(1+\beta) I-\alpha \boldsymbol{\Lambda} & -\beta \boldsymbol{I} \\ \boldsymbol{I} & \mathbf{0}\end{array}\right]$.
We define the permutation $\pi$ such that

$$
\pi(j)=\left\{\begin{array}{l}
2 j-1 \text { if } j \leq d \\
2 j-2 d \text { otherwise }
\end{array}\right.
$$

${ }^{2}$ Gelfand's formula.

Then

$$
\boldsymbol{M} \sim \boldsymbol{P}_{\pi} \boldsymbol{M} \boldsymbol{P}_{\pi}^{\top}=\left[\begin{array}{cccc}
M_{1} & 0 & \ldots & 0 \\
\mathbf{0} & M_{2} & \ldots & \mathbf{0} \\
\vdots & & \ddots & \vdots \\
0 & 0 & \ldots & M_{d}
\end{array}\right]
$$

is a block diagonal matrix with eigenvalues are simply those of $\boldsymbol{M}_{1}, \boldsymbol{M}_{2}, \ldots, \boldsymbol{M}_{d}$. For any $j=1, \ldots, d$, the eigenvalues of $\boldsymbol{M}_{j}$ are the root of the characteristic polynomial $\sigma^{2}-\left(1+\beta-\alpha \lambda_{j}\right) \sigma+\beta$. Since $\alpha=\left(\frac{2}{\sqrt{\lambda_{1}}+\sqrt{\lambda_{d}}}\right)^{2}, \beta=\left(\frac{\sqrt{\lambda_{1}}-\sqrt{\lambda_{d}}}{\sqrt{\lambda_{1}}+\sqrt{\lambda_{d}}}\right)^{2}$, the two complex roots are given by

$$
\sigma_{j_{1}, j_{2}}=\frac{1}{2}\left(1+\beta-\alpha \lambda_{j} \pm \sqrt{\left(1+\beta-\alpha \lambda_{j}\right)^{2}-4 \beta}\right) .
$$

It follows that the magnitudes of all eigenvalues are equal to $\sqrt{\beta}$. Thus $\rho(\boldsymbol{M})=$ $\sqrt{\beta}$.

### 11.7.3 Adaptive Step Size Gradient Descent

From (11.9), we have

$$
f\left(\boldsymbol{x}^{(k+1)}\right)=f\left(\boldsymbol{x}^{(k)}\right)-\alpha_{k} \nabla f\left(\boldsymbol{x}^{(k)}\right)^{\top} \nabla f\left(\boldsymbol{x}^{(k)}\right)+\frac{1}{2} \alpha_{k}^{2} \nabla f\left(\boldsymbol{x}^{(k)}\right)^{\top} \nabla^{2} f\left(\boldsymbol{x}^{(k)}\right) \nabla f\left(\boldsymbol{x}^{(k)}\right) .
$$

Substituting $\alpha_{k}=\frac{\nabla f\left(\boldsymbol{x}^{(k)}\right)^{\top} \nabla f\left(\boldsymbol{x}^{(k)}\right)}{\nabla f\left(\boldsymbol{x}^{(k)}\right)^{\top} \nabla^{2} f\left(\boldsymbol{x}^{(k)}\right) \nabla f\left(\boldsymbol{x}^{(k)}\right)}$, we obtain

$$
\begin{aligned}
f\left(\boldsymbol{x}^{(k+1)}\right) & =f\left(\boldsymbol{x}^{(k)}\right)-\frac{1}{2} \frac{\left(\nabla f\left(\boldsymbol{x}^{(k)}\right)^{\top} \nabla f\left(\boldsymbol{x}^{(k)}\right)\right)^{2}}{\nabla f\left(\boldsymbol{x}^{(k)}\right)^{\top} \nabla^{2} f\left(\boldsymbol{x}^{(k)}\right) \nabla f\left(\boldsymbol{x}^{(k)}\right)} \\
& =f\left(\boldsymbol{x}^{(k)}\right)-\frac{1}{2} \frac{\left(\boldsymbol{x}^{(k)^{\top}} \boldsymbol{\Lambda}^{2} \boldsymbol{x}^{(k)}\right)^{2}}{\boldsymbol{x}^{(k)^{\top} \boldsymbol{\Lambda}^{3} \boldsymbol{x}^{(k)}}} \\
& =\left(1-\frac{\left(\boldsymbol{x}^{\left.(k)^{\top} \boldsymbol{\Lambda}^{2} \boldsymbol{x}^{(k)}\right)^{2}}\right.}{\left(\boldsymbol{x}^{\left.(k)^{\top} \boldsymbol{\Lambda}^{3} \boldsymbol{x}^{(k)}\right)\left(\boldsymbol{x}^{\left.(k)^{\top} \boldsymbol{\Lambda} \boldsymbol{x}^{(k)}\right)}\right)}\right) f\left(\boldsymbol{x}^{(k)}\right)}\right. \\
& \leq\left(1-\frac{4 \lambda_{1} \lambda_{d}}{\left(\lambda_{1}+\lambda_{d}\right)^{2}}\right) f\left(\boldsymbol{x}^{(k)}\right)=\left(\frac{\lambda_{1}-\lambda_{d}}{\lambda_{1}+\lambda_{d}}\right)^{2} f\left(\boldsymbol{x}^{(k)}\right)
\end{aligned}
$$

The last inequality uses Kantorovich Inequality

$$
\frac{\left(\boldsymbol{y}^{\top} \boldsymbol{\Lambda}^{2} \boldsymbol{y}\right)^{2}}{\left(\boldsymbol{y} \boldsymbol{\Lambda}^{3} \boldsymbol{y}\right)\left(\boldsymbol{y}^{\top} \boldsymbol{\Lambda} \boldsymbol{y}\right)} \geq \frac{4 \lambda_{1} \lambda_{d}}{\left(\lambda_{1}+\lambda_{d}\right)^{2}}
$$

### 11.7.4 Adaptive Step Size Momentum Method

For asymptotic analysis, we consider the region near the optimum, in which the objective function can be well-approximated by a quadratic. We know that fixing $\alpha^{(k)}$ to $\frac{2}{\lambda_{1}+\lambda_{d}}$ yields

$$
\left\|\boldsymbol{y}^{(k+1)}\right\| \leq \frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\left\|\boldsymbol{y}^{(k)}\right\|
$$

On the other hand, choosing adaptive step size

$$
\left[\begin{array}{c}
\hat{\alpha} \\
\hat{\beta}
\end{array}\right]=\left[\begin{array}{cc}
\nabla f^{\top} \nabla^{2} f \nabla f & -\Delta \boldsymbol{x}^{\top} \nabla^{2} f \nabla f \\
-\Delta \boldsymbol{x}^{\top} \nabla^{2} f \nabla f & \Delta \boldsymbol{x}^{\top} \nabla^{2} f \Delta \boldsymbol{x}
\end{array}\right]^{-1}\left[\begin{array}{c}
\nabla f^{\top} \nabla f \\
-\Delta \boldsymbol{x}^{\top} \nabla f
\end{array}\right]
$$

minimizes the quadratic with respect to $\alpha, \beta$. That means the resulting $\hat{\boldsymbol{y}}^{(k)}$ satisfies

$$
\left\|\hat{\boldsymbol{y}}^{(k+1)}\right\| \leq\left\|\boldsymbol{y}^{(k+1)}\right\| \leq \frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\left\|\boldsymbol{y}^{(k)}\right\| .
$$

Hence, each iteration of adaptive schedule decreases the distance at least as much as each iteration of fixed step size scheme. The convergence rate therefore is upper-bounded by the one of fixed step size scheme inside the quadratic region, i.e., $\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}$.

## Chapter 12: Conclusion and Future Work

In summary, the contributions of this dissertation are as follows:

- A closed-form bound on the convergence of iterative methods via fixed point analysis is developed in Chapter 2. This enables the establishment of the convergence rate, region of convergence, and the number of required iterations to reach certain accuracy.
- A unified framework to study the local linear convergence of projected gradient descent for constrained least squares is proposed in Chapter 3. The proposed framework relies on three key steps: (i) the introduction of Lipschitzcontinuous differentiability to provide tight error bounds on the linear approximation of the projection operator near the solution, (ii) the establishment of an asymptotically-linear recursion on the error iterations, and (iii) the derivation of the linear rate and the region of convergence of the error sequence.
- Utilizing this unified framework, the convergence rate analysis of projected gradient descent for minimizing a quadratic over a sphere is developed in Chapter 4 and then the result to the unit-modulus constrained least squares problem is generalized in Chapter 5. In each problem, acceleration techniques is further proposed to improve the performance of the algorithm in practice.
- Next, the convergence analysis of iterative hard thresholding for matrix completion is established. Thanks to the aforementioned unified framework, convergence analysis is shifted to the characterization of the rank- $r$ projection operator. The perturbation expansion and error bound for this projection are developed in Chapter 6. Then, the exact rate of convergence and its asymptotic behavior in large-scale matrix completion setting are analyzed in Chapter 7.
- In Chapters 8 and 9, two acceleration techniques for IHT that can be used to exploit the asymptotic convergence results and obtain the optimal convergence in practice are demonstrated.
- Chapter 10 analyzed gradient descent for the factorization-based formulation of matrix completion. Under the view of fixed-point iterations, the first known closed-form expression of the convergence rate is established.
- Finally, a practical algorithm for selecting momentum step sizes in deconvolution applications is proposed. The proposed method recovers the optimal rate of convergence for the Heavy-Ball method while remaining the same computational complexity as traditional gradient schemes.
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The convergence analysis framework presented in this dissertation can be used as a general recipe to develop quick yet sharp local convergence results for iterative algorithms in various MLSP applications as well as to complement existing analyses of convergence. In the following, directions for future research in convergence rate analysis are highlighted.

### 12.1 Asymptotic Convergence Rate for Low-Rank Asymmetric Matrix Completion via Factorized-Based Gradient Descent

The asymmetric matrix completion problem is a more general version of symmetric matrix completion [215]. It can be formulated as

$$
f(\boldsymbol{X}, \boldsymbol{Y})=\frac{1}{2}\left\|\mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}-\boldsymbol{M}\right)\right\|_{F}^{2}
$$

The derivatives of $f(\boldsymbol{X})$ with respect to $\boldsymbol{X}$ and $\boldsymbol{Y}$ are

$$
\begin{aligned}
\nabla_{\boldsymbol{X}} f(\boldsymbol{X}, \boldsymbol{Y}) & =\mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}-\boldsymbol{M}\right) \boldsymbol{X} \\
\text { and } \nabla_{\boldsymbol{Y}} f(\boldsymbol{X}, \boldsymbol{Y}) & =\mathcal{P}_{\Omega}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}-\boldsymbol{M}\right)^{\top} \boldsymbol{Y} .
\end{aligned}
$$

The PGD update is given by

$$
\left[\begin{array}{l}
\boldsymbol{X}^{(k+1)} \\
\boldsymbol{Y}^{(k+1)}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{X}^{(k)} \\
\boldsymbol{Y}^{(k)}
\end{array}\right]-\eta\left[\begin{array}{c}
\mathcal{P}_{\Omega}\left(\boldsymbol{X}^{(k)}\left(\boldsymbol{Y}^{(k)}\right)^{\top}-\boldsymbol{M}\right) \boldsymbol{X}^{(k)} \\
\mathcal{P}_{\Omega}\left(\boldsymbol{X}^{(k)}\left(\boldsymbol{Y}^{(k)}\right)^{\top}-\boldsymbol{M}\right)^{\top} \boldsymbol{Y}^{(k)}
\end{array}\right] .
$$

For the non-symmetric case, instead of considering a direct recursion on the error matrix $\boldsymbol{E}^{k}=\boldsymbol{X}^{k}\left(\boldsymbol{X}^{k}\right)^{\top}-\boldsymbol{M}$, we need to construct the recursive equations on two separate error matrices, i.e., $\left[\boldsymbol{\Delta} X^{k+1}, \boldsymbol{\Delta} Y^{k+1}\right]=g\left(\left[\boldsymbol{\Delta} X^{k}, \boldsymbol{\Delta} Y^{k}\right]\right)$. The next challenge is to find a first-order expansion of the function $g$ that can approximate it well in the neighborhood of the solution where the error matrices are small. Finally, one would determine the asymptotic linear convergence rate by analyzing
of the behavior of the linear operator under structural constraints of the problem (as we have seen in the symmetric case).

### 12.2 Minimum-Norm Adversarial Attacks using Gradient Projections with Spherical Constraints

Given an image $\boldsymbol{a} \in \mathbb{R}^{n}$ that belongs to class $c$. The problem of finding an adversarial instance for $\boldsymbol{a}$ can be formulated as

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}}\|\boldsymbol{x}-\boldsymbol{a}\| \quad \text { subject to } C(\boldsymbol{x})=t \tag{12.1}
\end{equation*}
$$

where $C(\boldsymbol{x})$ is the output label assigned by the classifier for image $\boldsymbol{x}$ and $t \neq c$ is the target class. Since the constraint $C(\boldsymbol{x})=t$ is often highly non-linear (e.g., neural networks), we consider an objective function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that

$$
\begin{cases}f(\boldsymbol{x})>0 & \text { if } C(\boldsymbol{x}) \neq t \\ f(\boldsymbol{x}) \leq 0 & \text { if } C(\boldsymbol{x})=t\end{cases}
$$

Thus, problem (12.1) can be reformulated as [38]

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}}\|\boldsymbol{x}-\boldsymbol{a}\| \quad \text { subject to } f(\boldsymbol{x}) \leq 0 \tag{12.2}
\end{equation*}
$$

The above problem can be solved via iterative expanding radius approach as follows. Starting from a sufficiently small radius $R=R_{0}$, the algorithm works in a
way that it alternates between (i) minimizing the objective function on the sphere with center $\boldsymbol{a}$ and radius $R$ and (ii) increasing the radius by an appropriate amount. The iterative process stops when we find $\boldsymbol{x}$ such that $f(\boldsymbol{x})<0$. Thus, our optimization problem is essentially reduced to solving a sequence of optimization problems:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}} f(\boldsymbol{x}) \quad \text { subject to }\|\boldsymbol{x}-\boldsymbol{a}\|=R_{t} \tag{12.3}
\end{equation*}
$$

where $R_{t}$ is the radius at the $t$-th iteration. In order to solve the subproblem (12.3), we use the so-called projected gradient descent method (PGD) with fixed step size, where the projection onto the sphere with center $\boldsymbol{a}$ and radius $R$ is defined as

$$
\mathcal{P}_{a, R}(\boldsymbol{x})= \begin{cases}\boldsymbol{a}+R \frac{\boldsymbol{x}-\boldsymbol{a}}{\|\boldsymbol{x}-\boldsymbol{a}\|} & \text { if } \boldsymbol{x} \neq \boldsymbol{a}  \tag{12.4}\\ R \boldsymbol{e}_{1} & \text { if } \boldsymbol{x}=\boldsymbol{a}\end{cases}
$$

One advantage of this approach is that it allows to trace the trajectory of optimal solutions as the radius increase. By keeping the iterates close to the optimal trajectory, one may hope that the algorithm will be able to find a good solution at the end of the path. Given the analysis we performed with spherical constrained quadratic minimization problems [218], it would be interesting to propose such efficient algorithm with theoretical guarantees. Since $f$ is highly nonlinear and potentially non-smooth, there are several challenges with the analysis here including the guarantee on the convergence to stationary points and the strategy to expand the radius so that the iterates remains close to the optimal trajectory.

### 12.3 Other Long-Term Research Directions

Below are some topics that are of interest in this dissertation but require more time and effort to work on. They can be classified as long-term goals.

## 1. Derivative of the projection onto manifolds using shape operators:

 The gradient of the projection operator can be further computed using recent results in differential geometry on the shape operator. It would be interesting to see how it can be applied to our expression of the asymptotic rate.2. Matrix Completion in different asymptotic regimes: In most of recent works on the global convergence of algorithms for low-rank matrix completion, the setting of interest is the asymptotic case when the rank is constant and the number of observations grows almost linear in the dimension of the matrix. It would be interesting to make connections between our local convergence result and the existing global convergence result, e.g., the selection of the step size, the region of convergence, the rate of convergence, how random matrix theory can be applied in such regime.

## 3. Convergence of PGD with backtracking and/or exact line search:

It has been well-known that PGD with exact line search obtains the optimal rate of convergence. Interestingly, this coincides with the optimal fixed step size in our aforementioned analysis. It is interesting to study why this happens and how our analysis for the fixed step size scheme can extended to the schemes with adaptive step size.
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