


AN ABSTRACT OF THE THESIS OF

Sofean Ahmed Maeouf for the degree of Master of Science in

Electrical and Computer Engineering presented on March 15, 2012.

Title:

End-to-End Network Throughput Enhancement Through Physical-Layer Network Coding

Abstract approved:

Bechir Hamdaoui

Physical-Layer Network Coding (PNC) is a promising technique that has great

potentials for improving the achievable data rates of end-to-end flows through higher

packet transmission rates, thereby increasing the overall network throughput. In this

thesis, we study the performance of the PNC transmission techniques for unidirectional

end-to-end flows in multi-hop wireless networks, and compare it with that of the

traditional transmission techniques. We first derive the bit-error rate (BER) that the

PNC transmission technique achieves. Then, using the derived BER, we evaluate and

quantify the achievable network throughput under both the PNC transmission

technique and the traditional technique, where the network throughput is measured as

the aggregate/sum of all end-to-end flows’ achievable data rates in the wireless

network. Using extensive simulations, we show that PNC increases the overall

achievable end-to-end flow throughput in multi-hop wireless networks, especially

under medium to high signal-to-noise ratios.



c©Copyright by Sofean Ahmed Maeouf
March 15, 2012

All Rights Reserved



End-to-End Network Throughput Enhancement Through Physical-Layer
Network Coding

by

Sofean Ahmed Maeouf

A THESIS

submitted to

Oregon State University

in partial fulfillment of
the requirements for the

degree of

Master of Science

Presented March 15, 2012
Commencement June 2012



Master of Science thesis of Sofean Ahmed Maeouf presented on March 15, 2012.

APPROVED:

Major Professor, representing Electrical and Computer Engineering

Director of the School of Electrical Engineering and Computer Science

Dean of the Graduate School

I understand that my thesis will become part of the permanent collection of Oregon
State University libraries. My signature below authorizes release of my thesis to any
reader upon request.

Sofean Ahmed Maeouf, Author



ACKNOWLEDGEMENTS

It is my pleasure to thank my supervisor, Prof. Bechir Hamdaoui, who has helped,

advised, and motivated me since my first term in the school. This thesis would not have

been possible without his continuous help and guidance.

I would like to offer my thanks to my committee members - Prof. Huaping Liu, Prof.

Alan Wang, and Prof. Maggie Niess - for serving on the committee.

I would also like to show my appreciation to all the students in our research group, and

to thank my friend, Yousef Qassim, who has been of a great help to me.



TABLE OF CONTENTS

Page

1 INTRODUCTION 1

2 NETWORK MODEL 5

3 BIT-ERROR RATE 7

4 SINGLE-FLOW THROUGHPUT ANALYSIS 12

4.1 Traditional Transmission Technique . . . . . . . . . . . . . . . . . . . 12

4.2 PNC Transmission Technique . . . . . . . . . . . . . . . . . . . . . . 14

5 MULTI-FLOW THROUGHPUT ANALYSIS 17

5.1 Simulation Setting and Method . . . . . . . . . . . . . . . . . . . . . . 17

5.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2.1 Impact of signal to noise ratio . . . . . . . . . . . . . . . . . . 19
5.2.2 Impact of contention window size . . . . . . . . . . . . . . . . 21
5.2.3 Impact of the number of flows . . . . . . . . . . . . . . . . . . 24

6 RELATED WORK 26

7 CONCLUSION 30

Bibliography 30



LIST OF FIGURES

Figure Page

1.1 Traditional transmission on a unidirectional flow network . . . . . . . . 2

1.2 PNC transmission on a unidirectional flow network . . . . . . . . . . . 2

2.1 Multi-hop wireless network . . . . . . . . . . . . . . . . . . . . . . . . 6

3.1 Derived BER of PNC and traditional transmission techniques . . . . . . 10

3.2 Simulated BER of PNC and traditional transmission techniques . . . . . 11

4.1 Unidirectional traditional transmission in a linear network . . . . . . . 13

4.2 Unidirectional PNC transmission in a linear network . . . . . . . . . . 15

4.3 Normalized throughput of PNC and traditional transmission techniques
for various SNR values . . . . . . . . . . . . . . . . . . . . . . . . . . 16

5.1 An example of multi-hop wireless network (N=70, A = 150× 150 m2,
dm=40 m, and the number of flows F=3) . . . . . . . . . . . . . . . . . 19

5.2 Impact of SNR on the throughput (N=70,A = 150×150 m2, dm=40m,
F=3, and Cw=4). Solid line corresponds to PNC technique and dashed
line corresponds to traditional technique. . . . . . . . . . . . . . . . . . 20

5.3 Impact of SNR on the throughput gain (N=70, A = 150 × 150 m2,
dm=40 m, F=3, and Cw=4) . . . . . . . . . . . . . . . . . . . . . . . . 21

5.4 Impact of Cw on throughput (N=70 , A = 150 × 150 m2, dm=40 m,
F=3, and SNR=12 dB) . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5.5 Impact of Cw on throughput gain (N=70 , A = 150 × 150 m2, dm=40
m, F=3, and SNR=12 dB) . . . . . . . . . . . . . . . . . . . . . . . . . 23

5.6 Impact of number of flows on throughput (N=150 , A = 200× 200 m2,
dm=40 m, Cw=3, and SNR=12 dB) . . . . . . . . . . . . . . . . . . . 24

5.7 Impact of number of flows on throughput gain (N=150 , A = 200 ×
200 m2, dm=40 m, Cw=3, and SNR=12 dB) . . . . . . . . . . . . . . . 25



LIST OF TABLES

Table Page

3.1 PNC mapping illustration . . . . . . . . . . . . . . . . . . . . . . . . . 8

5.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 18



DEDICATION

I dedicate this work to my parents who supported me by all means during the course of

my study and also to my uncle Mohammed Aboud.



Chapter 1 – INTRODUCTION

The need for higher data rates and faster connection speeds of exchanging information

in wireless networks have prompted researchers to think of new, efficient techniques

that do so by making efficient use of the available wireless resources. Physical-Layer

Network Coding (PNC) is one technique that has great potential for improving the ag-

gregate throughput of end-to-end flows through effective use and exploitation of wireless

resources [1]. The idea of network coding was first introduced in 2000 by Ahlsweda [2],

and then used in many other works (e.g., [3–6]) and showed great promises for through-

put improvements over traditional transmission techniques. Later, PNC, emerged also

as a promising technique, is shown to improve the performance of three-node bidirec-

tional networks [1]. Although [1] uses QPSK as the modulation technique, other types

of modulation techniques can also be used [7, 8].

At the physical layer, data is transmitted through electromagnetic (EM) waves, and

PNC takes advantage of the additive nature of simultaneous arrivals of multiple EM

waves to reduce the number of packet transmissions, thus improving the overall network

throughput. By using a proper modulation, the addition of EM signals can be mapped to

GF (2n) additions of digital bit streams [2, 5]. Symbol-level and carrier-phase synchro-

nization and the use of power control are then assumed in order to be able to receive the

two signals with the same phase and amplitude.

For the sake of illustration, we explain the general idea of PNC using an unidirec-
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tional single-flow network. For simplicity, we assume a fixed distance between any

two neighbor nodes, and consider an unidirectional five-node flow, where every node is

equipped with an omni-directional antenna. The wireless channel is assumed to be half

duplex, meaning that the transmission and reception must occur in different time slots.

Furthermore, we consider the Decode-and-Forward relaying approach [9] in this work.

Fig. 1.1 illustrates the traditional transmission technique in a single unidirectional

flow network. Here, node 1 and node 4 can both transmit their signals at the same time

without interfering with one another, but node 1 and node 3 cannot transmit simultane-

ously, due to interference.

Figure 1.1: Traditional transmission on a unidirectional flow network

Figure 1.2: PNC transmission on a unidirectional flow network

Fig. 1.2 illustrates the unidirectional PNC transmission technique. Unlike the case

of the traditional transmission technique, node 1 and node 3 here can transmit concur-

rently (i.e., node 1 sends X1 while node 3 is sending X3), and provided that node 2
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has already received X3, it can then perform PNC to recover the intended signal/packet

coming node 1, even in the presence of the signal coming from node 3. In this case,

the performance gain of the PNC technique over that of the traditional technique lies

in the fact that the number of transmissions to deliver a packet successfully is expected

to be lesser under the PNC technique than under the traditional one. However, due to

interference, the bit-error rate (BER) under the PNC technique is, on the other hand,

expected to be worse than that under the traditional one. The objective of this thesis is

then to investigate whether the degraded BER due to interference pays off by reducing

the number of needed transmissions, thereby leading to an increased overall end-to-end

network throughput.

In this thesis, we first derive the bit error rate (BER) for the PNC transmission tech-

nique in a unidirectional single-flow wireless communication. Then, using the derived

BER, we evaluate the overall achievable network throughput by measuring the aggre-

gated throughput of multiple end-to-end flows in multi-hop wireless networks. In order

to do that, we use an IEEE 802.11 CSMA/CA-like MAC protocol for controlling access

to the shared wireless medium [10]. Using simulations, we study the impact of signal-

to-noise ratio (SNR), contention window size, and number of end-to-end flows on the

overall achievable throughput performance.

The rest of this thesis is organized as follows. Chapter 2 describes the network

model. Chapter 3 derives the BER performance under the PNC technique and uses

simulations to validate the derived BER. Chapter 4 derives and evaluates the achievable

throughput of single end-to-end flow under the PNC technique and compares it with

that achievable under the traditional technique. Chapter 5 evaluates and compares via
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simulations the overall end-to-end throughput of multiple flows in multi-hop wireless

networks while taking into account the impact of various network parameters. Finally,

we conclude the thesis in Chapter 7.
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Chapter 2 – NETWORK MODEL

The multi-hop wireless network is modeled as an random graph G = (N,H, F ), where

N is the set of all nodes in the network. Each node is equipped with an omni-directional

antenna and an infinite-capacity buffer. Each node is also characterized by a transmis-

sion range defined as the furthest distance that the node’s transmitted signal can reach.

Nodes are generated and placed randomly in an area A. H is the set of all pairs (u, v)

(hops) of distinct nodes in N such that u and v are within each other’s transmission

range. That is, for any pair (u, v) ∈ N2, (u, v) ∈ H (i.e., nodes are neighbors) if

duv < dm, where duv is the distance between nodes u and v, and dm is node u’s max-

imum transmission range. We refer to node u as the transmitter and node v as the

receiver. The hop is said to be active if u is currently transmitting to v; otherwise, the

hop is said to be inactive (idle). F is the set of all unidirectional end-to-end (multi-hop)

flows in the network.

Each end-to-end flow consists of multiple hops connecting the source/sender node

and destination/receiver node. We assume that the source node has an infinite number

of packets that needs to be sent to the destination node. Furthermore, we assume that

each packet has to be resent repeatedly until it is delivered successfully. Any node not

belonging to one of these flows is considered to be idle. A destination or intermediate

node belonging to a flow will be able to receive a packet correctly only if no other

nodes located within the node’s transmission range are transmitting concurrently with
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the node’s reception.

Fig. 2.1 shows an example of a multi-hop wireless network. Twenty nodes are dis-

tributed randomly in the area A, and the maximum transmission range is dm. Two

end-to-end flows, f1, f2 ∈ F , are shown in the figure. Node 1 and node 5 are the

source node and destination node of f1, respectively. Likewise, node 6 and node 10 are

the source node and destination node of f2, respectively. There are eight hops in this

example; i.e., H = {h1, h2, h3, h4, h5, h6, h7, h8}. Here, the two end-to-end flows can

be defined as f1 = {h1, h2, h3, h4} and f2 = {h6, h7, h8, h9}.

Figure 2.1: Multi-hop wireless network
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Chapter 3 – BIT-ERROR RATE

In this chapter, we derive the bit-error rate (BER) for unidirectional end-to-end flows

using the physical-layer network coding (PNC) transmission technique, and compare

it with that of the traditional transmission technique. We assume an additive white

Gaussian noise with power density No/2, and assume that the received signal energy of

one bit (Eb) is unity. We also assume perfect carrier-phase synchronization, and consider

the QPSK modulation technique. For the traditional transmission technique, the BER

is the standard Q(2/No) [11], where Q(.) is the complementary cumulative distribution

function of the zero-mean, unit-variance Gaussian random variable.

Let us refer to the example of Fig. 1.2 again to illustrate the derivation of the BER

of the PNC transmission technique. Using the PNC technique, both nodes 1 and 3 are

allowed to transmit concurrently; i.e., at a given time slot, node 2 receives two signals

at the same time: X1(t) coming from node 1 and X3(t) coming from node 3, although

intended for node 4. As a result, the combined bandpass signal r2(t) received by node 2

during one symbol period is

r2(t) = X1(t) +X3(t)

which can also be expressed as

r2(t) = [i1 cos(wt) + q1 sin(wt)] + [i3 cos(wt) + q3 sin(wt)]
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Table 3.1: PNC mapping illustration

Modulation Mapping at N3 and N1 Demodulation at N2
X

(I)
1 X

(I)
3 i1 i3 i1 + i3 X

(I)
2 i2

1 1 1 1 2 0 -1
0 1 -1 1 0 1 1
1 0 1 -1 0 1 1
0 0 -1 -1 -2 0 -1

where ij and qj are the QPSK modulated information bits of node j for j = 1, 3, and

w is the carrier frequency. Thus, node 2 receives two baseband signals, in-phase (I) and

quadrature phase (Q):

I = i1 + i3 and Q = q1 + q3

Here, node 2 encodes the combined bit, (X1 + X3), with the already received (stored)

bit, X3, to recover the intended bit, X1; i.e., (X1 ⊕X3) ⊕X3 = X1. Note that X3 was

already received by node 2 at an earlier transmission time, i.e., whenX3 was transmitted

from node 1 to node 2.

The QPSK data stream can basically be considered as two BPSK data streams: an

in-phase stream and a quadrature-phase stream. In Table 3.1, we illustrate the PNC

mapping, where Xj ∈ {0, 1} and ij ∈ {−1, 1} for j = 1, 3 represents the in-phase data

bit.

As shown in Table 3.1, there are three possibilities of the in-phase space, −2, 0, 2,

with corresponding probabilities of 0.25, 0.5, 0.25, respectively. Applying the maximum

a posteriori probability criterion [11] and using Table 3.1, i2 = −1 for i1 + i3 = −2 or

i1+ i3 = 2. Since the error occurs when this criterion is not met, the average probability
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of error is calculated for all possible cases, and the BER can be written as follows

BERPNC =
1

4

∫ α2

α1

1√
πNo

exp(−(r + 2)2

No

)dr

+
1

2

∫ α1

−∞

1√
πNo

exp(− r
2

No

)dr

+
1

2

∫ ∞
α2

1√
πNo

exp(− r
2

No

)dr (3.1)

+
1

4

∫ α2

α1

1√
πNo

exp(−(r − 2)2

No

)dr

When the received signal is less than α1, i1 + i3 is declared to be -2, and when it is

greater than α2, i1 + i3 is declared to be 2. Otherwise, it is assumed to be 0. After some

algebraic manipulations, the optimal values of α1 and α2 are derived respectively as

α1 = −1−
No

4
ln(1 +

√
1− exp−( 8

No

))

α2 = 1 +
No

4
ln(1 +

√
1− exp−( 8

No

))

In Fig. 3.1, we show the BER of both the PNC and traditional transmission tech-

niques under various values of the signal-to-noise ratio (SNR). The figure shows that

the BER of PNC technique is slightly worse than that of the traditional transmission

technique. However, even though the BER gets worse under PNC, as will be shown and

illustrated in the following chapters, the PNC technique will improve the performance

of the system in terms of the overall end-to-end flow throughput by reducing the number

of transmissions needed to successfully send packets along the end-to-end flow.
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Figure 3.1: Derived BER of PNC and traditional transmission techniques

To verify our analytical result, we use Matlab to simulate both techniques: PNC and

traditional. Specifically, we generated a stream of bits over an additive white Gaussian

noise channel, and measured the BER at the destination of a unidirectional flow for

various SNR values. Fig. 3.2 depicts these measured BERs under each of the two studied

techniques. The figure shows that the BERs obtained via simulations match well those

BERs derived theoretically. Through these simulation results, we were able then to

validate our derived BER results.
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Figure 3.2: Simulated BER of PNC and traditional transmission techniques
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Chapter 4 – SINGLE-FLOW THROUGHPUT ANALYSIS

In this chapter, we evaluate the throughput of both PNC and traditional techniques for

an unidirectional single-flow wireless network with n nodes. Nodes are labeled as node

1, node 2, . . . , node n, where node 1 and node n are the source node and the destination

node, respectively. We assume that the source node has an infinite number of packets

that needs to send to the destination node. We also assume that a packet is received

successfully by the destination node when all the bits are each received correctly, any

erroneous packet is to be retransmitted again and again until it is correctly received. This

is done on a per-link basis.

4.1 Traditional Transmission Technique

The flow of packets in the traditional transmission technique when n = 5 nodes is

illustrated in Fig. 4.1.

Assuming that the packet success probability over a link is pc and that a packet is

to be resent repeatedly until it is delivered successfully, the average number of needed

transmissions until a packet is successfully delivered is 1/pc. The average transmission

time over a link is then L/(pc×C), where C is the capacity of the wireless link and L is

the length of the packet. Throughout this work, we assume that each packet transmission

occurs in one time slot, and hence the length of a time slot is L/(pc × C).
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Figure 4.1: Unidirectional traditional transmission in a linear network

Now in order to avoid interference, under the traditional transmission technique (as

shown in Fig. 4.1), node 1 cannot transmit concurrently with node 3. But when node

4 starts forwarding packet i, node 1 can then transmit packet i + 1 concurrently with

node 4’s transmission. This leads to a packet reception rate at the destination node of

one packet every three time slots, resulting in a long-term average achievable end-to-end

flow throughput of

Tht =
1

3
ptcC

where ptc is the packet success rate over a link when the traditional technique is used.
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For a packet of length L bits, the packet-success rate ptc is (1 − pte)
L, where pte is the

BER under the traditional technique.

4.2 PNC Transmission Technique

The unidirectional PNC transmission technique is illustrated in Fig. 4.2. In this case,

node 1 and node 3 can send concurrently, and, as explained in previous chapters, node

2 will perform PNC to recover the intended packet coming from node 1, even in the

presence of the signal/interference coming from node 3. Also, even though the BER

experienced under the PNC technique degrades due to the concurrent transmissions (as

shown in Fig. 3.1), the performance gain of the PNC transmission technique over that of

the traditional technique comes from the fact that it requires fewer number of transmis-

sions than what the traditional technique does to deliver a packet successfully. As shown

in Fig. 4.2, the concurrent transmissions lead to a packet reception rate at the destination

of one packet every two time slots, resulting in a long-term average throughput of

ThPNC =
1

2
pPNCc C

where pPNCc is the packet success rate over a link when the PNC technique is used. For

a packet of length L bits, the packet-success rate pPNCc is (1− pPNCe )L, where pPNCe =

BERPNC (BERPNC is given in Eq. (3.1)) is the BER under the PNC technique.

In Fig. 4.3, we show the normalized (w.r.t. the capacity of the link) average through-

put of the traditional and PNC transmission techniques under various values of the SNR.
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Figure 4.2: Unidirectional PNC transmission in a linear network

The throughput basically depends on the packet success rate, which in turn depends on

the bit-error rate. Observe that under low SNR values, the throughput obtained under

the traditional transmission technique is slightly higher than that obtainable under the

PNC technique. But under medium to high values of SNR, the PNC throughput is sig-

nificantly greater than the the traditional one.
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Figure 4.3: Normalized throughput of PNC and traditional transmission techniques for
various SNR values
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Chapter 5 – MULTI-FLOW THROUGHPUT ANALYSIS

We have previously studied the performance of the PNC technique in an unidirectional

single-flow wireless network context. Now, we study and investigate the performances

of the technique when considering multiple flows in multi-hop wireless networks. We

already discussed the network model in chapter 2. In this chapter, we specifically eval-

uate and compare the aggregate throughput obtained using the PNC technique with that

obtained using the traditional one in multi-hop wireless networks. We study the impact

of various network parameters, such as the SNR, the contention window size (Cw), and

the number of end-to-end flows (F), on the achievable performances.

5.1 Simulation Setting and Method

We use MATLAB to simulate and evaluate both techniques: PNC and traditional. In

order to do that, we use and implement a mechanism similar to IEEE 802.11 CSMA/CA

DCF MAC [10] for controlling access to the wireless medium. The readers are referred

to [10] for more details on how CSMA/CA protocol works. In this thesis, we use the

same MAC terminologies (like Contention Window) that IEEE 802.11 protocol uses. In

our experiments, the average number of transmissions 1/pc over an wireless link/hop

depends on the BER value. For simplicity, we assume that the BER does not change

with respect to the distance between the sender and the receiver. The various network
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Table 5.1: Simulation parameters

Notation Parameter
N Number of nodes
A Area of network
F Number of flows
dm Maximum transmission range
Cw Contention window size
SNR Signal to noise ratio

parameters used in the simulation are summarized in Table 5.1.

We randomly generate 50 nodes in an area of 150× 150 m2 with a maximum trans-

mission range of 40 m, and show in Fig 5.1 three end-to-end multi-hop flows (yellow,

red, and green) each with four hobs for the sake of illustration. The aggregate through-

put that these three flows can achieve under both the traditional and the PNC techniques

as provided in the next section.

5.2 Simulation Results

During our simulations, we fix the number of nodes (N), the area (A), and the max-

imum transmission range (dm), and measure the aggregate throughput observed over

the entire duration of the simulation. We evaluate and compare the PNC technique with

the traditional one by studying 1) the impact of signal to noise ratio, 2) the impact of

contention window size, and 3) the impact of the number of flows on the performances

of both techniques. In this study, we also measure and show throughput gain of the

PNC technique defined as the ratio of the difference between the aggregate throughput,
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Figure 5.1: An example of multi-hop wireless network (N=70, A = 150 × 150 m2,
dm=40 m, and the number of flows F=3)

thp, obtained with the PNC technique and the throughput, th, obtained via the tradi-

tional technique to the throughput, th, achieved under the traditional technique; i.e., the

throughput gain is (thp− th)/th.

5.2.1 Impact of signal to noise ratio

First, we evaluate performance for various values of SNR. We set other parameters, such

as F to 3 flows and Cw to 3. Then, we calculate the aggregated throughput at each SNR
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value.

Figure 5.2: Impact of SNR on the throughput (N=70, A = 150 × 150 m2, dm=40 m,
F=3, and Cw=4). Solid line corresponds to PNC technique and dashed line corresponds
to traditional technique.

Fig. 5.2 plots the aggregate throughput as a function of SNR. We observe that under

low SNR values, the aggregate throughput obtained under the traditional transmission is

slightly higher than that obtained under the PNC technique. But under medium to high

values of SNR, the aggregate throughput of the PNC technique is significantly greater

than that of the traditional one. This can be shown by looking at Fig. 5.3 where it can be

seen that the throughput gain increases as the SNR increases. The figures shows that the
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Figure 5.3: Impact of SNR on the throughput gain (N=70, A = 150 × 150 m2, dm=40
m, F=3, and Cw=4)

gain can reach up to 45% for medium to high SNR values. In addition, we observe that

the aggregate throughput of both techniques remains almost constant after SNR reaches

10 dB.

5.2.2 Impact of contention window size

We now seek to understand how the performance of the PNC technique behaves under

different contention window sizes. In this case, we fix F to 3 flows and SNR to 12 dB,
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and evaluate and measure the aggregate throughput of the both techniques for various

sizes of contention window.

Figure 5.4: Impact of Cw on throughput (N=70 , A = 150 × 150 m2, dm=40 m, F=3,
and SNR=12 dB)

Fig. 5.4 shows the achievable throughput of both techniques under different con-

tention window sizes. We see that the PNC technique consistently yields better through-

put than the traditional one, and this is regardless of the contention window size. Fur-

thermore, the aggregate throughput reaches its maximum when the window size is about

8, and then starts decreasing as we keep increasing the contention window size. This is

because as the contention window size increases, the chances of nodes being idle (no
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Figure 5.5: Impact of Cw on throughput gain (N=70 , A = 150 × 150 m2, dm=40 m,
F=3, and SNR=12 dB)

node gains access to the medium) increases as well, resulting in waiting the medium by

not using it which affects then the overall achievable throughput. In Fig. 5.5, we observe

that throughput gain decreases as contention window increases. This is because when

the contention window size is small, the probability of applying the PNC technique is

higher. Finally, We can conclude that the throughput of both techniques get closer to

each other as the contention window size increases.
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5.2.3 Impact of the number of flows

We have preciously studied the impact of both SNR and Cw on the performances. Now,

we are interested in studying the impact of the number of flows (i.e., the network load)

on the overall achievable throughput performance. In this simulation, We fix Cw at 3

and SNR at 12 dB, and vary the number of flows from 3 to 8.

Figure 5.6: Impact of number of flows on throughput (N=150 , A = 200 × 200 m2,
dm=40 m, Cw=3, and SNR=12 dB)

Fig. 5.6 depicts the aggregate throughput as function of the number of flows. We

observe that the number of flows has no significant impact on the overall achievable



25

Figure 5.7: Impact of number of flows on throughput gain (N=150 , A = 200× 200 m2,
dm=40 m, Cw=3, and SNR=12 dB)

network throughput. This is because as we increase the number of flows, the number of

generated packets that need to be sent also augments on one hand, but this, on the other

hand, also results in more collision due to higher interference levels. Fig. 5.7 presents

the throughput gain versus the number of flows. We see that the throughput gain remains

roughly the same for these different numbers of flows.
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Chapter 6 – RELATED WORK

Network coding (NC) first introduced in [2] is now well-recognized for its great network

throughput potentials [12]. As a result, many practical NC-based techniques have been

developed to improve network throughput performance [13–15]. Random network cod-

ing (RNC) [15] is one effective technique that received a considerable attention due to

its practical simplicity [12]. Briefly, RNC consists of having intermediate nodes (i) wait

until receiving multiple packets, say n packets, (ii) construct one or more linear combi-

nations (coded copies) of these n packets with coefficients to be chosen randomly from

a large finite field, and (iii) send these linear combinations in lieu of individual pack-

ets. Upon receiving n linear combinations, a receiver recovers the n original packets

by solving a set of linear equations. RNC has several attractive features: (i) eliminates

the need for traditional single-path routing methods; nodes may continue constructing

coded packets and sending them to random neighbors independently of their destina-

tions, (ii) solves the out-of-order packet delivery problem, and (iii) balances traffic

loads across the network.

Research efforts on NC was mainly focused at first on the theoretic aspects [16–19].

In [16], Yeung shows how NC can outperform routing in a simple network topology,

known as Butterfly network. Li et al. [17] establishes analytic results for linear NC tech-

niques, and constructs algorithms for optimal linear network codes. In [18], the authors

present a number of examples that illustrate the insufficiency of linear NC and reveal



27

the inherent difficulties of multi-session NC. Security and error detection are important

subjects that attracted significant attention. In [19], Zhang propose network error cor-

rection codes, which extend classical error correction coding in the time domain to new

classes of codes in the space domain. In [20], Cai et al. present linear secure network

coding. In this work, they explore the fundamental limit for confidential communication

in networks in the presence of malicious eavesdroppers.

More recently, researchers have focused on the practical aspects of NC [21–25].

In [21], Fragouli connects the NC theory with its practical application and provides a

number of examples on how NC can be practically used. In [22], Dimakis et al. propose

a new application scenario in which the network coding is beneficial. In [23], the authors

study the ability to apply NC on the most popular adapted transport layer protocol,

transmission control protocol (TCP). Furthermore, the authors present the feasibility of

applying the NC in the Internet without any changes in TCP. In [25], Baochun et al.

bring the theoretical benefits of NC to practical systems. For example, peer-to-peer

network application may be considered to be the most promising scenario for network

coding.

Along the same line, Nazer et al. [24] propose to use network coding at physical

layer (i.e., physical-layer network coding (PNC)), where interference from different sig-

nals can be treated and taken advantage of as a network code. The idea of PNC is first

described in [1] and applied on a bidirectional three-node wireless linear network. A

detailed capacity analysis in [26] proves that PNC improves the throughput of wireless

networks compared with conventional relaying techniques (CNC). In addition, the pa-

per reveals that the PNC technique can achieve the minimum delay and can provide
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confidentiality to the signals sent on the physical layer. In order to avoid the phase

synchronization issue, Katti et al. [27] present the concept of Analog network coding

(ANC) which basically depends on Amplify-and-Forward relay node.

PNC can use QPSK to increase performance. In [7], Lu et al. investigate symbol

error rate (SER) for BPSK and QPSK, but the approaches can be generalized to other

constellation technique as well. The closed-form SER results are derived over AWGN

channels. In [8], Sorensen et al. propose using FSK modulation instead of BPSK to

avoid phase tracking. The result shows that BFSK in De-Noise and Forward (DNF)

yields a lower performance compared to BPSK in DNF, thus requiring a higher SNR

before communication becomes even possible.

PNC technique can further improve the throughput of a wireless network but not

before addressing some challenges. The key challenge in applying PNC to practical

scenarios is the phase-level synchronization. Some recent papers, however, show that

PNC can be practically feasible by for example relying on beamforming [28] to solve

the phase synchronization issue. In [29], a round-trip carrier synchronization technique

is implemented on a prototype for acoustic distributed beamforming.

Although PNC technique is more suited, by nature, for multicast communications, it

can also be used for unicast communications [30] and is shown to achieve performance

gains as well. In [31], Katabi et al. propose a technique that is capable of dealing

with multiple pairs of colliding packets in IEEE 802.11 WLANs. Here, the receiver

can decode two consecutive signals from two colliding packets and successfully receive

both packets. PNC technique can take advantage of the ZigZag decoding in 802.11

WLAN [32] to reduce transmissions.
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In this work, we first derive the BER performances of PNC with QPSK modulation

for a single flow wireless network, and then apply PNC technique on multiple concurrent

flows in multi-hop wireless networks. By assuming phase-level synchronization, symbol

level and power control, our results show that the PNC technique achieves higher overall

network throughput when compared with the traditional transmission technique when

considering medium to high SNR values.



30

Chapter 7 – CONCLUSION

This thesis studies the performance of PNC transmission techniques in unidirectional

flow networks, and compares it with that of the traditional transmission technique. We

derived BER expressions for unidirectional end-to-end flows under the PNC transmis-

sion technique. We also derive the end-to-end throughput that unidirectional single-flow

can achieve under each of the studied techniques. Moreover, we evaluate and compare

the performance of the PNC technique with the traditional one while considering mul-

tiple unidirectional end-to-end flows in multi hop wireless networks. In order for us to

perform this evaluation, we use and implement an IEEE 802.11 CSMA/CA-like MAC

protocol for controlling access to the shared wireless medium. Using simulations, we

study the impact of the signal to noise ratio (SNR), the contention window size, and

the number of flows on the overall achievable network throughput. Results show that

the PNC transmission technique achieves overall network throughput that is higher than

that achieved under the traditional one when considering medium to high SNR values.
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