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Applying Uncertainty and Sensitivity on Thermal Hydraulic Subchannel 

Analysis for the Multi-Application Small Light Water Reactor 

1. INTRODUCTION 

Small modular reactors (SMRs) are a recent advancement in commercial nuclear 

reactor design with growing interest and development worldwide. Small modular 

reactors represent a shift in reactor design away from traditional large plants, with 

power production in excess of 1000 MWe; SMRs are defined as power plants that 

produce 300 MWe or less. This decreased power production allows deployment of 

SMRs toward a number of potential energy markets which would have otherwise been 

precluded through use of traditionally sized nuclear power plants (NPPs) [1]. Included 

within these potential new markets is the relative locale for deployment of SMRs 

throughout the world. Additional benefits of SMRs include potential for increased 

plant security and reactor safety, particularly when coupled with passive safety 

systems. Due to the modular design of SMRs, it is possible to construct offsite 

production facilities; resulting in a different supply chain than has historically been 

utilized within the nuclear power industry. This alternate supply chain model has 

significant potential to reduce fabrication cost and time. While there presently exists a 

diverse range of SMR concepts currently under development, the quickest designs 

from a licensing and deployment perspective utilize the light water reactor technology 

found in many NPPs operating today. One such SMR concept is the Multi-Application 

Small Light Water Reactor (MASLWR), developed by Idaho National Engineering 

and Environmental Laboratory, Oregon State University (OSU), and NEXANT [2]. 

The MASLWR design utilizes natural circulation under normal operation and features 

passive safety systems. 

 

There are many challenges faced within the SMR community before any of the 

proposed concepts become commercially operational. One such challenge is the lack 

of historical operating experience. Due to the immense importance of nuclear reactor 

safety, previous operational experience is considered highly valuable. This is reflected 
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in current Nuclear Regulatory Commission (NRC) licensing requirements, which have 

been created upon the foundation of traditional NPPs that have been operating in the 

United States for a number of decades, with present efforts underway to update 

appropriate regulation for SMR concepts. One particular regulatory challenge, specific 

to the MASLWR design, is the utilization of natural circulation to provide cooling 

under normal operation. There are currently no licensed reactor designs in the United 

States designed for operation solely under natural circulation. Unlike forced 

circulation designs, where coolant flow through the reactor is controlled via pumps, 

flow in natural circulation is maintained through temperature and elevation differences 

between a heat source and heat sink. These attributes create a net difference in fluid 

density which results in buoyancy forces that drive natural circulation. The lack of 

forced convection yields coolant flow rates that are relatively lower than the 

traditional power plant design which in-turn requires a reduced power density within 

the core region in order to maintain appropriate safety margin(s). These traits present 

further challenges to the thermal hydraulic safety analysis of the MASLWR design, 

specifically to core subchannel analysis. 

 

One tool with the potential to increase confidence in the results of thermal hydraulic 

analysis on the MASLWR design is that of uncertainty and sensitivity analysis. This 

type of analysis seeks to characterize the epistemic uncertainties associated with a 

mathematical system model. Epistemic uncertainty results from the inability to know 

an appropriate value for a quantity which otherwise assumed constant (e.g., 

instrumentation measurement uncertainty) [3]. Uncertainty analysis was introduced to 

the United States nuclear industry following changes made in 1988 to emergency core 

cooling system (ECCS) evaluation described in 10 CFR 50.46 [4]. These changes 

allowed the use of “best estimate” calculations with uncertainty analysis rather than 

the conservative 10 CFR 50 Appendix K methods which had been used until that time 

[4]. While uncertainty analysis was first introduced for ECCS calculations, the 

analysis methods themselves can be applied to any system model where epistemic 

uncertainty exists. Uncertainty analysis specifically seeks to characterize the total 
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uncertainty found in a system response, while sensitivity analysis seeks to identify 

how much influence each individual, independent parameter has on a system response. 

 Purpose 

One challenge of the MASLWR design includes the thermal hydraulic subchannel 

analysis which is operated under natural circulation. In subchannel analysis, thermal 

hydraulic calculations are performed on the reactor core to ensure that reactor safety 

limits are not exceeded. Previous subchannel calculations have been performed on the 

MASLWR core using VIPRE-01 [5]. The purpose of this study is to increase 

confidence in the outcomes of a subchannel analysis through uncertainty and 

sensitivity analysis relative to that of deterministic, conservative approach. This 

analysis is performed using the thermal hydraulic system code RELAP5-3D Version 

4.0.3 and subchannel code VIPRE-01 Mod 2.2.1. Additionally, results from this work 

will provide further insight regarding each code’s ability to model the MASLWR. This 

is considered especially important given the lack of SMR operational experience. 

 Objectives 

The objective of this study is to use the thermal hydraulic codes RELAP5-3D and 

VIPRE-01 to perform a subchannel analysis on the MASLWR under a prescribed set 

of operating conditions while performing a comprehensive uncertainty and sensitivity 

analysis. Both quantitative and qualitative comparisons of the results between 

RELAP5-3D and VIPRE-01 will be made. These objectives will be completed through 

the following tasks: 

• Selection of existing uncertainty and sensitivity analysis methods which may 

easily be applied to both lumped parameter codes RELAP5-3D and VIPRE-01. 

Methods are selected based on their ability to accurately characterize nonlinear 

systems. 

• A general subchannel analysis methodology is developed. This methodology 

accounts for modeling requirements in both RELAP5-3D and VIPRE-01. 

Independent input parameters are identified defined within the scope of this 
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study; these parameters are assigned a range of uncertainty with justification 

for their respective values. 

• RELAP5-3D and VIPRE-01 models are created based on the methodology 

developed herein. 

• A Fortran 90 program is developed to propagate uncertainty values through the 

RELAP5-3D and VIPRE-01 models. Additionally, this program extracts 

desired figures of merit from RELAP5-3D and VIPRE-01 and compiles this 

information appropriately. 

• MATLAB is utilized to process all compiled data using the selected 

uncertainty and sensitivity analysis methods. 

• Finally, a quantitative and qualitative comparison between results from 

RELAP5-3D and VIPRE is made. 

 

In summary, this study performs a subchannel uncertainty and sensitivity analysis on 

the MASLWR using both the RELAP5-3D and VIPRE system models. 
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2. SURVEY OF LITERATURE 

 Overview of Uncertainty Analysis Methodologies 

Uncertainty analysis was introduced to the United States nuclear industry following 

changes made in 1988 to ECCS evaluation described in 10 CFR 50.46 [4]. Prior to this 

change, ECCS calculations were required to follow the conservative assumptions 

published in 10 CFR 50 Appendix K in 1974. Continuing loss-of-coolant-accident 

(LOCA) research showed the original conservative assumptions made in Appendix K 

were excessive [3]. To reflect this increased understanding, 10 CFR 50.46 was 

amended in 1988 to allow best-estimate methods with uncertainty quantification when 

evaluating ECCS performance.  

 Code Scaling, Applicability, and Uncertainty 

In order to support the revised ECCS regulation, the NRC and its contractors and 

consultants developed an uncertainty analysis methodology called code scaling, 

applicability, and uncertainty (CSAU) [6]. The CSAU method provides general 

guidelines for quantifying code calculation uncertainty which are structured, auditable, 

and traceable. The CSAU method is separated into three major elements consisting of 

fourteen total steps. 

 

The first element in the CSAU method is requirements and code capabilities. This 

element focuses on defining the problem and collecting required technical resources. 

To begin, a specific event scenario and plant type are selected. In step 3, phenomena 

specific to the scenario and plant type are captured through a phenomena ranking and 

identification table (PIRT). In steps 4 and 5, a frozen code version is selected and 

complete code documentation is provided. The first element ends with step 6, where 

qualitative comparisons of the identified phenomena and code documentation are 

made to assess the code's capability to analyze the selected scenario. 
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The second element is assessment and ranging of parameters. Step 7 establishes a 

code assessment matrix where applicable experiments are selected based on the 

important phenomena identified in step 3. Step 8 acknowledges the effect of code 

nodalization on uncertainty. An iterative process is used to compare experimental data 

with changing nodalization, and a final nodalization is selected as the standard for 

subsequent analysis. Step 9 evaluates code accuracy by comparing the selected 

experimental data with code calculated data. In step 10, the effect of test scale on 

uncertainty is evaluated. 

 

The final element of the CSAU method is sensitivity and uncertainty analysis. Step 11 

evaluates the effect of uncertainties in plant operating state. In steps 12 and 13, 

multiple code runs are executed to determine the sensitivity and uncertainty associated 

with individual parameters identified in steps 9-11. Finally, the total uncertainty is 

presented in step 14. The fourteen steps of the CSAU method are summarized in 

Figure 2-1. 
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Figure 2-1:  Fourteen steps of the CSAU methodology. 
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 Response Surface 

The purpose of step 13 of the CSAU method is to combine the bias and uncertainty in 

the individual parameters which were identified as ‘important’ as a part of step 11. 

The original CSAU publication applied the response surface method for uncertainty 

quantification [6]. The response surface (RS) is a parametric method where the desired 

figure of merit (FOM) is described through a multinomial least-squares fit in terms of 

the selected important parameters [6]. This can be written generally as FOM =

𝑓(𝑥1, 𝑥2, … , 𝑥𝑁), where N is the number of parameters. Additional error, inherent to 

any parametric method, results from the difference between the response surface fit, 

i.e., the estimator, and the code calculation, i.e., the estimated. This error is quantified 

through the root-mean-square (RMS) error between the response surface fit and the 

calculated data [6]. Reduction of the RMS error is possible by applying higher order 

polynomials. However, doing so increases the required number of data points to 

generate the RS [6]. Additionally, larger values of N increase the number of unknown 

terms found in the response function. This also increases the required number of data 

points. Therefore, a trade-off exists between the RMS error, the number of selected 

parameters, and computational cost to generate the RS. 

 

The final RS represents a simplified form of the full system model, where the complex 

thermal-hydraulic interactions have been reduced to a single polynomial expression. 

Monte Carlo sampling is performed on the RS to generate the probability distribution 

function (PDF) for the selected FOM [6]. Standard statistical processing may then be 

applied to determine the appropriate confidence levels necessary to demonstrate a 

comprehensive understanding of the system (i.e. 95 percent). NUREG/CR-5249 has 

suggested that taking 50,000 samples from the RS produces acceptable PDF results for 

the application of CSAU [6]. Generating these 50,000 samples is considered 

inexpensive relative to the computational cost of generating the actual RS from the full 

system model. 
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 Wilks' Method 

While the RS method was demonstrated in the original CSAU publication, modern 

best-estimate methodologies have replaced the RS in favor of non-parametric methods 

[7,8]. Unlike parametric methods, non-parametric methods make no assumptions 

about the distribution shape of the desired FOM. As such, the number of required data 

samples is independent from the number of selected important parameters [8]. 

 

Wilks' method has become a common non-parametric method in recent best-estimate 

methodologies [9,10]. This method was originally presented in 1941 by S.S. Wilks for 

use in manufacture processes [11,12]. A set of equations was derived through which 

the number of required data samples can be solved for a desired tolerance limit and 

confidence level. The minimum number of data samples is found by Wilks' method at 

the first order. Equations for one-sided and two-sided tolerance limits are given as 

ba n ≥−1  (2-1) 
and  

( ) baana nn ≥−−− −111  (2-2) 
where 𝑎 is the desired coverage, 𝑏 is the confidence level, and 𝑛 is the minimum 

number of required data samples [13]. Data sample requirements are presented in 

Table 2-1 for the one-sided and two-sided tolerance intervals. 

 

Table 2-1:  Number of data samples required for the first order Wilks' method. 

 One-Side Limits Two-Side Limits 
𝑏 𝑎⁄  0.90 0.95 0.99 0.90 0.95 0.99 
0.90 22 45 230 38 77 388 
0.95 29 59 299 46 93 473 
0.99 44 90 459 64 130 662 

 

Examples demonstrating the application of Wilks' method includes AREVA's realistic 

large break LOCA analysis methodology [8]. This methodology, licensed by the NRC 

in 2003, follows the fourteen step process outlined by the CSAU method to provide a 

best-estimate LOCA evaluation. However, AREVA has opted to apply the Wilks' 
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method for uncertainty analysis rather than the original RS method. The non-

parametric Wilks' method was selected as it decouples the number of uncertain 

parameters from the number of required calculations [8]. Another example which 

couples Wilks' method to CSAU is given in [14]. This report applies the modified 

CSAU method with Wilks' uncertainty to the feed-and-bleed transient analysis of the 

OSU Advanced Plant Experiment (APEX) facility. This shows the robustness of the 

CSAU method allows for applications beyond the original purpose of LOCA analysis. 

 

An additional application of the Wilks' method is shown in [15]. In this report, the 

concept of the Quantified PIRT is introduced. To develop the Quantified PIRT, 

uncertainty analysis is performed using the Wilks' method in order to rank the 

importance of given phenomena associated with an event. The intended purpose of the 

Quantified PIRT is to assist the development of the traditional PIRT for code 

validation [15].  

 Statistical Analysis Using VIPRE-01   

Uncertainty and sensitivity analysis has been applied to VIPRE-01 to demonstrate a 

statistical core design methodology developed at Pennsylvania State University by 

Lloyd and Feltus [16]. The goal of this methodology, termed the Pennsylvania State 

Statistical Core Design Methodology (PSSCDM), was to develop a best-estimate 

departure from nucleate boiling (DNB) correlation. In short, sensitivity analysis is 

applied to determine which independent parameters should be included in the DNB 

correlation. Uncertainty is then calculated to determine the range of applicability for 

the correlation. The PSSCDM method was demonstrated to support reducing the 

conservative 1.3 DNB ratio (DNBR) safety limit found in the publicly available 

Westinghouse W-3 critical heat flux (CHF) correlation [24]. 

 

A one-eighth core model was developed using VIPER-01 which represents a typical 

2703 MW pressurized water reactor (PWR) containing 17x17 Westinghouse fuel 

assemblies. The hot subchannel and surrounding subchannels were modeled at their 
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actual size and were located at the core center. Remaining channels were lumped into 

progressively larger regions as the distance from the core center increased. Sensitivity 

studies were made using the Electric Power Research Institute (EPRI) CHF 

correlation, specifically the EPRI-1 correlation used in VIPRE-01, to calculate DNBR 

[24]. Tested parameters included the following: system pressure, core inlet 

temperature, mass flux, power, grid loss coefficient, axial nodalization, radial 

nodalization, the flow field model, turbulent momentum mixing, and turbulent cross-

flow mixing. Of these, pressure, inlet temperature, mass flux, power, and axial power 

shape were determined to have high significance on DNBR [16]. 

 

These five parameters were used to generate a new quadratic correlation for DNBR. 

To begin, each parameter was assigned a range of uncertainty. A software package, 

titled SAS/GRAPH, was then used to develop a series of response surfaces over the 

valid range of each parameter using VIPRE-01 results. Because the area of interest in 

the DNBR correlation is near 1.0, data points yielding a DNBR greater than 4.0 were 

removed to improve the quality of fit. For this same reason, Monte Carlo sampling of 

the input parameters was used to generate additional data points for use when 

generating the DNBR correlation. 

 

Residuals between the PSSCDM DNBR correlation and VIPRE-01 calculated DNBR 

results were found to be normally distributed with a standard deviation of 3.89%. The 

EPRI-1 correlation, which was used to generate the PSSCDM correlation, has a 

reported standard deviation of 8.56%. The overall standard deviation in the PSSCDM 

correlation was calculated through root-mean-squares by 

22
PSUEPRInew σσσ +=  (2-3) 

22 0389.00856.0 +=newσ  (2-4) 

yielding a newσ  of 9.4%. A one-sided tolerance limit was calculated using  

σKx + , (2-5) 
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where x  is the sample mean, σ  is the standard deviation, and K  is a tabulated value 

for one-sided tolerance factors from Table 2 in [17]. At a 95/95 confidence level, the 

final one-sided limit was calculated as  

18.1)0940.0)(874.1(0.1 =+ , (2-6) 

giving a new minimum DNBR safety limit of 1.18. It was concluded that the 

uncertainty and sensitivity analysis methods demonstrated in the PSSCDM could be 

applied to any plant specific DNBR correlation in order to gain more operational 

margin. 

 Natural Convection Subchannel Evaluation Using RELAP5-3D 

RELAP5-3D has been used to perform core thermal-hydraulic calculations on a small 

reactor cooled through natural circulation. This work was performed for the Oregon 

State TRIGA® Reactor (OSTR) to support safety analysis calculations as the OSTR 

underwent conversion from highly enriched uranium (HEU) to low enriched uranium 

(LEU) in 2008. After the fuel conversion was complete, Marcum et al. performed a 

comparative study between measured bulk coolant temperatures within the OSTR core 

and the theoretical predictions calculated by RELAP5-3D [18].  

 

The OSTR is a 1.1 MWth open pool reactor which operates at atmospheric pressure 

and is cooled primarily through natural convection. The core is made from seven 

concentric rings of fuel pins with an overall diameter of 0.71 m and height of 0.66 m. 

MCNP5 was used to calculate the relative power in each fuel pin for the new LEU 

core. This also provided the location of the hottest fuel pin within the core.  

 

Three RELAP5-3D models of the OSTR were developed: a one-channel model, a two-

channel model, and an eight-channel model. Multiple models were developed to 

evaluate the effect the number of channels had on bulk coolant temperatures and the 

effects of crossflow. The one-channel model was used to represent the hot channel in 

the OSTR core (Figure 2-2). Time dependent volumes, used to model the coolant 

source and sink, provided system inlet and outlet boundary conditions. The cold leg 
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provided a pressure differential between the cold coolant at the core entrance and hot 

coolant at the core exit. This allows RELAP5-3D to model natural circulation flow. 

The hot fuel pin was modeled using a heat structure component which was thermally 

coupled to the hot channel.  

 

 
Figure 2-2:  One-channel RELAP5-3D model used by Marcum et al. [18]. 

 

The two-channel model is similar to the one-channel model, with an addition flow 

volume adjacent to the hot channel. This second volume represents the remainder of 

the OSTR core channels lumped into a single volume. Junctions between the hot 

channel and lumped channel were made along the axial length of the core. These 

junctions allowed crossflow between the two volumes. The remaining OSTR fuel pins 

were lumped into a single representative heat structure. This component was thermally 

linked with the lumped channel volume. A similar method was used in the either-

channel model. In this model, each of the seven rings of fuel pins were lumped into 

 Coolant Source (100) 

Cold Leg 
(101) 

                                                                                                                                                                      

Horizontal Connector (102) 

Hot Channel 
(103) 

Coolant Sink (104) 
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their own volume. The hot channel remained separate from the other volumes. 

Crossflow junctions were made between the hot channel volume and the closest two 

rings. 

 

A K-type thermocouple was used to measure bulk coolant temperature at various 

locations within the OSTR core, including the hot channel, at steady-state operating 

conditions. Comparisons were made between the three RELAP5-3D model results and 

the measured hot channel coolant temperature. It was shown that agreement between 

the RELAP5-3D results and experimental data improves as the number of modeled 

channels increases. Average coolant temperature errors between the one-, two-, and 

eight-channel models and the experimental data was 11.94%, 11.69%, and 8.78% 

respectively. An additional comparison was made between measured temperatures in 

an instrumented fuel element and RELAP5-3D predicted fuel temperatures. This 

comparison showed the one-, two-, and eight- channel models over predicted the 

measured fuel element temperature by 12.6°C, 12.6°C, and 12.5°C respectively.  In all 

cases, RELAP5-3D gave conservative safety analysis results.  

 Closing 

In summary, a brief history of best-estimate calculations has been presented to provide 

insight into the current U.S. regulatory framework relating to uncertainty and 

sensitivity studies. The ability to employ different types of uncertainty analysis 

methodologies was shown, with the current trend leaning towards nonparametric 

methods. Additionally, it was shown that uncertainty analysis has broad applicability 

towards numerous different kinds of safety analyses. Finally, the application of 

RELAP5-3D for subchannel analysis was discussed to provide justification for its 

inclusion in this study. From these statements, it was determined that nonparametric 

uncertainty methods are suitable for the subchannel analysis of the MASLWR design. 

A detailed description of the MASLWR is subsequently given in Chapter 3. 
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3. MASLWR DESCRIPTION 

The Multi-Application Small Light Water Reactor conceptual SMR design was 

developed by Oregon State University, Idaho National Engineering and 

Environmental Laboratory, and NEXANT [2]. Research for the MASLWR was 

funded by the U.S. Department of Energy’s (DOE) Nuclear Energy Research Initiative 

(NERI) program. Initial design criteria for the MASLWR project included low cost, 

use of passive safety systems, shop fabrication through use of modularization, 

transportable by rail and road, 60 year plant life cycle, use of off-the-shelf 

components, and use of currently used industry components with some adaptation [2]. 

 MASLWR Design Overview 

The MASLWR is an integral PWR design which utilizes natural circulation during 

both steady-state operation and transient conditions [20]. The reactor pressure vessel 

(RPV) features an integrated helical coil steam generator (SG) located near the top of 

the hot leg riser. Primary coolant flowing over the SG tubes and generates steam 

inside the helical coils on the system’s secondary side. Within the reactor pressure 

vessel, coolant buoyancy differences between the SG and the core produces the fluid 

body forces necessary to drive flow through the primary system during normal 

operation. The layout of the MASLWR design concept is shown in Figure 3-1. 

Primary system steady state operating conditions are given in Table 3-1. 

 

Table 3-1:  MASLWR steady-state operating conditions. 

Parameter Value Reference 
Reactor Thermal Power (MWth) 150 [2] 
System Pressure (MPa) 7.8 Table 4-1 of [2] 
Primary Mass Flow Rate (kg/s) 596 Table 4-1 of [2] 
Core Inlet Temperature (K) 491.8 Table 4-1 of [2] 

 

The MASLWR design also features passive safety systems and does not require 

emergency pumps to maintain core coolability [19]. Instead, the RPV is closely 
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enclosed inside a cylindrical containment vessel which is partially filled with water 

[20]. This containment vessel is submerged in a pool of water which acts as the 

ultimate heat sink. Six valves connect the RPV to containment at different axial 

heights. These values form the automatic depressurization system (ADS) and are 

opened in an emergency scenario. The outcome is a blowdown from the RPV into 

containment which reduces the primary system pressure. When pressure inside the 

RPV and containment equalize, the blowdown phase ends and a natural circulation 

loop is established [21]. Vapor from the core exits through ADS valves at the top of 

the RPV and then condenses inside containment. Liquid coolant flows downward and 

reenters the core through ADS values at the bottom of the RPV. This natural 

circulation loop provides passive cooling by transferring thermal energy from the core 

to the ultimate heat sink [20]. 

 

 
Figure 3-1:  Layout of MASLWR components [2]. 
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 MASLWR Core Geometry 

The MASLWR module was designed to generate 150 MWth or 35 MWe assuming a 23 

percent efficient cycle [2]. The MASLWR core has 24 assemblies arranged in a 

cylindrical configuration (Figure 3-2). Each assembly comprises a typical 17x17 PWR 

design with 264 fuel rods and 25 guide tubes of half length (Figure 3-3) [2]. 

 
Figure 3-2:  Schematic of the MASLWR prototypical core [2]. 

 
Figure 3-3:  Diagram of a 17x17 assembly with guide tube locations. 
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A typical PWR fuel rod utilizes UO2 fuel pellets pressed inside zirconium tubes. Since 

the MASLWR uses light water as a moderator, the isotope U-235 must be enriched 

within the fuel. Previous studies have evaluated potential MASLWR core designs with 

the intended goal of a five year full power cycle [22]. These studies evaluated U-235 

enrichments up to 8% in order to reach this goal. Core geometry for the MASLWR 

core is presented in Table 3-2. Additional studies relating to the MASLWR design can 

be found in [5], [19], and [23]. 

 

Table 3-2:  Prototypical MASLWR core geometry [2,22] 

Parameter Value Reference 
Fuel Rod Lattice Arrangement (#) 17 x 17 [2] 
Number of Guide Tubes (#) 25 [2] 
Number of Fuel Rods (#) 264 [2] 
Cladding OD (cm) 0.952 [2] 
Cladding ID (cm) 0.838 [2] 
Fuel Pellet OD (cm) 0.826 [2] 
Fuel Rod Pitch (cm) 1.263 [2] 
Guide Tube OD (cm) 1.22 [22] 
Active Fuel Height (cm) 160.0 [22] 

 

The MASLWR design descriptions presented in this chapter, particularly those 

summarized in Table 3-1 and Table 3-2, were used to develop a representative core 

model for use during subchannel analysis. The core model and associated calculation 

methodologies are presented in Chapter 4. 
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4. METHODOLOGY 

A model of the MASLWR prototypical core geometry was developed using two 

unique codes – RELAP5-3D Version 4.0.3 and VIPRE-01 Mod 2.2.1. A selection of 

uncertainty and sensitivity analysis methodologies has been applied to thermal 

hydraulic calculations performed with these models and is detailed herein. The 

MASLWR core models in RELAP5-3D and VIPRE-01 have been designed as similar 

as possible. The development of the model geometry and boundary condition inputs 

between the two codes are analogous to one another, unless explicitly detailed 

hereinafter. Therefore, it is assumed that any discrepancies found during uncertainty 

and sensitivity analysis result from differences between RELAP5-3D and VIPRE-01 

themselves. This assumption is further explored in Chapter 5. 

 MASLWR Core Model 

A simplified core model is built from the MASLWR prototypical core described in 

Chapter 3. A simplified model is desirable given the relatively large number of data 

samples required for uncertainty and sensitivity analysis. Based on the core design 

shown in Figure 3-2 being geometrically symmetric, one-quarter of the core is 

modeled (Figure 4-1), note that this is similar in model configuration to previous 

studies which have modeled the MASLWR core [5]. 
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Figure 4-1:  Assemblies used in the one-quarter model; numbering scheme from [5]. 

 Flow Channel Description 

Because the premise of this study supports the safety basis of the MASLWR design, it 

is desirable to clearly and comprehensively understand phenomenon which are 

characteristic within the most limiting conditions of the reactor core; that is, the 

location within the core which produces the most extreme fluid conditions, referred to 

hereinafter as the ‘hot channel’ (e.g. low flow in combination with high heat flux and 

equilibrium quality). A lumped channel approach is used to model axial flow paths 

through the core. In order to maintain relatively high geometric resolution of the hot 

channel, a five by five (5x5) subchannel section is defined with the hot channel 

located at the center. This 5x5 section is placed in assembly A411 shown in Figure 

4-1. Because the radial power profile applied in this study takes a maximum value in 

the core center, the center assembly is considered a conservative location for the hot 

channel to reside.  Subchannels surrounding this section are lumped into geometric 

volumes that increase in physical size as they increase in distance from the 5x5 section 

of interest. Based on recommendations from the VIPRE-01 user’s manual, channels 

are lumped such that the area increase is not greater than approximately one order of 

magnitude between adjacent volumes [26]. Assemblies A412, A413, A511, A512, and 

A611 from Figure 4-1 are modeled as single channels. In total, 38 flow channels are 

A101 A111

A202 A201 A211 A212

A303 A302 A301 A311 A312 A313

A403 A402 A401 A411 A412 A413

A502 A501 A511 A512

A601 A611
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modeled – 25 single subchannels channels and 13 lumped channels. The numbering 

scheme of these channels is shown in Figure 4-2, with channel 13 representing the hot 

channel. 

 

 
Figure 4-2:  Channel numbering scheme in the one-quarter MASLWR core model.  

 

Each of the 38 flow channels can be categorized into nine unique channel types based 

on common geometric traits, this is detailed further in Appendix A. Each type is 

defined in terms of a single subchannel unit-cell dimensions (Figure 4-3). 
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Figure 4-3:  Square subchannel with guide tube unit dimensions. 

 

Common geometry characteristics within each channel type include total fraction of a 

single subchannel ( subf ), total fraction of fuel rods seen by the channel ( Rf ), and total 

fraction of guide tubes seen by the channel ( Gf ). Geometric parameters for each flow 

channel required by RELAP5-3D and VIPRE-01 include flow area ( A ), wetted 

perimeter ( wetP ), heated perimeter ( heatP ), and hydraulic diameter ( HD ), which may be 

computed as 

[ ]222

4 GGRRsub DfDfPfA +−=
π , (4-1) 

[ ]GGRRwet DfDfP += π , (4-2) 

RRheat DfP π= , (4-3) 
and  

wet
H P

AD 4
= , (4-4) 

where P  is the fuel rod pitch, RD  is the outside diameter of the fuel rod, and GD  is 

the outside diameter of the guide tube. A description of each channel type is given in 

Table 4-1. Equation (4-1) is solved for each channel type using nominal geometry 

dimensions presented in Table 3-2. Supplemental diagrams of each channel type are 

provided in Appendix A. 

P 

DR/2 DG/2 
Guide Tube 

Fuel Rod 

Subchannel 
Flow Area 
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Table 4-1:  Description of nine flow channel types. 

Channel 
Type Description Channels subf  Rf  Gf  Area (cm2) 

1 Single subchannel 
at assembly corner. 1 0.25 0.25 0 2.205E-01 

2 Single subchannel 
at assembly edge. 

2, 3, 4, 5, 6, 11, 16, 
21 0.5 0.5 0 4.410E-01 

3 Subchannel with 
no guide tube. 

7, 8, 9, 10, 12, 13, 14, 
15, 17, 18, 22, 23 1 1 0 8.821E-01 

4 Subchannel with 
guide tube. 19, 20, 24, 25 1 0.75 0.25 7.678E-01 

5 2x5 lumped 
channel. 26, 27 9 8 1 7.482E+00 

6 2x5 lumped 
channel. 28, 29 9 8.5 0.5 7.710E+00 

7 4x4 lumped 
channel. 30 16 13.75 2.25 1.308E+01 

8 One quarter of 
assembly. 31, 32, 33 72.25 66 6.25 6.087E+01 

9 Full assembly. 34, 35, 36, 37, 38 289 264 25 2.435E+02 

 

 Axial Flow Resistance 

In the absence of information detailing the MASLWR core flow inlet distribution, a 

uniform mass flux inlet condition is assumed on the underside of the lower grid plate. 

To eliminate bias caused by geometry driven flow redistribution resulting from a 

lumped channel model, a uniform axial flow resistance is defined for each channel. 

The hydraulic diameter of each flow channel is set to that of Channel Type 3. Solving 
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equations (4-3) and (4-4) using data from Table 3-1 and Table 4-1 gives a wetP  of 2.99 

cm and a HD  of 1.18 cm. Additionally, the turbulent wall friction factor for each 

channel is calculated as  
25.0Re32.0 −=f , (4-5) 

via the Blasius correlation [27], where Re is the local Reynolds number. Equation (4-

5) is the default turbulent wall friction factor used in VIPRE-01 [25]. The Reynolds 

number for a single phase fluid in is defined by  

µ
ρ Hm DV

=Re , (4-6) 

where ρ  is the fluid density, mV  is the mean (mass weighted) fluid velocity, and µ  is 

the fluid dynamic viscosity [27]. 

 Axial Nodalization 

The axial discretization of each flow channel and fuel rod follow the same 

nodalization scheme. Previous studies of the MASLWR core have been performed 

with an active fuel length of 160 cm [5,22]. The active fuel is subdivided into 20 axial 

segments 8 cm in length. A reflector segment of 8 cm comprising of depleted uranium 

is included at the top and bottom of the fuel rod [22]. In total, a modeled fuel rod is 

176 cm in length with 22 axial volumes and 23 axial nodes (Figure 4-4). 
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Figure 4-4:  Axial nodalization of fuel rod. 

 

In a typical PWR design, grid spacers are placed axially along the fuel assembly in 

order to restrain lateral motion of the fuel rods. The presence of grid spacers causes 

irrecoverable pressure losses along the axial flow direction [27]. This pressure loss can 

be calculated by 

avg

GKp
ρ2

2

=∆ , (4-7) 
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where K  is the grid spacer form loss coefficient and G  is the undisturbed mass flux 

in the axial direction [27]. These pressure losses are included within the model 

development of this study so as to provide a representative response to the system that 

is likely to occur in the prototype design. Grid spacer modeling is adopted from 

previous thermal hydraulic studies of the MASLWR core [5]. This model places five 

grid spacers in the fuel assembly with spacing of 40 cm (Table 4-2). A nominal grid 

spacer loss coefficient of 0.86 is assumed [5]. 

 

Table 4-2:  Grid spacer location in fuel assembly. 

Grid 
Spacer 

Located at 
Axial Node 

Height 
(cm) 

5 22 168.0 
4 17 128.0 
3 12 88.0 
2 7 48.0 
1 2 8.0 

 

 Channel Cross Flow Description 

Due to the open geometry in a PWR fuel assembly, it is possible for coolant to flow 

between adjacent subchannels through gaps between the fuel rods. This transverse 

fluid movement, or "cross flow", exchanges both fluid mass and energy between 

adjacent flow channels. In order to accurately model cross flow, a description of each 

cross flow path must be made in RELAP5-3D and VIPRE-01. Cross flow paths are 

modeled between individual axial volumes of adjacent flow channels. Figure 4-5 

shows a cross flow path between two square subchannels. Required geometric 

parameters include gap width, centroid distance, cross flow area, and hydraulic 

diameter. 
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Figure 4-5:  Cross flow path between square subchannels with guide tube. 

 

Gap width ( GL ) is the minimum lateral distance between fuel rods and or guide tubes 

at the connecting edge of two adjacent flow channels. If two flow channels join at the 

center of a subchannel (e.g., a connection between channels in adjoining assemblies), 

then the gap width should be calculated as if fuel rods and or guide tubes still resided 

on the connecting edge [26]. A generalized equation for gap width is developed as  

GGRRPG DfDfPfL −−= , (4-8) 

where Pf  is the total fraction of fuel rod pitch P , Rf  is the total fraction of fuel rod 

diameter RD , and Gf  is the total fraction of guide tube diameter GD . All of these 

parameters are defined along the connecting edge.  

 

Centroid distance is the length between the geometric centers of two adjacent flow 

channels [26]. For channels with symmetric boundaries (e.g., channels on the corner 

or edge of an assembly) where the channel is divided by a line of symmetry, centroid 

distance is calculated assuming a complete channel geometry [26]. A generalized 

equation for centroid distance is developed as 

)( 222
VHC ffPL += , (4-9) 
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Gap Width 
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where Hf  and Vf  are the fraction of pitch lengths spanning the horizontal and vertical 

distances between the geometric centers of the adjacent flow channels. 

 

Cross flow area is the cross sectional area through which coolant can flow between 

adjacent channels at each axial volume. This area is defined as  

volumeGc LLA = , (4-10) 

where volumeL  is the length of each axial volume. The wetted perimeter of a cross flow 

connection is 

)(2, volumeGwetc LLP += . (4-11) 

Hydraulic diameter is found by substituting equations (4-10) and (4-11) into equation 

(4-4). A total of 70 cross flow paths are represented in the MASLWR core model. A 

detailed call-out of these paths is given in Table A-1 of Appendix A.  

 

In addition to these geometric parameters, each cross flow path has an associated 

lateral flow resistance. This resistance results from frictional drag as coolant flows 

through gaps between adjacent fuel rods. This lateral flow resistance is explicitly 

defined as a form loss for each cross flow path to increase modeling similarity 

between RELAP5-3D and VIPRE-01. For a flow path between adjacent subchannels, 

a recommended lateral flow resistance is assumed as GK  = 0.5 [26]. When 

subchannels are lumped together, the lateral flow resistance is the sum of the 

resistances of the rod rows between the channel centers [26]. Lateral flow resistance 

between lumped channels is expressed as 

Gii KNK = .  (4-12) 

where iN  is the number of rod rows between channel centroids at connection i  [26]. 

iN  is defined as 

P
L

N iC
i

,= , (4-13) 

where iCL ,  is the centroid distance of connection i  and P  is the fuel rod pitch. Flow 

resistance, iK , for each cross flow path is included in Table A-1 of Appendix A. 
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 Nuclear Fuel Rod 

In a typical PWR fuel rod, UO2 sintered fuel pellets are placed inside a cylindrical 

zirconium tube, referred to as cladding. Surface roughness on the UO2 fuel pellet 

creates a gap at the inner clad and outer pellet interface. After the fuel is irradiated 

during operation, this gap fills with fission product gases released during operation, 

creating a region of high thermal resistance between the fuel pellet and the clad. The 

understanding and inclusion of appropriate thermal resistance within the fuel is an 

important attribute to include within a subchannel model when considering a reactor's 

safety basis; gap thermal resistance is further discussed in the following subsection.  

 

Thermal energy is generated during fission that occurs within the UO2 fuel. This 

thermal energy is transferred to the coolant by way of the fuel pellet, gap, and 

cladding. The RELAP5-3D and VIPRE-01 models assume this energy transfer occurs 

only in the radial direction (i.e. there is no axial conductance within a fuel rod). The 

nuclear fuel rod is modeled as the radial path from the fuel centerline to the outer clad 

surface. This radial path is discretized into 12 volumes with 13 nodes: volumes 1-10 

represent the fuel pellet, volume 11 represents the gap, and volume 12 represents the 

clad (Figure 4-6). It is assumed that the radial power profile within the fuel pellet is 

flat (i.e., equal in power density within each fuel volume). Within a physical nuclear 

reactor fuel rod, the radial power profile is represented by an approximate quadratic 

shape, increasing in power as radial position increases with the maximum power 

occurring at the outer edge of the fuel pellet. However, there are presently no available 

literary works that have been produced for the MASLWR design which detail this 

radial fuel pellet power distribution, therefore it is assumed to be most appropriate to 

remove ambiguity and assumptions in shape from this study’s input, and maintain a 

uniform profile between both RELAP5-3D and VIPRE-01 models. Nominal geometry, 

calculated from data provided in Table 3-2, is presented in Table 4-3.  
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Figure 4-6:  Radial discretization of a nuclear fuel rod. 

 

Table 4-3:  Radial geometry of a nuclear fuel rod. 

Radial Node Distance from 
Centerline (cm) 

Radial 
Volume Width (cm) 

13 0.4761 - - 
12 0.4190 12 0.0571 
11 0.4130 11 0.0060 
10 0.3717 10 0.0413 
9 0.3304 9 0.0413 
8 0.2891 8 0.0413 
7 0.2478 7 0.0413 
6 0.2065 6 0.0413 
5 0.1652 5 0.0413 
4 0.1239 4 0.0413 
3 0.0826 3 0.0413 
2 0.0413 2 0.0413 
1 0.0000 1 0.0413 

 

Thermal conductivities for the UO2 fuel and zirconium cladding are manually entered 

into the RELAP5-3D and VIPRE-01 models in order to reduce bias in calculated fuel 

rod temperatures. The temperature effect on thermal conductivity is ignored. The 

thermal conductivity for the UO2 fuel is assumed as 3.6 W/m-K. This is the average 

conductivity of UO2 between 200°C and 1000°C [27]. The thermal conductivity of the 

Fuel Centerline

Fuel Gap Clad

12 13
Radial Node
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cladding is assumed as 14.0 W/m-K. This is the MATPRO predicted thermal 

conductivity of Zircaloy at 500°C [30]. 

 Fuel Rod Gap 

To reduce bias in the calculated fuel rod temperatures, the thermal conductivity of the 

gap region between the fuel pellet and cladding is manually entered into RELAP5-3D 

and VIPRE-01. This value is assumed as 0.28 W/m-K, which is the MATPRO 

conductivity through helium gas at 700°C [30]. RELAP5-3D uses the specified 

thermal conductivity and the geometry data described in the previous subsection to 

calculate the total heat transfer through the gap. However rather than thermal 

conductivity, VIPRE-01 requires that the total conductance through the gap be 

specified.  

 

A relation must be derived to relate gap conductivity to gap conductance. This 

correlation begins with the one dimensional form of Fourier's Law, which is written 

for cylindrical geometry in the radial direction as 

dr
dTk

A
q

r

r −= , (4-14) 

where rq  is heat transferred in the radial direction, rA  is the surface area at radius r , 

k  is the thermal conductivity, and T  is the material temperature. Equation (4-14) is 

rewritten in the form 

∫∫ −=
2

1

2

1
2

T

T

r

r

r dTkdr
rL

q
π

, (4-15) 

where 1r  is outer radius of the fuel pellet and 2r  is the inner radius of the cladding. 

Integrating equation (4-15) gives  

Tk
r
r

L
qr ∆=









1

2ln
2π

. (4-16) 

Next, the heat transfer coefficient is introduced as 

Th
A
q

r

r ∆= , (4-17) 
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where h  represents the conductance through the gap. Equation (4-17) is rewritten as 

ThrLq avgr ∆= π2 , (4-18) 

where avgr  is the average gap radius. Equation (4-18) is now substituted into equation 

(4-16) to give 

k
r
rhravg =








1

2ln . (4-19) 

Finally, equation (4-19) is written to solve for h  









=

1

2ln
r
rr

kh

avg

. 
(4-20) 

 

Inputting the appropriate geometric values and thermal conductivity into equation (4-

20) yields an equivalent VIPRE-01 gap conductance of 46.7 W/m2-K. A test case was 

performed to verify that this modeling does not introduce any bias into the RELAP5-

3D and VIPRE-01 results. While keeping all other inputs at their nominal value, 100 

calculations are performed in RELAP5-3D and VIPRE-01 with gap thicknesses 

varying from 6.0E-6 cm to 0.012 cm. Temperature profiles for fuel centerline 

temperature, outer fuel pellet temperature, inner clad temperature, and surface clad 

temperature are plotted versus gap thickness in Figure 4-7. As can be seen from Figure 

4-7, the temperatures predicted by RELAP5-3D and VIPRE-01 have very close 

agreement. It is concluded that equation (4-20) is a valid method to calculate gap 

conductance without biasing the temperature results. 

 



 
 

33 
 

 
Figure 4-7:  Fuel temperature profiles with changing gap thickness. 

 

 Core Power Distribution 

Power generation within a nuclear core is not uniform. Instead, it is a function of fuel 

enrichments, burnable poisons, local coolant properties, control rods, etc. Therefore, 

local power generation within each fuel rod should be specified. General power shapes 

are created assuming a homogenous, unreflected cylindrical core. For this core type 

and study, it is assumed that radial power follows a zero order Bessel function of the 
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first kind and axial power follows a chopped cosine [27]. Radial and axial power 

shapes, ignoring extrapolation lengths, are defined as 







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4048.2)( 0φ , (4-21) 
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where r  is the radial distance from the center of the core, R  is the radius of the core, 

z  is the vertical distance from the axial centerline, and L  is the active fuel length. In 

this model, R  is taken as the width of three assemblies, 64.4 cm, and L  is 160.0 cm. 

 

A lumped rod approach is used when modeling fuel rods in the MASLWR core. With 

this approached, power generation in each flow channel is represented by a single fuel 

rod. Each flow channel will have a single corresponding radial and axial power factor, 

defined by 

avgR

iR
iR P

P
F

,

,
, =  (4-23) 

and  

avgZ

iZ
iZ P

P
F

,

,
, = , (4-24) 

where RP  is the power generated in a rod and avgRP ,  is the core average rod power 

generation. Similarly for a specific rod, ZP  is the power generated within an axial 

volume and avgZP ,  is the rod average axial volume power generation. 

 

By definition, channel 13 will have the highest radial power factor in the core in order 

to be the hot channel. Radial power in all other channels is found using equation (4-

21) where r  is the distance from the geometric center of channel 13 to the geometric 

center of the channel. Once Rφ  for each channel is assigned, the factors are 

normalized such that the average radial power factor is one.  
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In order to control the final radial factor of the hot channel, the radial power shape Rφ  

is first vertically translated by the value 
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where N equals 38 channels, hotr  equals 0.0 cm, rf  is the total fraction of fuel rods 

seen by channel i , and hotF  is the desired radial power factor in the hot channel. 

Equation (4-25) is added to equation (4-21) to give 

RRnewR trr += )()(, φφ . (4-26) 

The radial power factor in each channel is now calculated by 
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The total power generated in a channel can now be calculated by 

rRavgRR fFPP ,= . (4-29) 

A nominal hot channel radial power factor of 1.15 is assumed (Table 4-6). Table 4-4 

shows the nominal radial power for all 38 channels. Core radial power shapes are 

shown in Figure 4-8 using equation (4-27) with hot channel power factors of 1.05, 

1.15, and 1.25.  
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Table 4-4:  Nominal radial power factors and power generated in 38 flow channels. 

Flow 
Channel 

Radial Distance 
from Hot Channel 

(cm) 
rf  RF  

Power 
Generated 

(kW) 
1 3.571 0.25 1.1485 6.797 
2 2.823 0.50 1.1490 13.601 
3 2.525 0.50 1.1492 13.604 
4 2.823 0.50 1.1490 13.601 
5 3.571 0.50 1.1485 13.595 
6 2.823 0.50 1.1490 13.601 
7 1.786 1.00 1.1496 27.216 
8 1.263 1.00 1.1498 27.221 
9 1.786 1.00 1.1496 27.216 
10 2.823 1.00 1.1490 27.203 
11 2.525 0.50 1.1492 13.604 
12 1.263 1.00 1.1498 27.221 
13 0.000 1.00 1.1500 27.225 
14 1.263 1.00 1.1498 27.221 
15 2.525 1.00 1.1492 27.207 
16 2.823 0.50 1.1490 13.601 
17 1.786 1.00 1.1496 27.216 
18 1.263 1.00 1.1498 27.221 
19 1.786 0.75 1.1496 20.412 
20 2.823 0.75 1.1490 20.402 
21 3.571 0.50 1.1485 13.595 
22 2.823 1.00 1.1490 27.203 
23 2.525 1.00 1.1492 27.207 
24 2.823 0.75 1.1490 20.402 
25 3.571 0.75 1.1485 20.392 
26 4.464 8.00 1.1476 217.350 
27 4.464 8.00 1.1476 217.350 
28 6.973 8.50 1.1442 230.245 
29 6.973 8.50 1.1442 230.245 
30 8.035 13.75 1.1423 371.838 
31 14.116 66.00 1.1265 1760.111 
32 14.116 66.00 1.1265 1760.111 
33 19.641 66.00 1.1052 1726.851 
34 30.177 264.00 1.0490 6556.078 
35 51.166 264.00 0.9004 5627.244 
36 30.177 264.00 1.0490 6556.078 
37 41.068 264.00 0.9753 6095.470 
38 51.166 264.00 0.9004 5627.244 
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Figure 4-8:  Effect of hot channel factor on overall radial factor profile. 

 

Power generation within each flow channel is also divided between axial volumes. 

Axial power factors are found by modifying equations (4-25), (4-26), (4-27), and (4-

28) to give 
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zZnewZ tzz += )()(, φφ  (4-31) 

)(, zwF newZzZ φ=  (4-32) 
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Here )( centerZ zφ  is the axial power factor in the axial volume closes to the centerline 

calculated using equation (4-22) and centerF  is the desired peak axial power factor. 

Because power is weighted equally in all axial volumes, zf  equals 1.0. The nominal 

peak axial power factor is 1.19 (Table 4-6). Nominal axial power factors are presented 

in Table 4-5. The total power generated within an axial volume is defined by 

20
, ZrRavgR

Z
FfFP

P = . (4-34) 

 

Table 4-5:  Nominal axial power factors. 

Axial 
Volume 

Vertical Distance from 
Axial Centerline (cm) ZF  

21 76.0 0.7048 
20 68.0 0.7867 
19 60.0 0.8655 
18 52.0 0.9394 
17 44.0 1.0064 
16 36.0 1.0651 
15 28.0 1.1138 
14 20.0 1.1514 
13 12.0 1.1770 
12 4.0 1.1900 
11 -4.0 1.1900 
10 -12.0 1.1770 
9 -20.0 1.1514 
8 -28.0 1.1138 
7 -36.0 1.0651 
6 -44.0 1.0064 
5 -52.0 0.9394 
4 -60.0 0.8655 
3 -68.0 0.7867 
2 -76.0 0.7048 
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 RELAP5-3D Model 

A RELAP5-3D Version 4.0.3 MASLWR core model has been developed based on the 

methodology described in the previous section. RELAP5-3D is a thermal hydraulic 

system analysis code developed at Idaho National Laboratory. RELAP5-3D was 

developed for light water reactor (LWR) transient analyses including LOCAs, 

anticipated transients without scram (ATWS), and other operational transients [31]. 

RELAP5-3D is a finite volume code which employs a nonhomogeneous and non-

equilibrium model for two-phase flow using a partially implicit solution scheme [31].  

 

To build a RELAP5-3D model, a series of hydraulic components are defined to build 

the overall flow path, e.g., flow through the MASLWR core subchannels. Separate 

heat structure components are used to model heat transfer through the fuel rods. A 

representative RELAP5-3D model is shown in Figure 4-9. Each case is run in transient 

mode for 50 seconds for the solution to converge to steady state. 
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Figure 4-9:  RELAP5-3D system model. 

 

 Coolant Source (805) 

A coolant source is required in the RELAP5-3D model to provide inlet boundary 

conditions to the system. The source is modeled as a time dependent control volume 

with an area equal to the sum of all core flow channel areas, or 1406.9 cm2. This 

component provides a source for coolant mass and the core inlet temperature to the 

system (Table 4-6). 
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 Coolant Source to Inlet Plenum Junctions (806) 

This component connects the coolant source to the core inlet plenum. A time 

dependent junction is used to provide the total system flow rate (Table 4-6). An area 

of 1406.9 cm2 is used. 

 Inlet Plenum (807) 

The inlet plenum is an unrealistic volume in the MASLWR model required by 

RELAP5-3D in order to distribute total system flow to each core flow channel. The 

plenum is modeled with a frictionless branch component with an area of 1406.9 cm2 

and height of 8 cm. 

 Inlet Plenum to Core Flow Channel Junctions (401-438) 

These junctions allow coolant to flow from the inlet plenum into each core flow 

channel. Each junction is given an area equal to the area of its corresponding flow 

channel (Table 4-1). 

 Core Flow Channels (101-138) 

Core flow channels are modeled using 38 individual pipe components within 

RELAP5-3D. Geometry and nodalization of these components is discussed in the 

previous section. Included within each pipe component is the grid spacer form loss. 

This is modeled as the forward/reverse loss coefficient at the corresponding internal 

pipe junctions (Table 4-2). Additionally, pipe wall friction is disabled in the transverse 

direction for every pipe volume. This ensures transverse crossflow resistance between 

channels is defined only by the crossflow form loss factors. 

 Core Crossflow Junctions (201-270) 

Crossflow paths are modeled using the multiple junction component within RELAP5-

3D. These paths allow transverse flow between every adjacent channel at each axial 

volume within the core. The geometry of these junctions is described in Table A-1. 

Following recommendations given in the RELAP5-3D user manual, momentum flux 

for all crossflow junctions is disabled [32]. Additionally, crossflow is disabled at the 
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top of the core, axial volume 22, in order to prevent artificial recirculation. Removing 

this crossflow path has a negligible impact on downstream behavior in the core. 

 Core Heat Structures (1101-1138) 

Fuel rods are modeled using heat structure components within RELAP5-3D. These 

components model nuclear heat generation and heat transfer through the fuel rod into 

the coolant. Geometry, physical properties, and power generation within these 

components are discussed the previous section. At steady-state conditions, heat flux 

from the fuel rods to the coolant is independent from the rod internal composition. 

Therefore, in order to reduce computation time, only the core hot rod (heat structure 

1113) uses the full nuclear fuel rod geometry. The remaining rods are modeled as solid 

zirconium cylinders using the same outside diameter. Power generation within these 

cylinders is identical to that of the nuclear fuel rods they replace. 

 Core Flow Channels to Coolant Sink Junctions (501-538) 

These junctions allow coolant transfer from the core flow channels to the system 

coolant sink. Each junction is given an area equal to the area of its corresponding flow 

channel (Table 4-1). Momentum flux at these junctions is disabled to prevent artificial 

recirculation. For this same reason, a large reverse flow form loss is also applied. 

These modeling changes have a negligible impact on downstream flow. Because 

momentum flux is disabled at these junctions, an upper plenum component is not 

required. Instead, flow channels are connected directly to the coolant sink. 

 Coolant Sink (810) 

A coolant sink is required in the RELAP5-3D model to provide outlet boundary 

conditions to the system. The sink is modeled as a time dependent control volume with 

an area of 1406.9 cm2. Additionally, this component provides the core exit pressure to 

the system (Table 4-6). 
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 VIPRE Model 

A VIPRE-01 Mod 2.2.1 MASLWR core model has been developed based on the 

methodology previously described. VIPRE-01 is a thermal hydraulic subchannel 

analysis code originally developed by Battelle Pacific Northwest Laboratories for the 

EPRI in 1984 [24]. VIPRE-01 is a finite volume, three-equation code which uses the 

homogenous equilibrium assumption for solving two-phase flow [24].  

 

Unlike RELAP5-3D, VIPRE-01 does not require explicit definition of component 

structures in order to define the system boundaries. Instead, a pre-defined geometric 

solution scheme is already built into VIPRE-01 based on core subchannel geometry. 

The user enters geometric information for N number of channels and M number of fuel 

rods. The user also defines which channels and fuel rods are physically linked to one 

another. This information was entered into VIPRE-01 following the MASLWR 

modeling methodology previously described. A tenth channel type was added to allow 

random perturbations in the hot channel geometry without affecting the remaining 

channels. 

 

In addition to geometric information, the user must specify appropriate two-phase 

flow correlations and heat transfer correlations for VIPRE-01 to apply. Based on 

previous subchannel modeling of the MASLWR core, the default EPRI models were 

selected for the two-phase friction multiplier, subcooled void correlation, and bulk 

void correlation [5]. Heat transfer between the fuel rods and coolant is dependent on 

the local flow regime. For the single-phase region, the Dittus-Boelter correlation was 

applied [28]. For both the subcooled nucleate boiling and saturated nucleate boiling 

regions, the Chen correlation was selected [29]. The Chen correlation was selected as 

it is the default RELAP5-3D heat transfer correlation [31]. 

 

Unlike RELAP5-3D, VIPRE-01 has been developed with a fully implicit steady-state 

solution scheme. Three numerical solution methods are available: an iterative solution, 

a direct solution, and a recirculation solution. The recirculation solution was adapted 
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from COBRA-WC to allow reverse and recirculating flows [24]. The recirculation 

solution scheme is recommended when axial flows are expected become locally small 

[24]. Because the MASLWR has a much smaller flow rate than traditional NPPs, the 

recirculation solution was used. Default convergence values for the recirculation 

solution were applied [25]. 

 Figures of Merit 

Uncertainty and sensitivity analysis requires the identification of system response 

variables, referred to as figures of merit, to be analyzed. There exists a vast number of 

potential FOM which can be extracted from the RELAP5-3D and VIPRE-01 model 

outputs. Relevant FOM are therefore selected based on U.S. NRC licensing 

requirements.  

 

In the United States, new reactor designs are subject to the licensing approval process 

established by the U.S. NRC in NUREG-800. Relevant chapters to subchannel 

analysis include Chapter 4.2, which establishes the acceptance criteria for fuel 

performance characteristics, and Chapter 4.4, which establishes the acceptance criteria 

for thermal hydraulic calculations [33,34]. Chapters 4.2 and 4.4 in part are designed to 

satisfy General Design Criteria (GDC) 10 found in Appendix A of 10 CFR Part 50 

[35]. This criterion requires that specified acceptable fuel design limits (SAFDLs) are 

not exceed during normal operation or Anticipated Operation Occurrences (AOOs). 

To ensure GDC 10 is satisfied, Chapter 4.2 requires evaluation of cladding and fuel 

pellet temperature to ensure failure does not occur [33]. Chapter 4.4 requires that there 

should be a 95% probability at the 95% confidence level that the hot rod in the core 

does not experience a DNB condition during normal operation or AOOs [34]. From 

these requirements, the following FOMs have been identified: peak cladding 

temperature, peak fuel temperature, and minimum departure from nuclear boiling ratio 

(MDNBR). These FOM will be evaluated for the hot channel in the core.  
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 DNB Correlation 

For a heated, pressurized flow channel, departure from nuclear boiling is characterized 

by the formation of a vapor blanket between the heated wall and the bulk liquid 

coolant [27]. This vapor blanket greatly increases the thermal resistance between the 

heated wall and the coolant, causing a temperature spike in the heated wall. This 

temperature spike may damage the heated structure. A departure from nuclear boiling 

condition occurs when the local heat flux from the heated surface exceeds the required 

local heat flux to produce such a vapor blanket, referred to as the critical heat flux. 

Local DNBR is given by 

"DNBR
"

CHF

local

q
q

= , (4-35) 

where localq"  is the local heat flux through the heated wall to the coolant and CHFq"  is 

the local critical heat flux.  

 

The mechanism behind CHF is complex, and many different correlations exist for 

different fuel geometries and flow conditions [36]. Using multiple CHF correlations to 

calculate DNBR would introduce additional uncertainty sources. Therefore, a single 

CHF correlation is selected to calculate DNBR for both RELAP5-3D and VIPRE-01. 

The selected CHF correlation is the Groeneveld 2006 AECL CHF look-up tables [36]. 

The 2006 AECL CHF table is based on a database containing over 30,000 data points 

complied from numerous CHF studies. This correlation was selected given the lack of 

a MASLWR specific CHF correlation data and because it is often used as a 

benchmark for other CHF correlations. The 2006 AECL CHF look-up tables present 

CHF in a heated channel as a function of pressure, mass flux, equilibrium quality, and 

channel diameter [36]. Local CHF is calculated as 
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where lP  is the local fluid pressure, lG  is the local mass flux, and lX  is the local 

equilibrium quality [36]. Equilibrium quality is defined as 
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where lh  is the local fluid enthalpy, fh  is the saturated fluid enthalpy, and gh  is the 

saturated vapor enthalpy [27]. 

 Input Uncertainty 

The International Atomic Energy Association (IAEA) has identified three major 

sources of uncertainty in thermal hydraulic calculations: code or model uncertainty, 

representation or simulation uncertainty, and plant uncertainty [37]. In this study, code 

uncertainty is not considered because this requires access to the source code. As much 

as possible, modeling of the MASLWR core in RELAP5-3D and VIPRE-01 has been 

consistent in order to reduce representation uncertainty between the two codes. 

Therefore, plant uncertainty is evaluated herein. In this study, plant uncertainty is 

considered as epistemic uncertainty associated with user entered values to the 

RELAP5-3D and VIPRE-01 input decks.  

 

Some uncertainty methodologies, such as the CSAU method, limit the number of 

uncertain parameters through expert judgment [6]. This is done through the PIRT as 

developed in Step 3 of the CSAU process. Parameters are limited because the 

parametric response surface methodology used in CSAU is dependent on the number 

of parameters used. As discussed in Chapter 2, the non-parametric methods used in 

this study are independent of the number of uncertain parameters. However, there is 

still motivation to limit the number of evaluated uncertain parameters. As this is a first 

time uncertainty study on the MASLWR design, analysis rigor should be limited to 

prevent erroneous conclusions which might be drawn using too large a number of 

uncertain parameters. Second, the lack of MASLWR operational data within the core 

region (applicable to subchannel analysis) requires the use of user judgment to select 

and assign an uncertainty distribution to a parameter. Therefore, 12 uncertain 

parameters have been identified for evaluation. These parameters are considered 

influential on the selected figures of merit. Parameters are selected with the intention 
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that as design and analysis maturity improves, the characterization of uncertainty 

sources would advance as well. These parameters are separated into two categories: 

plant operation uncertainty (Table 4-6) and manufacturing uncertainty (Table 4-7). 

Footnotes are provided to offer more detailed information when required. 

 

Table 4-6:  Nominal operational parameter values and ranges of uncertainty. 

Parameter 
Nominal Uncertainty 

Value Reference Range Source 

Power 150 MW [2] ± 1.5% PWR operational 
uncertainty [38].* 

Core Exit 
Pressure 7.8 MPa Table 4-1 [2] ± 1.3% PWR operational 

uncertainty [38].* 

System Flow 596 kg/s Table 4-1 [2] ± 2.9% PWR operational 
uncertainty [38].* 

Inlet 
Temperature 491.8 K Table 4-1 [2] ± 0.9% PWR operational 

uncertainty [38].* 

Radial Power 
Factor  
(Hot Channel) 

1.15 

Average between 
min/max values, 
Figure 4-5.2.4.A 

[22]. 

± 8.7% 

Range between 
min/max values in 
Figure 4-5.2.4.A 

[22].† 

Axial Peaking 
Factor  
(Hot Channel) 

1.19 

Average between 
min/max values, 
Figure 4-5.2.4.B 

[22]. 

± 9.2 % 

Range between 
min/max values in 
Figure 4-5.2.4.B 

[22].† 
 

  

                                                 
*  These are operational uncertainties and are taken from North Anna Units 1 and 2. These reactors 

are of a 900 MWe Westinghouse PWR design. These values are selected because they present 
uncertainties found in an operating NPP. 

†  Uncertainty includes effect from fuel burn-up and flow rate. 



 
 

48 
 

Table 4-7:  Nominal manufactured values and ranges of uncertainty. 

Parameter 
Nominal Uncertainty 

Value Reference Range Source 
Grid Spacer 
Form Loss 0.86 [4] ± 20% Assumed value.‡ 

Clad OD  
(Hot Channel) 0.952 cm [2] ± 0.008 cm 

Sum of dimensional 
uncertainty 

associated with clad 
ID and clad 

thickness, Table 4.4 
[30]. 

Gap 
Conductivity 

0.28 
W/m-K 

Helium thermal 
conductivity model 
with MATPRO at 
700°C, Figure 4.6 

[30]. 

± 5% 
Experiment data 
bounds, Section 

4.4.5 [30]. 

Gap Thickness 0.006 cm [2] ± 0.0013 
cm 

Dimensional 
uncertainty 

associated with fuel 
pellet OD, Table 

4.4 [30]. 

UO2 Fuel 
Conductivity 

3.6 W/m-
K 

Average between 
200°C and 1000°C, 

Table 8.1A [27]. 

± 0.5 W/m-
K 

Experimental data 
bounds, Section 

4.4.1 [30]. 

Zirconium 
Conductivity 

14.0 
W/m-K 

Zircaloy at 500°C 
predicted by 

MATPRO, Figure 
4.5 [30]. 

+5/-3 
W/m-K 

Experimental data 
bounds, Section 

4.4.4 [30]. 

 

  

                                                 
‡  Because the grid spacer loss coefficient is an estimated value, it is assigned a large range of 

uncertainty. Grid spacer pressure drop is extensively tested on a design specific basis. It is expected 
that pressure drop experiments for MASLWR specific fuel assembly geometry will significantly 
reduce this uncertainty. 
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 Input Sampling 

Each uncertain input parameter must be assigned a distribution which will be 

propagated through the RELAP5-3D and VIPRE-01 system codes. For this study, 

each uncertain parameter is assigned a uniform distribution as this is considered 

conservative, relative to alternate commonly utilized distributions such as normal and 

binomial [6]. Additionally, each uncertain parameter is assumed independent from one 

another. In reality, it is likely some degree of dependence exists. This is especially true 

under natural circulation where at steady state, single phase flow rate is proportional to 

thermal power on the order 31Q  [39]. However, this assumption still allows valid 

comparisons between uncertainty and sensitivity results from RELAP5-3D and 

VIPRE-01.  

 

The uniform distribution is considered conservative because the extreme values (i.e., 

the minimum and maximum values) are equally likely to occur as the nominal value. 

The PDF for the uniform distribution is given by [40] 

[ ]
ab

xfbXa
−

==≤≤
1)(Pr . (4-38) 

where a  and b  are the minimum and maximum values a parameter can take. To 

sample from the PDF, it is converted into the cumulative probability distribution 

function (CDF), defined for the uniform distribution by [40] 
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Solving equation (4-39) for x  gives 

[ ]abxFax −+= )( , (4-40) 

where )(xF  represents the cumulative probability, ranging from 0 to 1.  

 

Simplified random sampling (SRS) is used to sample values from equation (4-40). To 

begin, a random number uniformly distributed between 0 and 1 is chosen. This 

random number is then substituted into equation (4-40) as )(xF . Solving equation (4-

40) now gives a randomly sampled value, x , for a given uncertain input parameter. In 
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this manner, values are uniformly sampled over the range of uncertainty for a specific 

parameter.  

 Uncertainty Analysis 

Uncertainty analysis seeks to characterize the total uncertainty in a system’s response 

given the cumulative effect of uncertainties found in the input parameters. This study 

employs sampling based uncertainty analysis methods [3]. Such methods provide 

accurate results for relatively little development cost. These advantages come with the 

caveat of requiring many data samples. Additionally, this study uses non-parametric 

methods. These methods do not assume a distribution shape for the final system 

response. Therefore, non-parametric methods are suitable for non-linear systems 

where it may be difficult to assign a parametric distribution. Finally, this study 

assumes that all output variables are either completely dependent on or independent 

from one another. Completely dependent variables are calculated through correlations 

of the remaining output variables (e.g., DNBR).  

 

Data generation required for uncertainty analysis begins through SRS of each input. 

Once a random value for each input is selected, these values are passed through the 

RELAP5-3D and VIPRE-01 system codes. Calculated values for each FOM are 

extracted and stored. This process continues until a sufficient number of data samples 

have been generated. 

 

To quantify uncertainty in a specific FOM, the output data must be synthesized into an 

empirical cumulative distribution function (ECDF) and plotted with confidence bands. 

This method is preferred as it preserves the true distribution shape of the output FOM, 

where a method such as Wilks’ method only expresses uncertainty as a single value. 

Additionally, a comparison of the Wilks' method and a Monte-Carlo calculation has 

shown the Wilks' method yields uncertainty values that exhibit large fluctuations when 

performed at the first-order [41]. Finally, a large number of data samples are required 
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for both the ECDF method and sensitivity analysis. Therefore, the same set of output 

data samples are used for both uncertainty and sensitivity analysis. 

 ECDF with Confidence Bands 

From [43], the empirical distribution function is defined as 
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where n  is the total number of samples and 
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Equation (4-41) can be expressed informally as 
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The ability of the ECDF to accurately represent the true output distribution is 

supported by the Glivenko-Cantelli Theorem, 
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n

x
xFxF , (4-44) 

which implies that the ECDF uniformly converges to the true distribution as n  

increases [43].  

 

There exists an additional source of uncertainty caused by statistical variation in the 

output FOM data. This variation is accounted for by assigning confidence bands over 

the entire range of the ECDF. A confidence band is derived from the Dvoretzky-

Kiefer-Wolfowitz (DKW) inequality 

222)(ˆ)(supPr εε n
n

x
exFxF −≤






 >− . (4-45) 

The confidence band for F  is given by 

{ }0,)(ˆmax)( nn xFxL ε−=  (4-46) 

and  
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{ }1,)(ˆmin)( nn xFxU ε+= , (4-47) 

where  







=
α

ε 2ln
2
1
nn  (4-48) 

and α−1  is the desired level of confidence [43]. )(xL  represents the lower 

confidence bound and )(xU  represents the upper confidence bound on the ECDF 

)(ˆ xFn . 

 

To demonstrate this method, Figure 4-10 shows the PDF and CDF for a normal 

distribution with a mean of zero and a standard deviation of one.  

 
Figure 4-10:  Normal distribution with mean of zero and standard deviation of one. 
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ECDF for that data set. In this example, assuming the number of data points was 

sufficiently large, the blue line shown in Figure 4-10 would now represent the ECDF 

for a normal distribution with a mean of zero and standard deviation of one. 

Confidence bands from the DKW inequality are then assigned (Figure 4-11). 

 

 
Figure 4-11:  Normal distribution ECDF with confidence bands. 
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intersection point between the 5th percentile, represented by the horizontal solid red 

line, and the upper confidence band. In this manner, the minimum or maximum 95 

percent probability value at the 95 confidence level can be determined. 

 Sensitivity Analysis 

Sensitivity analysis seeks to characterize the contribution individual uncertain 

parameters have on the total uncertainty in the system response [3]. Results from 

sensitivity analysis can be used to justify removing insignificant parameters from the 

overall analysis. Alternatively, sensitivity results can be used to identify significant 

parameters which may lack a sufficient knowledge base. This information can be used 

to focus experimental testing on those parameters which are highly influential on the 

system response. Regression analysis-based methods are commonly used to measure 

sensitivity [3]. This study applies a linear regression-based approach, specifically 

partial ranked correlation coefficients (PRCCs), are used as the primary measure of 

sensitivity. 

 Rank Transformation 

Due to the non-linear nature of thermal hydraulic calculations, linear regression-based 

sensitivity measures may not capture the full influence an input parameter has on the 

system response. However, if the system response and an input parameter exhibit a 

nonlinear yet monotonic relationship, rank transformation may be applied to convert 

the nonlinear relationship into a linear analogue. To perform rank transformation, each 

data point is assigned an integer value based on its relative ranking to all other data 

points in that vector. For example, the smallest data point is assigned a rank of 1, the 

second smallest a rank of 2, and so on [3]. Applying rank transformation to data which 

exhibits non-linear yet monotonic relationships can improve sensitivity analysis results 

[3]. 

 Scatter Plots 

Scatter plots provide a simple, qualitative measure of influence and are often used as 

the starting point for sensitivity analysis [3]. Scatter plots are created by plotting 
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ranked input data x  versus ranked output data y . Scatter plots allow for visual 

examination of the relationship between x  and y  and can qualitatively confirm 

whether that relationship is monotonic or non-monotonic. 

 Partial Rank Correlation Coefficients 

Correlation coefficients provide a measure of strength for the linear relation that exists 

between two variables x  and y  [3]. A correlation coefficient takes a value between  

1−  and 1. A positive value indicates a direct relationship between x  and y  while a 

negative value indicates an inverse relationship. The absolute value of the correlation 

coefficient gives a measure between 0 and 1. Values close to 1 indicate that x  is 

highly influential on y , while values close to 0 indicate x  has no influence on y . 

 

Due to the non-parametric sampling used during uncertainty analysis, the 

corresponding sensitivity analysis is global in nature [44]. While this is a more 

accurate representation of the system, it also means the correlation between x  and y  

is not solely a function of the influence x  has on y ; it is also affected by the influence 

other uncertain parameters px  have on y . To remove this secondary influence, a 

linear regression model is built in the form  

∑
≠
=

+=
nX

jp
p

ppj xccx
1

0ˆ  
(4-49) 

and  

∑
≠
=

+=
nX

jp
p

pp xbby
1

0ˆ , 
(4-50) 

where j  is the of current input parameter of interest, y  is the current FOM of interest, 

nX  is the total number of input parameters, and px  represents the remaining input 

parameters [3]. Two new variables are now defined: jj xx ˆ−  and yy ˆ−  [3]. These 
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variables represent input jx  and FOM y  with the linear effects of other inputs px  

having been removed. 

 

The partial correlation coefficient between jx  and y  is defined as 
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where  
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ˆ
ˆ , (4-53) 

and nS  is the total number of data samples [3]. Finally, solving equation (4-51) using 

rank transformed data yields the PRCC between input jx  and FOM y . 

 p-values 

A PRCC value which approaches zero indicates jx  has little influence on y . 

However, this does not claim that jx  has no influence y . In order to qualify such a 

claim, p-values are instead used. The common significance level of 0.05 is applied in 

this study [42]. If the p-value calculated between jx  and y  is > 0.05, it is claimed that 

jx  has no influence on y  under the set of evaluated input parameter uncertainties.  

 Summary 

The overall calculation methodology is separated into two phases: data generation and 

data processing. The data generation phase is performed via a Fortran 90 script. The 

RELAP5-3D and VIPRE-01 base models are programmed into this script. 
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Additionally, a desired range of uncertainty for each input parameter is specified. The 

script then performs SRS on each input to select a random value within that range. 

Using these values, either a RELAP5-3D or VIPRE-01 input deck is written to a 

separate text file. The script uses a system command to execute a RELAP5-3D or 

VIPRE-01 run using the generated input deck. Once complete, the resulting output file 

is read and the following values for the hot channel are stored: fuel centerline 

temperature, clad temperature, equilibrium quality, mass flux, local pressure, and heat 

flux. This process is repeated until N number of data samples have been recorded. 

Finally, all extracted output information is written to a text file for processing. 

 

The data processing phase is performed via MATLAB R2012b using routines from the 

Statistics Toolbox package. The previously generated results text file is read into 

MATLAB. A routine calculates CHF using linear interpolation on the 2006 AECL 

CHF look-up table. Confidence bands are calculated for each FOM using the DKW 

method. The PRCCs and p-values are also calculated using the "partialcorr" function 

from the MATLAB Statistics Toolbox package. Finally, MATLAB generates plots 

detailing uncertainty and sensitivity results. This overall calculation methodology is 

presented in Figure 4-12. 
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Figure 4-12:  Overall methodology summary. 
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5. RESULTS AND DISCUSSION 

RELAP5-3D and VIPRE-01 models of the MASLWR core were developed as 

described in Chapter 4. The calculation methodology shown in Figure 4-12 was 

applied using randomly sampled input values for the parameters identified in Table 

4-6 and Table 4-7. The same sampled values were applied to both RELAP5-3D and 

VIPRE-01 models. Uncertainty and sensitivity analysis was performed on the data set 

using the methods described in Chapter 4. Justification for the number of utilized 

samples is first discussed. 

 Influence of Sample Size 

Sample size N affects three factors: uncertainty analysis, sensitivity analysis, and 

calculation execution time. The sample size effects the uncertainty results in two 

related ways. First, equation (4-44) shows that as N increases, the ECDF will converge 

to the true system response. Second, equation (4-45) shows that the confidence band 

surrounding the ECDF shrinks as N increases. From equation (4-45), both these effects 

occur on the order 1 2N − . Sensitivity analysis requires that the number of samples is 

significantly greater than the number of uncertain inputs. Finally, preliminary 

calculations show RELAP5-3D requires approximately 60 seconds to complete a 

single execution. With these three factors in mind, a sample size of N equals 5000 was 

selected. To demonstrate the effect of N on uncertainty results, Figure 5-1 shows the 

DKW error term given by equation (4-48) plotted as a percent from N equals 50 to 

10,000 at the 95 percent confidence level.  
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Figure 5-1:  DKW error term versus increasing N. 

 

For a sample size of N equals 5000, the error term in Figure 5-1 is approximately 1.9 

percent. For uncertainty analysis, this means the 95th percentile of the true response is 

bounded by the 93.1th and 96.9th percentiles of the calculated ECDF at the 95 percent 

confidence level. Similarly, the 5th percentile of the true system response is bounded 

by the 3.1th and 6.9th percentiles of the calculated ECDF at the 95 percent confidence 

level. 

 RELAP5-3D and VIPRE-01 Model Results 

Prior to discussing uncertainty and sensitivity results, a comparison is made between 

the RELAP5-3D and VIPRE-01 thermal hydraulic predictions in the hot channel. 
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given a 95 percent confidence interval. Short dashed lines show the absolute minimum 

and maximum values seen in the 5000 samples at that location. Parameters related to 

the FOM chosen in Chapter 4 are discussed below. 

 Pressure 

Local pressure is the first parameter required to calculate CHF in equation (4-36). 

Figure 5-2 shows the local pressure in the hot channel predicted by RELAP5-3D and 

VIPRE-01. Pressure predictions between the two codes show good agreement. The 

downward trend in local pressure is explained by the decreasing static coolant pressure 

relative to the core exit as the vertical distance from the core inlet increases. Static 

pressure changes linearly with vertical distance, so the linear trend in Figure 5-2 is 

expected. 

 
Figure 5-2:  Local pressure in the hot channel. 
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 Mass Flux 

Mass flux is the second parameter required to calculate CHF in equation (4-36). Mass 

flux is defined as the ratio of coolant mass flow rate through a control volume to the 

cross sectional area of the respective control volume. In this study, focus is directed 

toward the limiting safety related location within the core; therefore, the hot channel 

assumes the control volume herein. The axial distribution of mass flux in the hot 

channel is presented in Figure 5-3.  

 
Figure 5-3:  Mass flux distribution through the hot channel. 
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attempt to further understand the discrepancies observed in explicit mass flux values 

between RELAP5-3D and VIPRE-01, mass flux is calculated at nominal conditions at 

zero power and with grid spacers removed (Figure 5-4). 

 
Figure 5-4:  Mass flux with no grid spacers and at zero power. 
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claims that any calculation deviations result from the computation within the codes 

rather than the construction of the models themselves. 

 Equilibrium Quality 

The final parameter required to calculate CHF is equilibrium quality. Equilibrium 

quality, defined in equation (4-37), is plotted in Figure 5-5 for RELAP5-3D and 

VIPRE-01. The predicted equilibrium quality distributions between the two codes are 

in good agreement with the largest deviations occurring near the core exit. This 

difference near the core exit may be tied to the computation of mass flux within the 

two codes. Note that the VIPRE-01 model predicts slightly higher values at the exit 

than that of RELAP, this directly correlates to a lower mass flux as can be seen in 

Figure 5-3. 

 
Figure 5-5:  Equilibrium quality in the hot channel. 
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VIPRE-01 show the bulk coolant never reaches saturation (i.e., equilibrium quality 

never exceeds zero). Equilibrium quality increases as thermal energy from the fuel 

rods is deposited into the coolant. The local magnitude of energy deposition is 

controlled by the axial power cosine shape. Integrating this profile over the length of 

the hot channel yields an expected sinusoidal profile for equilibrium quality. This 

trend is observed in Figure 5-5. 

 Heat Flux 

Local heat flux is required to calculate DNBR in equation (4-35). The heat flux 

detailed herein refers to the local heat transfer rate from the clad outer surface to the 

coolant per unit area. The axial heat flux distribution calculated by RELAP5-3D and 

VIPRE-01 is shown in Figure 5-6. Heat flux calculations between the two codes are in 

excellent agreement. At steady state, heat flux is a function of local power and clad 

OD. The overlapping heat flux distributions seen in Figure 5-6 verify that local power 

profiles and channel geometry are correctly entered into the RELAP5-3D and VIPRE-

01 models. 
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Figure 5-6:  Clad surface heat flux in the hot channel. 
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 DNBR 

As MDNBR was selected as a FOM, the hot channel DNBR profile is presented 

below. Figure 5-7 shows the local hot channel DNBR for RELAP5-3D and VIPRE-01. 

The DNBR was calculated during post-processing using equation (4-35). Local CHF 

was computed via the 2006 AECL CHF look-up table using linear interpolation 

between mass flux, pressure, and equilibrium quality.  

 
Figure 5-7:  Local DNBR in the hot channel. 
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seen in Figure 5-5 shifts this cosine profile such that the minimum DNBR occurs in 

the upper half of the hot channel. The deflections in minimum and maximum heat flux 

seen in Figure 5-6 are also reflected in the minimum and maximum DNBR profiles in 

Figure 5-7. 

 Fuel Centerline Temperature 

The second selected FOM is maximum fuel temperature. Because this value occurs at 

the fuel centerline, a discussion is given regarding the observed fuel centerline 

temperature profile. Figure 5-8 presents fuel centerline temperature calculated by 

RELAP5-3D and VIPRE-01. The resulting fuel centerline temperature distributions 

yield nearly analogous forms. This further supports the conclusion made from Figure 

4-7 that the gap modeling described by equation (4-20) is valid. Figure 5-8 shows that 

the fuel centerline temperature distribution follows a cosine shape. This is expected as 

the only nonuniform parameter affecting fuel centerline temperature is the axial power 

shape. This explains the deflections seen in the minimum and maximum temperature 

profiles, which are also seen in Figure 5-6. 
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Figure 5-8:  Fuel centerline temperature in the hot channel. 
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Figure 5-9:  Clad surface temperature in the hot channel. 
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balance to yield a constant clad surface temperature in the upper half of the hot 

channel. 

 Uncertainty Analysis Results 

As discussed in Chapter 4, the selected FOMs for uncertainty analysis are MDNBR, 

maximum fuel temperature, and maximum clad temperature. For each of the 5000 data 

samples, the value of each FOM was taken as the respective minimum or maximum 

value seen at any axial location within the hot channel. For each FOM, an ECDF is 

plotted using equation (4-41). Lower and upper confidence bounds are plotted using 

equations (4-46) and (4-47) at the 95 percent confidence level. 

 MDNBR 

As described above, an ECDF built from the MDNBR results calculated by RELAP5-

3D and VIPRE-01 (Figure 5-10).  

 
Figure 5-10:  The MDNBR ECDF plot. 
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Figure 5-10 shows good agreement between the RELAP5-3D and VIPRE-01 results, 

as expected given the agreement shown in Figure 5-7. Key ECDF values, ignoring 

confidence intervals, are summarized in Table 5-1. The span between the 5th and 95th 

percentiles predicted by RELAP5-3D and VIPRE-01 is 1.855 and 1.854, respectively. 

This correlates to a percent difference between the 5th and 95th percentiles of 25.07 

percent and 25.05 percent, respectively. 

 

Table 5-1:  MDNBR percentile values from 5000 samples. 

Code Min. 
Percentile 

Max. Mean 
5th 50th 95th 

RELAP5-3D 6.076 6.472 7.330 8.327 9.065 7.353 
VIPRE-01 6.077 6.473 7.331 8.327 9.062 7.354 

 

Acceptance criteria for MDNBR is taken from NUREG-800 Chapter 4.4, which states 

there should be a 95 percent probability at the 95 percent confidence level that the hot 

rod does not experience a DNB condition [34]. A DNB condition will occur whenever 

the MDNBR is less than 1.0. However, due to the uncertainty in the empirical 

correlations used to calculate CHF, additional margin above 1.0 is required. One 

common CHF correlation is the Westinghouse W-3 correlation, which has a minimum 

DNBR limit of 1.3 [16]. While a CHF correlation specific to the MASLWR design 

would likely have a different DNBR limit, a limit of 1.3 is applied in this study. To 

satisfy the statistical requirement in Chapter 4.4, MDNBR values are read from the 

upper bound of the 5th percentile in Figure 5-10. These values are 6.400 and 6.402 for 

RELAP5-3D and VIPRE-01 respectively. Because these values are greater than 1.3, 

the MASLWR design meets the DNBR safety requirement specified in NUREG-800 

Chapter 4.4 given the parameter uncertainties evaluated in this study. 

 

These MDNBR values are compared with those found in a large PWR plant, 

specifically the Westinghouse AP1000 design. For the AP1000, the MDNBR in a 

typical flow channel at nominal conditions is 2.80 [45]. While this value is 

approximately half that seen in Figure 5-10, it is recognized that this value was also 
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calculated using the Westinghouse WRB-2M CHF correlation. Unlike the generalized 

2006 AECL CHF look-up table, the WRB-2M correlation was designed specifically 

for AP1000 fuel assemblies. Therefore, core power density is also compared. The 

MASLWR core volume is approximated as a cylinder with an active fuel height of 

160.0 cm and radius of three assembly widths, or  64.4 cm. This yields a core power 

density of approximately 72 kW/L at a core thermal power of 150 MW. The AP1000 

has a core power density of 109.7 kW/L at a core thermal power of 3400 MW [45]. 

The lower core power density seen in the MASLWR supports the higher MDNBR 

value compared to the AP1000. 

 

 Maximum Fuel Temperature 

Maximum fuel temperature is the second evaluated FOM in this study. The maximum 

fuel temperature is taken as the highest fuel centerline temperature seen in the hot 

channel for each of the 5000 data samples. Figure 5-11 presents the ECDF of the 

maximum fuel temperature calculated by RELAP5-3D and VIPRE-01.  
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Figure 5-11:  The maximum fuel temperature ECDF plot. 

 

Figure 5-11 shows good agreement between the RELAP5-3D and VIPRE-01 

calculations. This is expected given the agreement seen in Figure 5-8. Key ECDF 

values, ignoring confidence intervals, are summarized in Table 5-2. The span between 

the 5th and 95th percentiles predicted by RELAP5-3D and VIPRE-01 is 216.6 K and 

216.7 K, respectively. This corresponds to a percent difference between the 5th and 

95th percentiles of 17.67 percent and 17.70 percent, respectively. 

  

Table 5-2:  Maximum fuel temperature [K] percentile values from 5000 samples. 

Code Min. 
Percentile 

Max. Mean 
5th 50th 95th 

RELAP5-3D 1044.4 1117.4 1217.3 1334.0 1450.6 1220.4 
VIPRE-01 1042.5 1115.9 1216.0 1332.6 1449.3 1219.0 
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Acceptance criteria for maximum fuel temperature is taken from NUREG-800 Chapter 

4.2, which prohibits fuel centerline melting during normal operation [33]. For LWR 

designs, the conservatively low fuel melting temperature of 2873 K is often used [27]. 

The 95 percent probability at the 95 confidence level is used to select maximum fuel 

temperature from Figure 5-11. This value is read from the lower bound of the 95th 

percentile. The RELAP5-3D and VIPRE-01 maximum fuel temperatures are 1347.3 K 

and 1345.6 K, respectively. Because these values are well below the 2873 K melting 

point, the MASLWR design satisfies the maximum fuel centerline temperature criteria 

established by NUREG-800 Chapter 4.2 given the parameter uncertainties evaluated in 

this study. 

 

The MASLWR fuel centerline temperature is compared to temperatures seen in a 

typical PWR. From Figure 8.22 in [27], the typical fuel rod centerline temperature at a 

linear power rate of 16.4 kW/m is approximately 1116 K. The core average linear 

power rate in the MASLWR design is 14.8 kW/m. Despite having a lower linear 

power rate, examining Figure 5-8 shows much of the MASWR fuel centerline 

temperature distribution lies above the 1116 K value; furthermore, the average 

maximum fuel temperature from Table 5-2 is approximately 1220 K. This higher fuel 

centerline temperature is credited to the different flow rates between the MASLWR 

design and a typical PWR. As seen in Figure 5-3, the average mass flux through the 

hot channel is approximately 1030 kg/s-m2. From [27], the average subchannel mass 

flux for a 3400 MW PWR design is approximately 3800 kg/s-m2, over three times 

higher than the MASLWR. This higher mass flux results from the forced convection 

used in all large PWR designs.  

 Maximum Clad Temperature 

Maximum clad temperature is the final FOM evaluated in this study. The maximum 

clad temperature is taken along the inner surface of the cladding and is tabulated 

through identification of the highest temperature exhibited on this surface for each of 

the 5000 data samples. Figure 5-12 presents the ECDF of the maximum clad 

temperature calculated by RELAP5-3D and VIPRE-01.  
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Figure 5-12:  The maximum clad temperature ECDF plot. 

 

Figure 5-12 shows good agreement between the RELAP5-3D and VIPRE-01 results. 

Key ECDF values, ignoring confidence intervals, are summarized in Table 5-3. The 

span between the 5th and 95th percentiles predicted by RELAP5-3D and VIPRE-01 is 

24.0 K and 23.9 K, respectively. This corresponds to a percent difference between the 

5th and 95th percentiles of 3.96 percent and 3.95 percent, respectively.  

 

Table 5-3:  Maximum clad temperatures [K] percentile values from 5000 samples. 

Code Min. 
Percentile 

Max. Mean 
5th 50th 95th 

RELAP5-3D 587.1 593.3 602.4 617.3 632.3 603.6 
VIPRE-01 587.1 593.3 602.4 617.2 632.2 603.5 
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Acceptance criteria for maximum clad temperature is taken from NUREG-800 

Chapter 4.2, which requires the avoidance of clad overheating to prevent fuel failure 

during operation [33]. However, Chapter 4.2 also states that fuel failures associated 

with clad overheating will not occur as long as DNBR margin is satisfied. As 

previously discussed, evaluations made in this study show a DNB condition will not 

occur in the MASLWR core under steady state operation. Therefore, the clad 

temperature requirement is satisfied according to NUREG-800 Chapter 4.2. 

 

Maximum clad temperature is of greater concern during a transient event, particularly 

a LOCA. In this event, clad temperature may increase rapidly due to the loss of 

cooling. If the zirconium cladding temperature rises too far (greater than 1477.6 K), 

then the cladding may undergo an exothermic reaction with water to form zirconium 

oxide and hydrogen gas [27]. To compare against this value, maximum clad 

temperatures were selected from Figure 5-12 as the lower bound of the 95th percentile. 

RELAP5-3D and VIPRE-01 maximum clad temperatures are determined as 619.0 K 

and 619.0 K, respectively. As expected for steady state operation, these values are 

much lower than the 1477.6 K limit. 

 Sensitivity Analysis Results 

A sensitivity analysis was performed using the same FOM data set analyzed during 

uncertainty analysis. The sensitivity of each FOM to the 12 uncertain parameters listed 

in Table 4-6 and Table 4-7 was determined. Scatter plots are presented using rank 

transformed data, with one representing the smallest value and 5000 the largest value 

in a data set. The PRCCs and p-values are calculated using the "partialcorr" function 

from the MATLAB Statistics Toolbox package. The PRCCs describe how much 

influence each parameter has on the uncertainty in a FOM relative to one another. The 

p-values are used to provide a context for whether or not a parameter has a statistically 

significant influence on a FOM. It is emphasized that these p-values are limited to the 

range of uncertainty assigned to each input parameter, that is, a change in the 

evaluated uncertainty range will change the calculated p-values. If a parameter has a 
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p-value <0.05, then that parameter is said to have a statistically significant influence 

on the corresponding FOM [42]. Neither the PRCC nor p-value indicate the magnitude 

of change a FOM will experience given a perturbation in the uncertain parameter. 

Finally, each parameter's relative influence is ranked based on the absolute value of its 

PRCC value. A rank of one indicates that parameter has the highest influence on a 

FOM and rank 12 indicates the lowest influence. 

 MDNBR 

The minimum departure from nucleate boiling ratio is taken as the smallest DNBR 

value seen in the hot channel for each of the 5000 data samples. Sensitivity scatter 

plots for RELAP5-3D and VIPRE-01 are presented in Figure 5-13 and Figure 5-14, 

respectively. 
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(a) Power 

 
(b) Pressure 

 
(c) System Flow 

 
(d) Inlet Temperature 

 
(e) Radial Power Factor 

 
(f) Axial Power Factor 
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(g) Grid Spacer Form Loss 

 
(h) Clad OD 

 
(i) Gap Conductivity 

 
(j) Gap Distance 

 
(k) UO2 Fuel Conductivity 

 
(l) Zirconium Conductivity 

 
Figure 5-13:  RELAP5-3D MDNBR ranked sensitivity plots.  
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(g) Grid Spacer Form Loss 

 
(h) Clad OD 

 
(i) Gap Conductivity 

 
(j) Gap Distance 

 
(k) UO2 Fuel Conductivity 

 
(l) Zirconium Conductivity 

 
Figure 5-14:  VIPRE-01 MDNBR ranked sensitivity plots.  
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Examining Figure 5-13 and Figure 5-14 show both codes indicate the axial power 

factor and radial power factor have a strong influence on MDNBR. These two 

parameters effect the local heat flux distribution seen in the hot channel. Equation (4-

35) shows that local heat flux is directly used to calculate DNBR. Additionally, the 

axial and radial power factors have a larger range of uncertainty relative to that of 

other influential parameters. Therefore, the high influence the axial and radial power 

factors have on MDNBR is expected. The PRCCs, p-values, and rank of each 

parameter against MDNBR are shown in Table 5-4. 

 

Table 5-4:  MDNBR sensitivity analysis results. 

Parameter RELAP5-3D VIPRE-01 
PRCC p-value Rank PRCC p-value Rank 

Power -0.893 < 0.05 3 -0.893 < 0.05 3 
Pressure -0.825 < 0.05 4 -0.824 < 0.05 4 
System Flow 0.339 < 0.05 7 0.341 < 0.05 7 
Inlet Temperature -0.518 < 0.05 6 -0.522 < 0.05 6 
Radial Power Factor -0.996 < 0.05 2 -0.996 < 0.05 2 
Axial Power Factor -0.996 < 0.05 1 -0.996 < 0.05 1 
Grid Spacer Form 
Loss -0.017 0.23 9 -0.017 0.22 9 

Clad OD 0.708 < 0.05 5 0.681 < 0.05 5 
Gap Conductivity -0.009 0.54 10 -0.007 0.60 10 
Gap Distance 0.005 0.72 12 0.004 0.76 12 
UO2 Fuel 
Conductivity -0.018 0.19 8 -0.017 0.22 8 

Zirconium 
Conductivity -0.007 0.60 11 -0.007 0.62 11 

 

Table 5-4 confirms that the axial and radial power factors have the highest influence 

on MDNBR. Core power and system pressure are shown to be the 3rd and 4th most 

influential parameters on MDNBR. Core power also affects local heat flux, but on a 

global scale. System pressure has a direct impact on local pressure, which is used to 

calculate local CHF in equation (4-36).  
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Clad OD, inlet temperature, and system flow are the 5th, 6th, and 7th most influential 

parameters respectively. Clad OD is another parameter which affects local heat flux. 

Inlet temperature and system flow have a direct impact on equilibrium quality and 

mass flux in the hot channel. Because these two quantities are used to calculate local 

CHF in equation (4-36), inlet temperature and system flow are expected to influence 

MDNBR.  

 

The remaining parameters have a p-value > 0.05 and are interpreted has having no 

significant influence on MDNBR relative to the parameters discussed above. It is 

noted that the p-value reflects grid spacer influence on a global scale. As RELAP5-3D 

and VIPRE-01 are lumped parameter codes, it is difficult to capture the localized 

effect grid spacers may have on MDNBR. Finally, gap conductivity, gap distance, 

UO2 conductivity, and zirconium conductivity do not impact local heat flux at steady 

state conditions. Therefore, these parameters are expected to have no influence on 

MDNBR. 

 Maximum Fuel Temperature 

The maximum fuel temperature is taken as the highest fuel centerline temperature seen 

in the hot channel for each of the 5000 data samples. Sensitivity scatter plots for 

RELAP5-3D and VIPRE-01 are presented in Figure A-10 and Figure A-11 

respectively. The PRCCs, p-values, and rank of each parameter against maximum fuel 

temperature are shown in Table 5-5.  

 

Table 5-5:  Maximum fuel temperature sensitivity analysis results. 

Parameter RELAP5-3D VIPRE-01 
PRCC p-value Rank PRCC p-value Rank 

Power 0.771 < 0.05 6 0.771 < 0.05 6 
Pressure 0.160 < 0.05 9 0.155 < 0.05 9 
System Flow -0.015 0.28 11 -0.017 0.23 11 
Inlet Temperature 0.137 < 0.05 10 0.143 < 0.05 10 
Radial Power Factor 0.991 < 0.05 3 0.991 < 0.05 3 
Axial Power Factor 0.991 < 0.05 2 0.991 < 0.05 2 
Grid Spacer Form -0.006 0.69 12 -0.006 0.68 12 
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Loss 
Clad OD 0.225 < 0.05 8 0.224 < 0.05 8 
Gap Conductivity -0.720 < 0.05 7 -0.723 < 0.05 7 
Gap Distance 0.975 < 0.05 4 0.976 < 0.05 4 
UO2 Fuel 
Conductivity -0.992 < 0.05 1 -0.992 < 0.05 1 

Zirconium 
Conductivity -0.809 < 0.05 5 -0.810 < 0.05 5 

 

Table 5-5 shows the most influential parameter on maximum fuel temperature is UO2 

conductivity. This is expected as the UO2 conductivity directly affects the ability to 

conduct thermal energy from the fuel centerline to the outer fuel pellet surface. The 2nd 

and 3rd most influential parameters are the axial and radial power factors. As with 

MDNBR, these two parameters control local power generation within the hot channel.  

 

The 4th, 5th, and 7th most influential parameters are gap distance, zirconium 

conductivity, and gap conductivity. These parameters all affect the cumulative thermal 

resistance between the fuel pellet and the coolant. The 6th most influential parameter is 

system power, which affects heat generation within the hot channel on a global scale.  

 

The 8th, 9th, and 10th most influential parameters are clad OD, system pressure, and 

system inlet temperature respectively. These parameters have significantly smaller 

PRCC values than the first seven most influential parameters, but still have p-values < 

0.05. Clad OD affects the thermal resistance between the fuel pellet and the clad 

surface. System pressure and system inlet temperature affect the heat transfer 

coefficient from the clad surface to the coolant. With the exception of system power, it 

is noted that clad OD, system pressure, and system inlet temperature have relatively 

small ranges of uncertainty compared to the other more influential parameters. 

 

System flow and the grid spacers will affect the mass flux through the hot channel and 

thus affect the heat transfer between the clad surface and the coolant. However with p-

values > 0.05, the uncertainty in maximum fuel temperature caused by system flow 
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and the grid spacer loss coefficient is statistically insignificant relative to the effect of 

the remaining ten parameters. 

 Maximum Clad Temperature 

The maximum clad temperature is taken as the highest clad inner wall temperature 

seen in the hot channel for each of the 5000 data samples. Sensitivity scatter plots for 

VIPRE-01 and RELAP5-3D are presented in Figure A-12 and Figure A-13 

respectively. The PRCCs, p-values, and rank of each parameter against maximum clad 

temperature are shown in Table 5-6.  

 

Table 5-6:  Maximum clad temperature sensitivity analysis results. 

Parameter RELAP5-3D VIPRE-01 
PRCC p-value Rank PRCC p-value Rank 

Power 0.299 < 0.05 8 0.300 < 0.05 8 
Pressure 0.528 < 0.05 5 0.521 < 0.05 5 
System Flow -0.061 < 0.05 9 -0.063 < 0.05 9 
Inlet Temperature 0.346 < 0.05 6 0.347 < 0.05 6 
Radial Power Factor 0.876 < 0.05 2 0.878 < 0.05 2 
Axial Power Factor 0.839 < 0.05 3 0.839 < 0.05 3 
Grid Spacer Form 
Loss -0.001 0.96 12 0.000 0.99 12 

Clad OD 0.659 < 0.05 4 0.656 < 0.05 4 
Gap Conductivity -0.003 0.85 11 -0.003 0.85 11 
Gap Distance -0.308 < 0.05 7 -0.308 < 0.05 7 
UO2 Fuel 
Conductivity -0.019 0.18 10 -0.018 0.19 10 

Zirconium 
Conductivity -0.977 < 0.05 1 -0.977 < 0.05 1 

 

Table 5-6 shows the most influential parameter on maximum fuel temperature is the 

zirconium clad conductivity. This is expected as the zirconium conductivity directly 

affects the ability to conduct thermal energy from the inner clad surface to the outer 

clad surface. The 2nd and 3rd most influential parameters are the radial and axial power 

factors. As before, these two parameters control local power generation within the hot 

channel. 
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The 4th, 5th, and 6th most influential parameters are clad OD, system pressure, and inlet 

temperature respectively. Clad OD changes the distance from the inner clad surface to 

the outer clad surface. This in turn affects the total thermal resistance between the 

inner clad surface and the outer clad surface. System pressure and inlet temperature 

both affect the subcooled nucleate boiling heat transfer coefficient between the clad 

and coolant calculated via the Chen correlation. 

 

The 7th most influential parameter is gap distance. At steady state conditions, the inner 

clad surface temperature depends only on the thermal resistance network between the 

inner surface and the coolant. Therefore, it is expected that gap distance would have 

no influence on the maximum clad temperature. However, in the geometric model 

used in this study, gap distance also affects the inner clad radius. This in turn changes 

the clad thickness and thus the total thermal resistance to the coolant. This highlights 

the need to understand any interdependencies which may exist between parameters. 

 

The 8th and 9th most influential parameters are power and system flow. As before, the 

system power affect heat generation within the hot channel on a global scale. System 

flow affects the mass flux through the hot channel, and thus impacts the heat transfer 

coefficient between the clad and coolant. It is noted that the PRCC between system 

flow and maximum clad temperature is significantly smaller than the remaining 

influential parameters. 

 

With p-values > 0.05, UO2 conductivity, gap conductivity, and grid spacer loss 

coefficient have no statistically significant effect on maximum clad temperature 

relative to the other parameters. As previously discussed, UO2 conductivity and gap 

conductivity do not affect the thermal resistance between the inner clad surface and 

coolant at steady-state conditions. Therefore, these parameters are not expected to 

influence maximum clad temperature. Given the relatively little impact grid spacers 

have on the mass flux in the hot channel, the grid spacer loss coefficient is not 

expected to significantly influence maximum clad temperature.  
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6. CONCLUSIONS 

This study was performed to increase confidence in the thermal hydraulic safety 

analysis of a new reactor design through the application of uncertainty and sensitivity 

analysis methods. To fulfill this purpose, an uncertainty and sensitivity analysis 

methodology was developed and demonstrated through RELAP5-3D Version 4.0.3 

and VIPRE-01 Mod 2.2.1. Several observations can be drawn from the successful 

application of this methodology. 

 Observations 

First, in order to facilitate an impartial comparison between the RELAP5-3D and 

VIPRE-01 results, an effort was made to reduce any bias caused by the deployment of 

the MASLWR core model itself. Differences between the RELAP5-3D and VIPRE-01 

models, specifically gap conduction, were shown to cause no bias in the final results. 

This claim is further supported by the overall good agreement seen between RELAP5-

3D and VIPRE-01 during uncertainty and sensitivity analysis. Furthermore, it was 

demonstrated that differences in hot channel flow rate resulted from calculations 

internal to RELAP5-3D and VIPRE-01 and not the employed MASLWR model. 

 

Knowing that any differences in results stem from the RELAP5-3D and VIPRE-01 

codes themselves, a valid comparison of the uncertainty associated with each selected 

FOM can be made. It was shown that the RELAP5-3D and VIPRE-01 predicted hot 

channel MDNBR, maximum fuel temperature, and maximum clad temperature are in 

good agreement. Furthermore, the predicted MDNBR, maximum fuel temperature, 

and maximum clad temperature satisfy the acceptance criteria found in NUREG-800 

under the input parameter uncertainty ranges evaluated in this study. This supports the 

statement that the MASLWR design is safely operable at steady state conditions. 

 

Finally, to give further insight into the uncertainty results discussed above, several 

observations can be made regarding the sensitivity of each uncertain parameter on the 
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selected FOMs. First, it is noted that the radial and axial power shapes have a high 

influence on all three FOMs. This is attributed to the fact that these parameters control 

the magnitude of the local phenomena which dictate each FOM response. 

Additionally, these two parameters have been assigned a relatively large range of 

uncertainty compared to the remaining inputs. It is also noted that certain parameters 

which are highly influential on some FOMs have little impact on other FOMs. These 

facts highlight the importance of assigning accurate uncertainty ranges to each input 

parameter. This also demonstrates the value of evaluating many uncertain parameters 

at once, versus limiting the number of parameters as done in the RS uncertainty 

analysis method. 

 Limitations & Assumptions 

The following limitations and assumptions should be considered when weighing the 

previously stated observations. First, the evaluated range of uncertainty assigned to 

each parameter will dictate the final uncertainty and sensitivity analysis results. Many 

of the parameter ranges used in this study come from sources relating to large NPPs. 

While these ranges are considered suitable because they reflect actual uncertainties in 

an operating NPP, it is recognized that uncertainties specific to the MASLWR would 

be different. Second, the MASLWR core model used in this study has been developed 

with the intention of reducing modeling bias between RELAP5-3D and VIPRE-01. 

Such models would require validation against experimental data before the presented 

FOM values could be considered best estimate results. Finally, evidence in the results 

points to the existence of interdependencies between both the input parameters and 

output quantities. The methodology employed in this study assumed such 

interdependencies did not exist. 

 Future Work 

This study was intended as the first attempt to characterize uncertainty in the 

subchannel analysis of the MASLWR core. Future studies should include: 

• Input parameter uncertainty ranges validated for the MASLWR design. 
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• Correlations to account for the interdependencies visible between both the 

input parameters and the output quantities.  

• Inclusion of additional uncertainty and sensitivity analysis metrics, such as 

those found in the U.S. NRC's State-of-the-Art Reactor Consequence Analysis 

(SOARCA) project [46]. 
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NOMENCLATURE 

Symbols 

A   Flow cross sectional area. 
cA   Cross flow cross sectional area. 

rA   Surface area at radius r. 
),( yxc j   Partial correlation coefficient between jx  and y . 

GD   Outside diameter of the guide tube. 

HD   Hydraulic diameter. 

RD   Outside diameter of the fuel rod. 

nε   Dvoretzky-Kiefer-Wolfowitz error term. 
)(xerfc   Complementary error function. 

f   Turbulent wall friction factor. 
)(xf   Probability distribution function. 

Gf   Total fraction of guide tubes 

Hf   Horizontal pitch length fraction. 

Pf   Total fraction of fuel rod pitch. 

Rf   Total fraction of fuel rods. 

subf   Total fraction of a single subchannel. 

Vf   Vertical pitch length fraction. 
)(xF   Cumulative distribution function. 
)(ˆ xFn   Empirical cumulative distribution function. 

hotF   Desired radial power factor in the hot channel. 

RF   Radial power factor. 

ZF   Axial power factor. 
G   Mass flux. 

lG   Local mass flux. 
h   Heat transfer coefficient. 

fh   Saturated fluid enthalpy. 
gh   Saturated vapor enthalpy. 
lh   Local fluid enthalpy. 

k   Thermal conductivity. 
K   Grid spacer form loss coefficient. 

GK   Recommended later flow resistance. 

iK   Lateral flow resistance at connection i. 
L   Length. 



 
 

97 
 

)(xL   Empirical CDF lower confidence band. 
CL   Centroid distance. 

GL   Gap width. 

volumeL   Length of an axial volume. 
µ   Fluid dynamic viscosity. 
N   Number of data samples. 

iN   Rod rows between channel centroids at connection i. 
p∆   Pressure loss. 
Rφ   Radial power profile. 

Zφ   Axial power profile. 

valp   p-value. 
P   Fuel rod pitch. 

wetcP ,   Wetted perimeter of cross flow connection. 

heatP   Heated perimeter. 

lP   Local fluid pressure. 

RP   Power generated in a fuel rod. 
avgRP ,   Core average power generated in a fuel rod. 

ZP   Power generated within an axial volume. 
avgZP ,   Rod average axial volume power generation. 

wetP   Wetted perimeter. 
CHFq"   Local critical heat flux. 
localq"   Local heat flux. 

rq   Heat transfer in radial direction. 
ρ   Fluid density. 
r   Radial axis. 
R   Radius of the core. 

Re   Reynolds number. 
T   Temperature. 

)(xU   Empirical CDF upper confidence band. 
mV   Mean (mass weighted) fluid velocity. 
jx   Input parameter of interest. 
px   Remaining input parameters. 

lX   Local equilibrium quality. 
y   Output variable of interest. 
z   Vertical axis. 
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Acronyms 

ADS 

 

Automatic Depressurization System 

AOO 

 

Anticipated Operational Occurrence 

ATWS 

 

Anticipated Transient without Scram 

CDF 

 

Cumulative Distribution Function 

CHF 

 

Critical Heat Flux 

CSAU 

 

Code Scaling, Applicability, and Uncertainty 

DKW 

 

Dvoretzky-Kiefer-Wolfowitz 

DNB 

 

Departure from Nucleate Boiling 

DNBR 

 

Departure from Nucleate Boiling Ratio 

DOE 

 

Department of Energy 

ECCS 

 

Emergency Core Cool System 

ECDF 

 

Empirical Cumulative Distribution Function 

EPRI 

 

Electric Power Research Institute 

FOM 

 

Figure of Merit 

GDC 

 

General Design Criteria 

HEU 

 

Highly Enriched Uranium 

IAEA 

 

International Atomic Energy Association 

ID 

 

Inner Diameter 

LEU 

 

Low Enriched Uranium 

LOCA 

 

Loss-of-Coolant Accident 

LWR 

 

Light Water Reactor 

MASLWR Multi Application Small Light Water Reactor 

MDNBR 

 

Minimum Departure from Nucleate Boiling Ratio 

NERI 

 

Nuclear Energy Research Initiative 

NPP 

 

Nuclear Power Plant 

NRC 

 

Nuclear Regulatory Commission 

OD 

 

Outer Diameter 

OSTR 

 

Oregon State TRIGA Reactor 

OSU 

 

Oregon State University 
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PDF 

 

Probability Distribution Function 

PRCC 

 

Partial Ranked Correlation Coefficient 

PSSCDM Pennsylvania State Statistical Core Design Methodology 

PWR 

 

Pressurized Water Reactor 

RPV 

 

Reactor Pressure Vessel 

RS 

 

Response Surface 

SAFDL 

 

Specified Acceptable Fuel Design Limit 

SG 

 

Steam Generator 

SMR 

 

Small Modular Reactor 

SOARCA 

 

State-of-the-Art Reactor Consequence Analysis 

SRS 

 

Simplified Random Sampling 
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APPENDIX A (SUPPLEMENTARY INFORMATION) 

 Flow Channel Type Diagrams 

Diagrams showing geometry of each channel type are provided for clarity. A typical 

17x17 PWR fuel assembly is shown. The highlighted section shows the specific 

channel geometry being modeled by each channel type. This geometry is common to 

every flow channel of that type regardless of the actual channel location within the 

fuel assembly. 

 

 
Figure A-1:  Flow channel type 1; channel at assembly corner. 
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Figure A-2:  Flow channel type 2; channel at assembly edge. 

 
Figure A-3:  Flow channel type 3; square subchannel with no guide tube. 
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Figure A-4:  Flow channel type 4; square subchannel with guide tube. 

 

 
Figure A-5:  Flow channel type 5; lumped 2x5 channel. 
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Figure A-6:  Flow channel type 6; lumped 2x5 channel. 

 

 
Figure A-7:  Flow channel type 7; lumped 4x4 channel. 
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Figure A-8:  Flow channel type 8; lumped one-quarter assembly. 

 

 
Figure A-9:  Flow channel type 9; lumped full assembly. 
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 Cross Flow Geometry 

The MASLWR core model described in Chapter 4 features 70 different crossflow 

paths. These paths allow transverse crossflow between adjacent subchannels. A 

detailed description of these paths is presented in Table A-1. 

 

Table A-1:  Cross flow path descriptions. 

Gap 
Number 

From 
Channel 

To 
Channel iK  Pf  Rf  Gf  Hf  Vf  

1 1 2 0.5 0.5 0.5 0.0 1.0 0.0 
2 1 6 0.5 0.5 0.5 0.0 0.0 1.0 
3 2 3 0.5 0.5 0.5 0.0 1.0 0.0 
4 2 7 0.5 1.0 1.0 0.0 0.0 1.0 
5 3 4 0.5 0.5 0.5 0.0 1.0 0.0 
6 3 8 0.5 1.0 1.0 0.0 0.0 1.0 
7 4 5 0.5 0.5 0.5 0.0 1.0 0.0 
8 4 9 0.5 1.0 1.0 0.0 0.0 1.0 
9 5 10 0.5 1.0 1.0 0.0 0.0 1.0 
10 5 26 1.3 0.5 0.5 0.0 1.5 2.0 
11 6 7 0.5 1.0 1.0 0.0 1.0 0.0 
12 6 11 0.5 0.5 0.5 0.0 0.0 1.0 
13 7 8 0.5 1.0 1.0 0.0 1.0 0.0 
14 7 12 0.5 1.0 1.0 0.0 0.0 1.0 
15 8 9 0.5 1.0 1.0 0.0 1.0 0.0 
16 8 13 0.5 1.0 1.0 0.0 0.0 1.0 
17 9 10 0.5 1.0 1.0 0.0 1.0 0.0 
18 9 14 0.5 1.0 1.0 0.0 0.0 1.0 
19 10 15 0.5 1.0 1.0 0.0 0.0 1.0 
20 10 26 0.9 1.0 1.0 0.0 1.5 1.0 
21 11 12 0.5 1.0 1.0 0.0 1.0 0.0 
22 11 16 0.5 0.5 0.5 0.0 0.0 1.0 
23 12 13 0.5 1.0 1.0 0.0 1.0 0.0 
24 12 17 0.5 1.0 1.0 0.0 0.0 1.0 
25 13 14 0.5 1.0 1.0 0.0 1.0 0.0 
26 13 18 0.5 1.0 1.0 0.0 0.0 1.0 
27 14 15 0.5 1.0 1.0 0.0 1.0 0.0 
28 14 19 0.5 1.0 1.0 0.0 0.0 1.0 
29 15 20 0.5 1.0 1.0 0.0 0.0 1.0 
30 15 26 0.8 1.0 1.0 0.0 1.5 0.0 
31 16 17 0.5 1.0 1.0 0.0 1.0 0.0 
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32 16 21 0.5 0.5 0.5 0.0 0.0 1.0 
33 17 18 0.5 1.0 1.0 0.0 1.0 0.0 
34 17 22 0.5 1.0 1.0 0.0 0.0 1.0 
35 18 19 0.5 1.0 1.0 0.0 1.0 0.0 
36 18 23 0.5 1.0 1.0 0.0 0.0 1.0 
37 19 20 0.5 1.0 0.5 0.5 1.0 0.0 
38 19 24 0.5 1.0 0.5 0.5 0.0 1.0 
39 20 25 0.5 1.0 0.5 0.5 0.0 1.0 
40 20 26 0.9 1.0 1.0 0.0 1.5 1.0 
41 21 22 0.5 1.0 1.0 0.0 1.0 0.0 
42 21 27 1.3 0.5 0.5 0.0 2.0 1.5 
43 22 23 0.5 1.0 1.0 0.0 1.0 0.0 
44 22 27 0.9 1.0 1.0 0.0 1.0 1.5 
45 23 24 0.5 1.0 1.0 0.0 1.0 0.0 
46 23 27 0.8 1.0 1.0 0.0 0.0 1.5 
47 24 25 0.5 1.0 0.5 0.5 1.0 0.0 
48 24 27 0.9 1.0 1.0 0.0 1.0 1.5 
49 25 26 1.3 1.0 1.0 0.0 1.5 2.0 
50 25 27 1.3 1.0 1.0 0.0 2.0 1.5 
51 26 28 1.0 4.5 4.5 0.0 2.0 0.0 
52 26 30 2.3 2.0 2.0 0.0 1.0 4.5 
53 27 29 1.0 4.5 4.5 0.0 0.0 2.0 
54 27 30 2.3 2.0 2.0 0.0 4.5 1.0 
55 28 30 2.3 2.0 2.0 0.0 1.0 4.5 
56 28 31 2.9 4.5 3.5 1.0 5.5 2.0 
57 29 30 2.3 2.0 2.0 0.0 4.5 1.0 
58 29 32 2.9 4.5 3.5 1.0 5.5 2.0 
59 30 31 3.5 4.5 2.5 1.5 6.5 2.5 
60 30 32 3.5 4.5 2.5 1.5 2.5 6.5 
61 31 33 4.5 8.5 6.0 2.5 0.0 9.0 
62 31 34 6.6 8.5 8.5 0.0 12.5 4.5 
63 32 33 4.5 8.5 6.0 2.5 9.0 0.0 
64 32 36 6.6 8.5 8.5 0.0 4.5 12.5 
65 33 34 6.6 8.5 8.5 0.0 12.5 4.5 
66 33 36 6.6 8.5 8.5 0.0 4.5 12.5 
67 34 35 8.5 17.0 17.0 0.0 17.0 0.0 
68 34 37 8.5 17.0 17.0 0.0 0.0 17.0 
69 36 37 8.5 17.0 17.0 0.0 17.0 0.0 
70 36 38 8.5 17.0 17.0 0.0 0.0 17.0 
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 Sensitivity Analysis Scatter Plots 

Sensitivity scatter plots are presented for maximum fuel temperature and maximum 

clad temperature using rank transformed data ranging from one to 5000. RELAP5-3D 

results are presented in red while VIPRE-01 results are presented in blue. Each subplot 

shows the correlation between the given FOM and a single uncertain input parameter. 
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(a) Power 

 
(b) Pressure 

 
(c) System Flow 

 
(d) Inlet Temperature 

 
(e) Radial Power Factor 

 
(f) Axial Power Factor 
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(g) Grid Spacer Form Loss 

 
(h) Clad OD 

 
(i) Gap Conductivity 

 
(j) Gap Distance 

 
(k) UO2 Fuel Conductivity 

 
(l) Zirconium Conductivity 

 

Figure A-10:  RELAP5-3D maximum fuel temperature ranked sensitivity plots. 
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(a) Power 

 
(b) Pressure 

 
(c) System Flow 

 
(d) Inlet Temperature 

 
(e) Radial Power Factor 

 
(f) Axial Power Factor 
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(g) Grid Spacer Form Loss 

 
(h) Clad OD 

 
(i) Gap Conductivity 

 
(j) Gap Distance 

 
(k) UO2 Fuel Conductivity 

 
(l) Zirconium Conductivity 

 

Figure A-11:  VIPRE-01 maximum fuel temperature ranked sensitivity plots. 
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(a) Power 

 
(b) Pressure 

 
(c) System Flow 

 
(d) Inlet Temperature 

 
(e) Radial Power Factor 

 
(f) Axial Power Factor 
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(g) Grid Spacer Form Loss 

 
(h) Clad OD 

 
(i) Gap Conductivity 

 
(j) Gap Distance 

 
(k) UO2 Fuel Conductivity 

 
(l) Zirconium Conductivity 

 

Figure A-12:  RELAP5-3D maximum clad temperature ranked sensitivity plots. 
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(a) Power 

 
(b) Pressure 

 
(c) System Flow 

 
(d) Inlet Temperature 

 
(e) Radial Power Factor 

 
(f) Axial Power Factor 
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(g) Grid Spacer Form Loss 

 
(h) Clad OD 

 
(i) Gap Conductivity 

 
(j) Gap Distance 

 
(k) UO2 Fuel Conductivity 

 
(l) Zirconium Conductivity 

 

Figure A-13:  VIPRE-01 maximum clad temperature ranked sensitivity plots. 
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