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Abstract—Software-Defined Networking (SDN) is a new networking paradigm that decouples the forwarding and control planes—traditionally being coupled with one another—while adopting a logically centralized architecture aiming to increase network agility and programability. While many efforts are currently being made to standardize this emerging paradigm, careful attentions need to be paid to security at this early design stage too, rather than waiting until the technology becomes mature, thereby potentially avoiding previous pitfalls made when designing the Internet in the 80’s. This article focuses on the security aspects of SDN networks. We begin by discussing the new security pros that SDN brings and by showing how some of the long-lasting issues in network security can be addressed by exploiting SDN capabilities. Then, we describe the new security threats that SDN is faced with and discuss possible techniques that can be used to prevent and mitigate such threats.

I. WHAT’S SDN?

Just when you start getting used to the IT buzzwords, such as mobile clouds [1], internet of things [2], and network virtualization [3], the IT people hit you with a new one. Software-Defined Networking (SDN) received a great attention from the academia and industry recently, and quickly became the new buzzword. This new networking paradigm (illustrated in Fig. 1) is based on the idea of decoupling the network’s control plane from the forwarding plane, which results in turning traditional network’s complicated routing devices into simple switches whose job is merely to follow the policy that is depicted by an intelligent and programmable logically centralized controller. This is different from traditional networks shown in Fig. 2, where routing devices are performing both forwarding and control functions in a distributed fashion using static protocols.

In addition to those core differences that distinguish SDN networks from traditional ones, there are also implementation details that are specific to SDN networks. Unlike traditional networks where networking devices decide how an incoming packet should be handled based solely on its IP destination address, SDN follows a flow-based forwarding scheme where multiple header fields depict how the incoming packet should be handled. Furthermore, all network devices in SDN networks are recording traffic statistics, something that was performed by only few devices (if any) in traditional networks.

SDN brings promising opportunities to network management in terms of simplicity, programability and elasticity. These opportunities were quickly recognized by big industrial corporations which started at an early stage funding research projects that aim at developing SDN. Today, the major networking vendors such as Cisco are releasing network infrastructure that supports SDN [4]. Furthermore, the paradigm turned to be just what is needed for managing cloud and data centers. In fact, Google has revealed the use of SDN for managing the networking infrastructure of their data centers [5]. While many efforts are currently made to improve and standardize SDN, we believe that further attention should be paid to security.

In this article, we analyze SDN from a security perspective with the objective of shedding the light on the new security capabilities and the new security threats that are brought by this new paradigm. The remaining is organized as follows. Section II briefly explains how the SDN paradigm works. Section III analyzes the security advantages that SDN brings while highlighting what characteristics differentiate SDN from traditional networks, and how these characteristics can be exploited to improve network security. Section IV discusses the new security issues that SDN faces, and describes what techniques could be used to prevent, mitigate or recover from some of these issues. Section V describes the current state of the SDN standards with respect to security. Finally, Section VI summarizes and concludes the article.

II. HOW DOES SDN WORK?

Since the forwarding and the control planes are separated in the SDN paradigm, we explain next how each plane works. Throughout this section, we refer to Fig. 1 for illustration.

**Forwarding Plane:** This plane is made up of simple switches that are interconnected to form the physical network. The role of these switches is to forward packets based on the control plane’s routing policy. In order to achieve this role, each switch maintains a forwarding table whose entries are basically forwarding rules that get installed by the control plane. Each rule in the table is made up of three fields: pattern field, counter field and action field. The pattern field defines a flow which is basically a set of packet header fields values. Upon the reception of a packet, the switch searches its forwarding table trying to find a rule whose pattern field matches the packet’s header values. Once such a rule is found, the rule’s counter field gets incremented and the rule’s action field gets executed, which could be: i) forward the packet as it is or after modifying some of its header fields to a specific port ii) drop the packet or iii) report the packet back to the controller.

**Control Plane:** This plane represents the network brain and is responsible for monitoring the network, making routing decisions, and programming the physical network how to behave. It is made up of three main layers: the Network Operating System layer, the Network Abstraction layer and the Application layer. As for the Network Operating System, it is connected to each switch in the network using a duplex link. This layer collects state information from the network switches such as: connectivity
three core characteristics that differentiate SDN networks from traditional ones from a security perspective. We discuss next each one of those characteristics explaining why traditional networks lack these characteristics, and how each one can be exploited to improve network security.

A. Global Network View

The fact that the controller in the SDN paradigm has a global network view is perhaps SDN’s greatest security advantage over traditional networks. This global network view is attributed to centralization and to the fact that all the elements in the network are collecting and reporting traffic statistics. This is different from traditional distributed networks whose devices require exchanging lots of information and waiting for a convergence time in order to infer partially the state of the remaining parts of the network, and where only few devices (if any) are logging traffic statistics. The security advantages that the global network view brings to the SDN paradigm are the following:

1) Network-Wide Intrusion Detection. The global network view allows the SDN controller to run a network-wide Intrusion Detection System (IDS) that analyzes the traffic statistics collected from all the network switches in order to detect malicious traffic. This is different from traditional networks, where IDS is a device that is usually installed on a certain part of the network and thus provides limited detection capabilities as it has limited visibility. After collecting traffic statistics from the SDN switches, there are two ways for an IDS to operate:

   i) Misuse Detection: which is based on the idea of building profiles, called signatures, for known attacks. The behavior of the network is monitored constantly and an intrusion is reported if the monitored behavior matches any of those signatures.

   ii) Anomaly Detection: The network traffic is profiled when no malicious activity is going on by basically capturing the general characteristics of the packets originating from trusted hosts within the network while running trusted applications. An intrusion is reported if the network behavior deviates significantly from those profiles.

Each one of those two detection mechanisms has its pros and cons. Anomaly Detection has the ability to identify new attacks and requires less in-depth knowledge about malicious behavior. However, this method produces more false positive alarms compared to Misuse Detection as a deviation from the profiled traffic may not be necessary a malicious behavior but rather a new normal behavior different from the profiled one. Researchers are still investigating improvements for the IDS framework in SDN with special focus on reducing processing overhead, increasing detection accuracy and making the framework adaptive where new normal or malicious behavior can be learned automatically.

2) Detection of Malicious Switch Behavior: The global network view not only supports more efficient detection of intrusions originated from malicious traffic, but also helps in detecting network switches’ malicious behavior. Consider for example the case where a networking device is dropping some or all incoming packets creating a black hole. Identifying which routing device is responsible for this hole helps in detecting network switches’ malicious behavior.

III. SDN Security Pros

The new structure of the SDN paradigm brings great benefits to the networking scheme. The way the functionalities are abstracted in the SDN paradigm allows writing high-level software applications to manage the network without worrying how to configure the underlying physical network. This is only one of numerous advantages that SDN brings. Our aim is not to discuss those numerous general benefits (e.g. see [6] for further details), but rather to focus on those related to security. We identify three core characteristics that differentiate SDN networks from traditional networks:

1. Abstraction: The Control Plane of the SDN architecture is responsible for writing high-level policies for the Forwarding Plane, which distributes these rules to the network switches.

    a) Forwarding Table:

        - Switching: A network switch in the Forwarding Plane looks up the destination address of the incoming packet to find the correct output interface. It consults its Forwarding Table to determine which interface to use.

    b) Network States:

        - Link Utilization: The network state represents links, where the edge’s weight represents the link’s delay or utilization. The Application layer takes one or multiple representations as input, runs a certain algorithm that finds a routing policy that achieves certain objectives such as minimizing delay or avoiding link over-utilization. The Abstraction layer is to extract suitable network representation views out of these collected data as it has a global view of the entire network. An example of a network representation is a graph where vertices represent switches and edges represent links, where the edge’s weight represents the link’s delay or utilization. The Application layer takes one or multiple representations as input, runs a certain algorithm that finds a routing policy that achieves certain objectives such as minimizing delay or avoiding link over-utilization, and returns a set of forwarding rules that get passed back to the Network Operating System which distributes these rules to the network switches.

Fig. 1: an SDN network.

Fig. 2: a traditional network.
that is a non-easy task in traditional networks. Probing techniques that are usually used in those networks, such as Traceroute [7], may not be effective for detection as the malicious switch may forward properly only those probes to hide its malicious behavior. Identifying such misbehaving behavior is easier in the SDN paradigm as switches report periodically to the control plane the number of received, forwarded and dropped packets. By analyzing these reports, the misbehaving switch can be identified, or at least the list of suspected switches would be narrowed down. This is done even when the malicious switch claims in its report that all its incoming packets are forwarded properly to its neighbors as the neighboring switches’ reports will indicate correctly how many packets were actually received from that switch. However, it is still hard to differentiate packet droppings caused by link errors from those originating from malicious behavior. This is even further challenging when multiple malicious switches collude together to hide their malicious activity.

3) **Network Forensics.** Finally, the fact that the control plane logs the global view of the network over time facilitates performing forensic analysis. One can return back to the logged traffic in order to understand how an undetected attacks was performed, something that is very helpful for developing effective defensive mechanisms against future instances of those attacks. Furthermore, this helps in identifying and isolating compromised hosts in addition to tracing back the person/organization behind those attacks.

### B. Self-Healing Mechanisms

Another characteristic that distinguishes SDN from traditional networks is the fact that it is supplied with self-healing mechanisms. *Conditional rules* are an example of such mechanisms that were introduced to the SDN paradigm in [8]. These rules are installed on the switches by the control plane and get activated once a certain condition is met. The condition is usually related to the switch’s collected statistics, such as having the number of packets belonging to a certain flow received during a certain period of time exceeds a predefined threshold. The activated rule specifies how the switch should respond when the specified condition is met. These reactions provide automated resiliency against attacks. The reaction specified by the conditional rule could be to drop the packets specified by the rule or to forward those packets through different paths to mitigate the load on certain parts of the network. This provides resiliency against Denial of Service (DoS) attacks targeting network hosts or network links. The reaction could be to modify the destination address of certain packets so that they get delivered to a *honeypot*, which is an isolated and monitored host that is used as a trap to collect further information about malicious activities. This redirection is done in a stealthy way without having the originator of the traffic observe that. This is very useful for detecting *botnets*, which are a set of connected compromised hosts, that are controlled by an attacker and used as a platform to launch distributed attacks against other parts of the network.

### C. Increased Control Capabilities

SDN networks have more control capabilities compared to traditional networks. This is attributed to the adoption of the flow-based scheme in SDN, where multiple header fields define how packets should be handled in the network rather than relying merely on the destination address as in traditional networks.

Thus the SDN controller can have better access control by specifying what types of packets should be carried within the network based on the payload type, the source address or any other header field value. The rules installed by the controller can for example allow only TCP packets that are originating from a certain host to be routed through the network. This helps in limiting malicious traffic from entering to or from originating from any switch in the SDN network. This is different from traditional networks, where networking devices forward packets blindly, leaving access decisions to the receiving end where a firewall usually sits and is required to inspect the payloads of all delivered packets.

### IV. SDN Security Threats and Countermeasures

Having explained the security advantages that SDN brings which could be summarized in Table I, we explain now the new security threats and attacks that the SDN paradigm is exposed to. This section divides those attacks and threats into three categories based on what part of the SDN paradigm they target, i.e., the forwarding plane, the control plane or the links connecting the two planes. Countermeasure techniques that could be used to prevent, mitigate or recover from some of those attacks are also described while highlighting the challenges encountered when developing these defensive mechanisms.

#### A. Forwarding Plane Attacks and Countermeasures

We describe first some of the security threats the SDN’s forwarding plane faces, as well as some possible countermeasures.

**Switch DoS:** Given that current switches have limited storage capacity and that the rules produced by the controller should cover all flows (all header fields possibilities), it becomes clear that it is next to impossible to store all these rules in current switches. A reactive caching mechanism is thus adopted instead

<table>
<thead>
<tr>
<th>SDN Characteristic</th>
<th>Attributed to</th>
<th>Security Use</th>
</tr>
</thead>
</table>
| Global Network View | • Centralization  
• Traffic Statistics Collection | • Network-Wide Intrusion Detection  
• Detection of Switch’s Malicious Behavior  
• Network Forensics |
| Self-Healing Mechanisms | • Conditional Rules  
• Traffic Statistics Collection | • Reactive Packet Dropping  
• Reactive Packet Redirection |
| Increased Control Capabilities | • Flow-based Forwarding Scheme | • Access Control |
in current SDN implementations where whenever a switch does not find a matching rule for the flow of one of its incoming packets, the packet gets stored temporary on a switch buffer, and a query is sent to the controller asking for the missing rule. Once that rule is received, the packet gets processed based on that rule and the rule gets cached in the switch’s forwarding table so that the next packets of that flow get processed directly.

This reactive caching mechanism makes switches vulnerable to a DoS attack where a malicious user floods the switch with packets of large payloads that belong to different flows. The rules of some of these flows may not be cached in the forwarding table which requires sending queries to the control plane. As a result, the switch ends up storing some of those large packets in its buffer waiting for the control responses. This buffer can be filled up quickly, especially if those packets have large payloads, causing legitimate packets belonging to new flows to be dropped as there is no enough space on the buffer to store those packets.

Multiple solutions were proposed to address this attack. One solution is proactive caching, where switches don’t wait to receive new packets to request rules, but rather cache a priori as many rules as their table can fit. This technique turns out to be very efficient especially when combined with using aggregate rules, where the installed rules cover ranges of header fields rather than single values, which compresses the number of needed rules. Finally, having a low delay on the links that connect switches with the control plane helps processing the buffered packets quickly, making this attack harder to take place. We will discuss later how to maintain low switch-controller communication delay.

Packet Encryption and Tunnel Bypassing: The adoption of the flow-based forwarding scheme allows SDN networks to customize how packets with different payloads are to be treated. This could be used for access control purposes, where the controller can specify what types of packets are allowed to flow inside and through the network. Packets with different payloads must be dropped or sent to the controller for further inspection.

Although the flow-based scheme brings new network management capabilities, it is not clear how this scheme should deal with encrypted packets where not all the packet’s header fields are visible to the network switches. In fact, entire packets (headers and payloads) can be concealed from the network switches by creating tunnels that encapsulate an encryption of those packets within other packets. Once those packets are received at the other end of the tunnel, the inner packet gets decrypted, decapsulated and routed based on the policy of the new network that the other end of the tunnel belongs to. These encrypted packets and tunnel connections allow malicious users to skip their network border and bypass their network’s access control policy. This can be addressed as in [9] by constructing models to identify the payload type of the encrypted packets based on analyzing traffic statistics such as message length, inter-packet arrival times, etc.

B. Control Plane Attacks and Countermeasures

We now discuss some potential attacks and their countermeasures, arising from the centralized nature of SDN’s control plane.

DDoS Attack: The control plane is susceptible to Distributed Denial of Service (DDoS) attacks where multiple compromised hosts distributed in the network may synchronously flood the network switches with packets. Since not all rules will already be available in the switches’ tables, many queries will be generated and sent to the controller which ends up utilizing the controller’s processing power causing legitimate queries to be delayed or dropped.

One solution to such attacks is replication, where multiple physical controllers manage the network rather than a single one. However, the forwarding plane should continue to operate as if a single controller is programming the entire network. This is referred to as logical centralization and requires these multiple controllers to be connected to each other via secure links in order to maintain consistent rules all the time and to arrange how they should split up managing the network.

When replication is adopted, each switch will be connected to multiple controllers, and one of those controllers will be selected to be the master for that switch. Queries are directed to the master controller in the general case or to one of the remaining connected controllers when the master fails. The amount of queries generated by the switches, the processing capabilities of the controllers and the switch-controller link delays are all taken into account when assigning which controller should be the master for each switch in the network. This is done with the objective of balancing the load on the controllers while also minimizing the switch-controller communication delays. These assignments need not be static but can rather be dynamic, where a controller with high load can ask one of the remaining light loaded controllers to become the master for some of its assigned switches. This helps in keeping the load balanced among the controllers and provides resiliency against DDoS attacks.

When multiple controllers manage the network, deciding where to deploy these controllers is an important design question from a performance and resiliency perspectives. The distance separating the switch from its master controller is a key factor to be taken into account when making those placements. Keeping this distance short guarantees low delay on the switch-controller communication link, which improves network responsiveness and makes it harder for switch DoS attacks to take place.

The controller placement problem is illustrated using the Internet2 OS3E topology which is made up of a set of interconnected switches as shown in Fig. 3(a), and where $k$ replicated controllers need to be deployed on some network nodes. We are searching for a placement that minimizes the average switch-master delay, where each switch selects the controller reached with the shortest path to be its master. The problem is known to be NP-hard [10], and thus finding global optimal placements becomes computationally infeasible as the size of the network and/or the number of controllers grow. However, suboptimal solutions can still be obtained by clustering the switches into $k$ clusters, with each cluster containing a set of switches that are geographically close to one another. Fig. 3(b) shows the resulting clusters, when using $k$-Means [11], for the OS3E topology when $k = 7$, where switches belonging to different clusters are marked by different shapes/colors, and cluster centers are marked by ‘x’. Next, for each cluster, the node that has the least average shortest-path distance to the remaining cluster members is selected for controller placement as illustrated in Fig. 3(b). We also show in Fig. 3(c) the global optimal controllers placement which was obtained by a brute-force search. Observe that five out
Clustering-based controller placement.

This requires further investigation.

In addition to switch-controller delays, there are other factors that should be taken into account when making controller placements. For example, the ability to maintain switch-controller connectivity when some links get compromised is an important factor that needs to be accounted for when deciding on where to place controllers. This requires further investigation.

Compromised Controller Attacks: We discussed previously how to make the controller robust against DDoS failures. But we did not discuss the scenario when the attacker, somehow, gains access to the controller, putting all switches controlled by the compromised controller under the mercy of the attacker. The compromised controller can program those switches to drop all incoming traffic, or use them as a platform to launch serious attacks against other targets, such as directing all received packets to a victim so as to deplete its resources.

SDN must have some sort of resiliency against compromised controller attacks. Control replication could be used to resist such attacks. However, this solution will not be efficient if all the controllers are installed on similar platforms as they would all share the same vulnerabilities, allowing the attacker to break into all of them once it succeeds to break into one of them. Diversity among the platforms hosting those controllers is thus an essential condition for this resiliency technique to work. Furthermore, switches no longer query and receive responses from a master controller but rather communicate with all of the controllers that they are connected to. A majority voting technique can be used to decide what rule to follow in case different rules were received from the connected controllers. A switch connected to $2m + 1$ controller in that case would be resilient to up to $m$ compromised controllers. Observe that the larger the number of controllers the switch is connected to, the higher it is resilient to be controlled by a compromised controller. Deciding how many controllers each switch should be connected to can be formulated as an optimization problem as in [12] while taking the processing capacity of those controllers as a constraint and where each switch in the network has a different security requirement (e.g. switches on the edge of the network have lower security requirement compared to those in the core of the network).

Sending unencrypted communication messages on the link connecting the control and forward planes clearly makes the link susceptible to a man-in-the-middle attack. The attacker in that case can infer the control policy by eavesdropping the communication exchanged on the link. Even worse, the rules sent from the controller can be tampered or new rules can be fabricated giving the attacker full control over the switch. Thus it is clear that the link layer must be secured against those attacks. Encryption must be used to prevent eavesdropping while the encrypted message need to include some proof of the entity who originated those messages. A timestamp needs also to be included in the encrypted messages in order to prevent replay attacks, where a malicious user collects the encrypted rules sent by the controller, and sends them back at a latter point of time causing the switch to return back to use old policy rules.

C. Forwarding-Control Link Attacks and Countermeasures

For convenience, a summary of the security issues that SDN networks are exposed to along with possible countermeasures that we discussed in this section is provided in Table II.

V. SDN Standards: OpenFlow’s Robustness to Security Threats

We explained in previous sections the pros and cons of the SDN paradigm from a security perspective. We discuss in this section the current state of the SDN standards in terms of exploiting SDN’s security capabilities and of adopting countermeasures against the newly exposed security threats. We focus on OpenFlow as it was the first released SDN standard and as it has gone through multiple revisions before becoming now widely deployed by networking vendors [13]. Our discussion are based on the standard’s latest specifications released in December, 2014 [14].

Many of the SDN security advantages are exploited well in OpenFlow as the standard’s specifications require switches to collect traffic statistics and to adopt the flow-based forwarding scheme. However, OpenFlow neither enforces switches to support conditional rules nor specifies how such rules should be handled. This limits the SDN’s self-healing ability as reactions to malicious traffic are not triggered directly by switches, but could be triggered by generating new rules by the controller later after analyzing the traffic statistics collected by the switches.

As for OpenFlow’s countermeasures, the standard supports proactive rule caching though reactive rule caching is more widely used. However, the standard completely ignores how
the incoming packets should be handled when some of their headers are hidden due to encryption. Although controller replication is supported in OpenFlow, no specifications were released regarding where to place the replicated controllers or how to make master controller selection [14]. Furthermore, dynamic master control assignment is not directly supported by OpenFlow and master control assignment is not directly supported by OpenFlow, no specifications were released regarding where to place the replicated controllers or how to make master controller selection [14]. Finally, one of the major security concerns with OpenFlow is the fact that it leaves it optional of whether or not to encrypt the controller-switch communication channel [14], which makes this channel completely vulnerable to the threats discussed in Section IV-C. We anticipate that future releases of SDN standards will address these raised concerns.

VI. CONCLUSION

We explained in this article how SDN works and analyzed its pros and cons from a security perspective. In summary, three key characteristics give SDN great security advantages over traditional networks, which are: the global network view, the self-healing mechanisms and the additional control capabilities. While SDN provides promising solutions to many security problems, it is also exposed to new threats and attacks targeting the forwarding plane, the control plane, or the links connecting the two planes. Several preventive and mitigation techniques were also described to address some of those security issues. The current state of the SDN standards was also analyzed with respect to security. We hope that SDN networks will exploit further the paradigm’s security advantages while also addressing the new security concerns in the future.
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