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Gusset plates are an important component of bridges. They are thick sheets of steel that join steel 

members together using fasteners and also strengthen their joint. Transportation agencies regularly 

evaluate and rate their inventories of gusset plate connections using visual inspection, which is very 

costly. To address this issue, we have developed a new interactive software tool, called Gusset Plate 

Inspection Tool (GPIT) that analyses images of gusset plates using computer vision. This tool is aimed at 

rapidly and accurately collecting field measurements from the images and analyzing the connection 

plate geometry interactively. To the best of our knowledge, this represents the first attempt at achieving 

accurate measurements directly from image pixels. 

GPIT consists of the following modules: Target detection and Perspective removal, Boundary marking, 

Fastener detection and grouping and Member Analysis. The result of each module acts as an input to 

the next. The final stage of image analysis involves a series of calculations. To address the requirement 

of precise output from these calculations, this tool enables human interaction. The GPIT allows two 

modes of analysis ςautomatic and manual. The former allows the user to batch process a set of images 

and the latter permits individual handling of a single image. 

GPIT has been evaluated in a user study by a set of students from both civil and computer engineering 

following the standard heuristics of qualitative evaluation of software systems. The response is overall 

positive. GPIT has been deployed and is in use by departments of transportation in Oregon, Arizona and 

Washington. 
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1 Introduction 
Bridges built over valleys, water bodies serve as a vital transportation link. One of the critical 

components of a bridge is a gusset plate. Gusset plates are thick sheets of steel that are used to 

connect beams and girders to columns- commonly referred as ΨŎƻƴƴŜŎǘƛƻƴǎΩ, shown in Fig.1. They serve 

not only to join steel members together, but also to strengthen their joint. They can be fastened to a 

permanent member either by bolts and rivets or welding or a combination of the three. They are made 

in different shapes and sizes, also customizable to the fit [1]. Transportation agencies evaluate and rate 

their inventories of gusset plate connections by visual inspection.   

 

 

Figure 1 Examples of different gusset plates serving as the input images for the tool 

 

Figure 2 Example of a bridge 

http://en.wikipedia.org/wiki/Beam_(structure)
http://en.wikipedia.org/wiki/Girder
http://en.wikipedia.org/wiki/Columns
http://en.wikipedia.org/wiki/Rivet
http://en.wikipedia.org/wiki/Welding
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Gusset plate connection evaluations require accurate drawings that detail the plate, member, and 

fastener geometries. These structural details should also accurately reflect the as-built conditions. For 

some connections, as-built information may not be available or the available drawings may not 

represent the actual field conditions. Currently these evaluations of gusset plates are done manually by 

Ǿƛǎǳŀƭ ƛƴǎǇŜŎǘƛƻƴΦ {ǳŎƘ ǇǊƻŎŜŘǳǊŜ ǊŜǉǳƛǊŜǎ ƘƛƎƘ ŜȄǇŜǊǘƛǎŜ ŀƴŘ ŘƻŜǎƴΩǘ ƎǳŀǊŀƴǘŜŜ ŀƴ ŜǊǊƻr free output. 

This method is slow and inefficient. 

To address these issues, we have developed a new interactive computer vision system for analysis called 

Gusset Plate Inspection Kit (GPIT). GPIT enables rapid and accurate collection of field measurements for 

connection plate geometry. The method uses close-range photogrammetric techniques to rectify images 

taken with consumer grade cameras using flat-field and fisheye lenses and then performs additional 

geometric calculations that are required for the connection study. We have demonstrated the technique 

on full-scale gusset plates in the laboratory and in the field. Dimensional measurements from the 

processed images provided results that are as good as or better than conventional field measurements 

and with tolerances below what most engineers require for calculation of gusset plate connection 

capacity. This technique provides a new tool for bridge engineers to quickly collect gusset plate 

geometry that can be used in connection evaluations and rating, and can further enhance bridge 

management tasks.  

To the best of our knowledge, this is the first interactive computer vision system equipped with these 

capabilities. It marks a pioneering attempt in achieving accurate measurements by pixel processing. 

Handling this problem has potential to revolutionize the current bridge maintenance activities. It would 

also provide a prospective platform for the merging of various other related activities into the current 

tool. 

1.1 Motivation 

Gusset plate connections are very complicated bridge elements. For this reason, many researchers have 

looked into using finite element modeling (FEM) in order to really determine how these connections 

behave.  

FEM is guided by the physical observations and is used to estimate the effects of load on bridges. It also 

aids in calculating shear strength, investigating bridge failures etc. on a computer. However, since these 

connections need to be investigated and analyzed often by bridge owners more simplified methods are 

needed. Development of good, detailed finite element models is prohibitively time consuming to be 

used frequently by these agencies. 
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After the collapse of the I-35W Bridge in Minneapolis, MN in 2007, gusset plate connections have 

become a focus of transportation agencies. Several approaches have been developed to aid engineers in 

evaluation of gusset plates including the Federal Highway Administration (FHWA) (2009) [3] load rating 

guideline; finite element analyses of gusset plates in the I-35W Bridge, Hao et al. (2010) [4] and [5]; 

expected rating factor formulas considering block-shear and Whitmore sections [6]; simple and rapid 

ranking methods to identify likely vulnerable gusset plates Higgins et al. (2010) [7]; and a procedure to 

eliminate detailed checking of gusset plates that have adequate capacity Berman et al. (2011)  [8].  

Regardless of the approach considered, connection evaluations and analysis require accurate geometric 

data of the gusset plate as inputs. Current methods used to measure, collect, and archive field 

geometric data are time consuming, expensive, and are highly susceptible to errors. This is especially 

true for finite element analysis where all the fastener locations and dimensions of the gusset plate must 

be established. For this level of detail, sketches, notes, and qualitative photographs do not provide 

sufficient fidelity to accurately characterize connection geometry. New techniques are needed to 

effectively capture field data to hasten the complex and time consuming task of steel truss bridge 

connection evaluation Higgins et al. (2010)  [2].  

Visual inspection methods are now beginning to deploy supporting technologies that can improve and 

accelerate structural evaluations McCrea et al. (2002) [9]. One type of technology is digital image 

processing, which has been utilized in various civil engineering fields. Several researchers implemented 

digital image technologies for assessment and inspection of steel, concrete and reinforced concrete 

structures. Although using digital image processing to detect a crack on a concrete surface is difficult 

due to voids, blemishes, shading, and shapes of cracks, it has attracted broad interest and been studied 

by several researches such as Ito et al. (2002) [10], Dare et al. (2002) [11], Fujita et al. (2006) [12], 

Yamaguchi and Hashimoto (2006) [13], Yamaguchi et al. (2008) [15], and Yamaguchi and Hashimoto 

(2009) [14]. Lee and Chang (2005) [16] used digital image processing for the assessment of rust defects 

on steel bridges. Liu et al. (2006) [17] utilized image processing methods to detect rivets for aircraft lap 

joints.   

1.2 Problem Statement  

Evaluation of gusset plate connections is an important segment in bridge health examination process. 

The evaluation procedure can be broadly divided into a set of phases requiring a strict adherence to 

serial order. The following is the list of the steps in the necessary sequence 
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1. Target detection 

2. Perspective removal 

3. Boundary marking 

4. Fastener detection 

5. Fastener grouping. 

The current process of connection assessment involves a tedious task of human hand drawing the 

gusset plate to scale and computing the geometric tasks physically. This procedure is heavily time taking 

and vulnerable to errors. This process of connection evaluation can be improved by implementing 

computer vision techniques functions on the connection images. The idea is to computerize the system 

using vision techniques. It however comes with a challenge of unavailability of reference as this has 

been the very first attempt at digitizing the connection judgment methodology. This marks as a 

spearheading effort in the digitized version of performing bridge management tasks. 

1.3 Challenges 

The final stage of evaluation involves a series of calculations, such as, computing fastener shear 

strength, bearing resistance at fastener holes, whitmore and blocks shear checks and compression and 

shear plane checks among many other. These computations involve various parameters and use the 

detections drawn in the previous stages of the tool. There is a need to output these results in 

appropriate units such as inches, kips etc. As these calculations are completely based on the geometrical 

analysis performed on the plate images, they are highly sensitive to the possible mistakes. A few 

incorrect derivations may lead to a serious variation in the results. Among many other challenging 

requirements associated with the problem at hand, high precision output and a low processing time are 

paramount. 

Apart from the above, many other problems are anticipated given the gusset plate condition. 

The images provided hold a remarkable perspective. This has to be removed to start off the actual 

processing. However, there is only image taken for every single gusset plate. This makes the perspective 

removal task nontrivial due to the unavailability of referential information. 

The gusset plate connections are not uniformly conditioned in terms of appearance. They are usually 

rusty and tainted. A few gusset plates have writings and markings on them which may lead to faulty 

detections.  
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The pictures are taken in broad day light which have created bright spots on the images resulting in a 

significant data loss. A few images also include dark shadows of either the person taking the pictures or 

the shadows of the elements in the images like fasteners. These shadows and bright spots create a 

striking intensity difference affecting the detections.  

Further, the gusset plates are not consistently shaped or sized. This induces difficulty in drawing 

patterns and extracting conclusive deductions from their physical appearance. Another important task 

involved in connection evaluation is locating the precise coordinates of fasteners. Fasteners are not 

always of the same size, color, shape or kind. There exist two different kinds of fasteners ς bolts and 

rivets. In addition, given the initial perspective of the image, the shapes and sizes of fasteners closer to 

the plate boundaries appear different relative to the fasteners in the center. These factors remain 

unchanged even after the image is corrected. This makes the fastener detection task challenging. 

The background of sea and sky in few images create an almost camouflaging effect resulting in a 

minimum change in the intensity values. Therefore, there exists a danger of losing object detections in 

the backend noise.  

In conclusion, the digitization of connection evaluation process should deal with the aforementioned 

challenges while not compromising on the accuracy and delivery speed of the output. It should also 

ensure the easy user accessibility and robustness -a system that could work for all the possible cases of 

gusset plate connections. 

 

 

 

 

 

 

 

 

 



6 
 

 
 

2 Our Approach 

In order to achieve high precision in the least possible time, while simultaneously handling the above 

mentioned challenges, we have developed an interactive interface to help the user perform and record 

the detections on the gusset plate images using computer vision techniques. The user could also provide 

continued feedback and edit the detections for improved results. 

This approach is aimed at an orderly execution of the stages of the connection evaluation and facilitates 

easy navigation. 

2.1 Software tool ς Gusset Plate Inspection Tool (GPIT) 

The software tool developed to evaluate gusset plate images includes both automated and manual 

features; automated - for batch processing a set of images and manual - for individually working with 

each image in particular. 

A structural engineer is required to provide a set of images to GPIT in the beginning. The tool would 

constantly guide the engineer through a series of stages. At every stage, the engineer could monitor the 

detection results and input the required parameters for calculation of the output. He/she can also 

change the settings to recalculate for an improved result. The following is the list of stages that have to 

be performed in order. 

1. Target detection 

2. Perspective removal 

3. Boundary marking 

4. Fastener detection 

5. Fastener grouping. 

The final stage succeeding the above, allows the user to compute the actual end results that are saved 

to a physical folder in a text file. Output of each stage acts as an input to the next one. Hence the 

precision of the output cannot be compromised, thus requiring the user to provide continued feedback 

turning the system into a semi-automatic one. 

Given an image of the gusset plate, the first step involves removing the perspective. Perspective 

removal uses a reference object with known geometry and dimensions. This object is cross shaped 

metal structure attached near the center of the gusset plate connection. This beam is supposed to span 

as much possible area of the plate as it can, to make the perspective removal efficient.  
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In the next step we delineate the boundary of just the gusset plate without the connecting beams. This 

is followed by the detection of fasteners (bolts/rivets). We then group the detected fasteners into 

individual units, also called members and further inspect their arrangement in the next stage. At every 

stage, the user is provided access to edit the generated output in a simple manner. The user would also 

be guided at every level with notifications and texts for easily gliding through the application. 

In the analysis phase, a series of calculations such as computing the fastener shear strength, bearing 

resistance at fastener holes, whitmore and block shear checks, compression and shear plane checks for 

each member of the gusset plate are executed. 

2.2 Organization of thesis 

Chapters 3, 4, 5, 6, 7 detail each stage of connection evaluation. Each chapter encapsulates problem 

statement together with the associated challenges and solution description. Literature review is 

distributed for each task, presented in corresponding chapters and is cross-referenced. 

Chapter 8 presents the description of graphical user interface of the created software tool (GPIT) both 

for the automated and manual section.   

Chapter 9 presents the qualitative review of GPIT ŀǎǎŜǎǎŜŘ ŀŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ ǳǎŜǊΩǎ ŦŜŜŘōŀŎƪΦ 

Chapter 10 and 11 presents conclusion and bibliography respectively. 
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3 Target Detection 

The images of the gusset plates are taken by the structural engineers physically harnessed and 

suspending from the bridge beams. Hence the images ŘƻƴΩǘ always have the gusset plates facing frontal.  

  

Figure 3 Structural engineers conducting bridge maintenance activities 

In order to correct the images, a reference beam is attached to every gusset plate close to its center. A 

few gusset plates have more than one reference beam, one different in size as compared to another. 

There exist 9 target disks on a reference beam. 

 

Figure 4 an image of the reference target beam    

3.1 Problem statement 

Given an image, in order to correct the image, all the target disks on a target beam have to be precisely 

determined.  
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Figure 5 Examples of target disks 

3.2 Literature review 

Template matching is one fundamental task occurring in countless image analysis applications. Template 

matching is the process of finding the location of a sub image, called a template, inside an image. There 

are number of methods for image registration. Here we have discussed the template matching 

application for matching a small image which is a part of big image with given big image. Once a number 

of corresponding templates are found, their centers are used as corresponding control points to 

determine the registration parameters. Template matching involves comparing a given template with 

windows of the same size in an image and identifying the window that is most similar to the template 

[29]. 

3.2.1 Template matching using normalized cross correlation 

Template matching process has two possible approaches. 1) Feature based approach 2) Template based 

approach [27]. 

If the template image has strong features, a feature-based approach may be considered; the approach 

may prove further useful if the match in the search image might be transformed in some fashion. Since 

this approach does not consider the entirety of the template image, it can be more computationally 

efficient when working with source images of larger resolution, as the alternative approach, template-

based, may require searching potentially large amounts of points in order to determine the best 

matching location 

For templates without strong features, or for when the bulk of the template image constitutes the 

matching image, a template-based approach may be effective. As aforementioned, since template-

based template matching may potentially require sampling of a large number of points, it is possible to 

reduce the number of sampling points by reducing the resolution of the search and template images by 

the same factor and performing the operation on the resultant downsized images ( multiple resolution, 

or pyramid, image processing), providing a search window of data points within the search image so that 

the template does not have to search every viable data point, or a combination of both. 

http://en.wikipedia.org/wiki/Transformation_(geometry)
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Given a template t, whose position is to be determined in an image f, the basic idea of the algorithm is 

to represent the template, for which the normalized cross correlation is calculated, as a sum of 

rectangular basis functions. Then the correlation is calculated for each basis function instead of the 

whole template. The result of the correlation of the template t and the image f is obtained as the 

weighted sum of the correlation functions of the basic functions. Depending on the approximation, the 

algorithm can by far outperform Fourier-transform based implementations of the normalized cross 

correlation algorithm and it is especially suited to problems, where many different templates are to be 

found in the same image f. 

3.2.2 Normalized cross-correlation 

Normalized cross-correlation has found application in a broad range of computer vision tasks such as 

stereo vision, motion tracking, image mosaic-ing, etc. Normalized cross-correlation is the simplest but 

effective method as a similarity measure, which is invariant to linear brightness and contrast variations. 

Its easy hardware implementation makes it useful for real-time applications [27, 28]. 

For image-processing applications in which the brightness of the image and template can vary due to 

lighting and exposure conditions, the images can be first normalized. This is typically done at every step 

by subtracting the mean and dividing by the standard deviation. That is, the cross-correlation of a 

template,  with a sub image  is 

. 

where  is the number of pixels in  and ,  is the average of f and  is standard 

deviation of f. In functional analysis terms, this can be thought of as the dot product of two normalized 

vectors. That is, if     and    then the above sum is equal 

to where  is the inner product and  is the L² norm. Thus, if f and t are real matrices, 

their normalized cross-correlation equals the cosine of the angle between the unit vectors F and T, being 

thus 1 if and only if F equals T multiplied by a positive scalar. 

Normalized correlation is one of the methods used for template matching, a process used for finding 

occurrences of a pattern or object within an image. 

http://en.wikipedia.org/wiki/Standard_deviation
http://en.wikipedia.org/wiki/Standard_deviation
http://en.wikipedia.org/wiki/Standard_deviation
http://en.wikipedia.org/wiki/Functional_analysis
http://en.wikipedia.org/wiki/Unit_vector
http://en.wikipedia.org/wiki/Unit_vector
http://en.wikipedia.org/wiki/Inner_product
http://en.wikipedia.org/wiki/Lp_space
http://en.wikipedia.org/wiki/Template_matching
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3.3 Our approach 

Template matching using a set of diverse target disks is a common approach as described above. 

However, owing to the issues of different scales and rotations of the template target disks and the need 

for precision in the output, we propose an approach of requesting an initial input from the user and 

determining the rest of the target disks based on this user selection using template matching.  

This system requires user feedback on every image making it semi-automatic. However, as compared to 

the procedure involving the user to select all target disk centers manually, this semi-automatic approach 

helps the user by reducing effort and time. 

Few images include more than one reference beam and not necessarily of the same size. A few target 

beams are smaller than the standard but stick to a regular dimension. For such images, the same 

method can be applied, that is, remove the perspective using large target first and then repeat the same 

for the smaller target on the corrected image. 

3.4 Challenges 

We present here the challenges encountered in making the target detection process completely 

automated.  

3.4.1 Fasteners are detected as target disks 

In an attempt to automatically detect target disks, when template matching is performed with a bank of 

different target templates, fasteners are often detected as target disks. There are various factors causing 

this phenomenon. 

¶ Dimensions of the targets unknown 

Targets can be of different shapes and sizes in the template bank relative to the disks in the 

image. 

¶ Color and orientation varies 

Each gusset plate is of a different color and depending upon the time of the image taken, the 

color of the reference beam changes resulting in difficulty determining the disks. 

Added to this, given the perspective of the image, the target disks do not face frontal and at 

times may also bear a strong perspective. 
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3.4.2 Extreme precision needed 

As the determination of target disk coordinates aid in correcting the perspective of the image, an 

absolute accuracy is demanded. Hence, automatic target disk detection might not be feasible.  

3.5 Solution description 

Each gusset plate image is displayed to the user for marking the top target disk of the reference beam. 

In order to avoid faulty selections possibly induced by the human error, user is requested to click on the 

center of the disk and anywhere on the disk perimeter to accurately record the center location and disk 

radius. 

The selected target disk is marked and is extracted from the image to act as a template/filter mask. This 

extraction is saved physically to the templates folder for further use. Given the top target disk, the 

extent of the reference beam is calculated and noted based on the radii of the disk and the actual 

dimensions of the beam. To evade the possibility of losing image data containing the reference beam, a 

sufficient buffer is induced in all directions around the beam location. The image is then temporarily 

modified to have only the beam section set to 1 and rest set to 0.  

 Using the template mask, template matching is performed on this image area containing only the 

reference beam. Top 9 pixels with highest similarity value are recorded from the output generated and 

are recorded as the target disk centers.  

These centers are marked on the image and the result is displayed to the user for approval. User can 

edit the detection by adding or removing targets if unsatisfied. 

 

Figure 6 An example of a gusset plate connection with targets detected by GPIT  
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4 Perspective removal 

Given the target disk centers for all the 9 locations on the reference beam and the actual reference 

beam dimensions, an image is corrected by computing the transformation matrix first for 9 points and 

then extending the same for each pixel of the distorted image. 

4.1 Problem statement 

The images of connections are taken by the structural engineers sitting in a harness suspended from the 

bridge beams at high altitudes. Hence it is common to find the pictures of gusset plates with a notable 

level of perspective. To correct these images, every gusset plate connection is attached to a reference 

beam of fixed dimensions. In the previous phase, the targets disk centers on this reference beam are 

detected and saved. Using these detections, a transformation matrix is computed which is used to 

correct the image.  

 

Figure 7 Actual dimensions of the (big) target reference beam 

4.2 Literature review 

Perspective projection distortion occurs in photographs when the film plane is not parallel to lines that 

are required to be parallel in the image. A common case is when a photo is taken of a tall building from 

ground level by tilting the camera backwards: the building appears to fall away from the camera.  

We are all familiar with projective transformations. When we look at a picture, we see squares that are 

not squares, or circles that are not circles. The transformation that maps these planar objects onto the 

picture is an example of a projective transformation 

http://en.wikipedia.org/wiki/Perspective_projection_distortion
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4.2.1 Perspective control 

Perspective control is a procedure for composing or editing photographs to better conform to the 

commonly accepted distortions in constructed perspective. The control would: 

¶ Make all lines that are vertical in reality, vertical in the image. This is a commonly accepted 

distortion in constructed perspective; perspective is based on the notion that more distant 

objects are represented as smaller on the page, constructed perspective considers only the 

horizontal distance and considers the top and bottom to be the same distance away; 

¶ Make all parallel lines (Example: four horizontal edges of a cubic room) cross in one point. 

Perspective transformation turns a perspective projection into a parallel projection. For example, 

perspective transformation is used for replacing a view volume (prism shaped volume) into a 

rectangular shape. To build a parallel projection of the image from the perspective distorted image, the 

plane homography [23] is used.  

One begins by selecting a section of the image corresponding to a planar section of the world [24]. Let 

the inhomogeneous coordinates of a pair of matching points in the distorted and corrected images be X 

ŀƴŘ ·Ω respectively. We use inhomogeneous coordinates here instead of the homogenous coordinates 

of the points, because it is these inhomogeneous coordinates that are measured directly from the image 

plane. The projective transformation can be written in inhomogeneous form as  

·Ω Ґ IΦ· 

These equations are linear in the elements of H. Four point correspondences lead to eight linear 

equations in the entries of H, which are sufficient to solve for H up to an insignificant multiplicative 

ŦŀŎǘƻǊΦ ¢ƘŜ ƻƴƭȅ ǊŜǎǘǊƛŎǘƛƻƴ ƛǎ ǘƘŀǘ ǘƘŜ ŦƻǳǊ Ǉƻƛƴǘǎ Ƴǳǎǘ ōŜ ƛƴ ΨƎŜƴŜǊŀƭ ǇƻǎƛǘƛƻƴΩΣ ǿƘƛŎƘ ƳŜŀƴǎ ǘƘŀǘ no 

three points are collinear. The inverse of the transformation H computed in this way is then applied to 

the whole image to undo the effect of perspective distortion on the selected plane.  

4.3 Our approach 

Firstly, all the target disk centers are precisely detected and recorded. The corresponding point 

coordinates of these disk centers on an ideal planar image are estimated given the actual dimensions of 

the reference beam. The focal target disk center is taken as the origin and the rest of the target disk 

centers are computed accordingly. The homography is computed by using the relative positions of the 

all the 9 target disk centers of the reference beam on the perspective distorted image in the planar 

corrected image to be constructed. 

http://en.wikipedia.org/wiki/Perspective_(graphical)
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This computed homography matrix is inversed and saved. It is then applied to the entire image to 

correct the perspective. 

4.4 Challenges 

The output image of this step is the corrected image without perspective. The usual application of 

perspective removal results in a perspective controlled image appearance wise. However, given the 

need for higher accuracy in the results, the result is required to be precise pixel wise too. This is later 

tested by the user by checking the target beam length on the corrected image. 

To meet this requirement, all the target center points are involved in the computation of transformation 

matrix as opposed to including only the extreme centers. This ensures greater accuracy.  

Further, for each gusset plate, there is only image available for processing. Hence, a copy of the original 

image needs to be saved before proceeding with the correction. This is to accommodate the possibility 

ƻŦ ǳǎŜǊ ŎƻǊǊŜŎǘƛƴƎ ǘƘŜ ƛƳŀƎŜΩǎ ǇŜǊǎǇŜŎǘƛǾŜ ǿƛǘƘ ŀ ƴŜǿ ǎŜǘ ƻŦ ǇƛȄŜƭǎ ǇŜǊ ƛƴŎƘ ǇŀǊŀƳŜǘŜǊǎ ƛƴ ōƻǘƘ Ȅ ŀƴŘ ȅ 

directions. 

4.5 Solution description 

The user is shown the image with the detected target centers marked asking for approval. Once the user 

apprƻǾŜǎ ƻŦ ǘƘŜ ǘŀǊƎŜǘ Řƛǎƪ ŎŜƴǘŜǊΩǎ ǇǊŜŎƛǎƛƻƴΣ ǳǎƛƴƎ ŀƭƭ ǘƘŜ ф ǘŀǊƎŜǘ ŎŜƴǘŜǊ ŎƻƻǊŘƛƴŀǘŜǎ ŀƴŘ ǘƘŜ ǇƻǎǎƛōƭŜ 

reference beam dimensions a transformation matrix is computed keeping in mind, the actual reference 

beam dimensions. Using this transformation matrix, every pixel in the image is transformed by 

computing a product with the matrix and the resultant image. 

a)  
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b)  

c)  

Figure 8 Examples of gusset plates before (left images) and after (right images) the perspective is 

removed by GPIT. 

The image processing toolbox of MATLAB includes an extensive set of spatial transformation matrix 

computation functions [25]. These readily accessible functions are implemented for convenience. 
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5 Boundary detection 

A corrected image acts as an input to the phase of boundary marking. An accurate identification of the 

gusset plate boundary, losing the connecting beams, is significant and is utilized in further sections of 

computations and analysis. 

5.1 Problem statement 

Each gusset plate acts as a connection between the beams of a truss bridge. Hence every image of a 

gusset plate has the plate spanned in the center along with the beams attached to it in the behind.  

The connection evaluation requires an accurate marking of gusset plate boundary. This detection is 

involved in computing various parameters in multiple ways. Hence the precision of boundary detection 

cannot be compromised. 

To allow the batch processing of images, the procedure of boundary marking has to be implemented 

needing least or no interaction of the user. Hence, the requirement is to have an automated version of 

boundary detection. However, user should also be provided a feature for manually drawing the 

boundary in cases of incorrect output. 

5.2 Literature review 

An underlying concept of boundary determination is edge detection. Edge detection aims at identifying 

points in a digital image at which the image brightness changes sharply or more formally, has 

discontinuities.  

5.2.1 Canny edge detection 

The Canny edge detector is an edge detection operator that uses a multi-stage algorithm to detect a 

wide range of edges in images. The following are the various stages listed in detail explaining the 

working of the canny edge detector. 

5.2.1.1 Noise reduction 

The Canny edge detector is susceptible to noise present in raw unprocessed image data. Hence, it uses a 

filter based on a Gaussian (bell) curve, where the raw image is convolved with a Gaussian filter. The 

result is a slightly blurred version of the original which is not affected by a single noisy pixel to any 

significant degree. 

http://en.wikipedia.org/wiki/Edge_detection
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Convolution
http://en.wikipedia.org/wiki/Gaussian_filter
http://en.wikipedia.org/wiki/Gaussian_blur
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5.2.1.2 Finding the intensity gradient of the image 

An edge in an image may point in a variety of directions, so the Canny algorithm uses four filters to 

detect horizontal, vertical and diagonal edges in the blurred image. The edge detection operator returns 

a value for the first derivative in the horizontal direction (Gx) and the vertical direction (Gy). From this the 

edge gradient and direction can be determined: 

 

, 

Where G can be computed using the hypotenuse function and atan2 is the arctangent function with two 

arguments. The edge direction angle is rounded to one of four angles representing vertical, horizontal 

and the two diagonals (0, 45, 90 and 135 degrees for example). 

5.2.1.3 Non-maximum suppression 

Non-maximum suppression is an edge thinning technique. 

Given estimates of the image gradients, a search is carried out to determine if the gradient magnitude 

assumes a local maximum in the gradient direction. In some implementations, the algorithm categorizes 

the continuous gradient directions into a small set of discrete directions, and then moves a 3x3 filter 

over the output of the previous step (that is, the edge strength and gradient directions). At every pixel, it 

suppresses the edge strength of the center pixel (by setting its value to 0) if its magnitude is not greater 

than the magnitude of the two neighbors in the gradient direction. 

 For example, if the rounded gradient angle is zero degrees (i.e. the edge is in the northςsouth direction) 

the point will be considered to be on the edge if its gradient magnitude is greater than the magnitudes 

at pixels in the east and west directions, if the rounded gradient angle is 90 degrees (i.e. the edge is in 

the eastςwest direction) the point will be considered to be on the edge if its gradient magnitude is 

greater than the magnitudes at pixels in the north and south directions, if the rounded gradient angle is 

135 degrees (i.e. the edge is in the northeastςsouthwest direction) the point will be considered to be on 

the edge if its gradient magnitude is greater than the magnitudes at pixels in the north west and south 

east directions, if the rounded gradient angle is 45 degrees (i.e. the edge is in the north westςsouth east 

direction) the point will be considered to be on the edge if its gradient magnitude is greater than the 

magnitudes at pixels in the north east and south west directions. 

http://en.wikipedia.org/wiki/Edge_detection
http://en.wikipedia.org/wiki/Hypot
http://en.wikipedia.org/wiki/Atan2
http://en.wikipedia.org/wiki/Edge_detection#Edge_thinning
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In more accurate implementations, linear interpolation is used between the two neighboring pixels that 

straddle the gradient direction. For example, if the gradient angle is between 45 degrees and 90 

degrees, interpolation between gradients at the north and north east pixels will give one interpolated 

value, and interpolation between the south and south west pixels will give the other (using the 

conventions of last paragraph). The gradient magnitude at the central pixel must be greater than both of 

these for it to be marked as an edge. 

Note that the sign of the direction is irrelevant, i.e. northςsouth is the same as southςnorth and so on. 

5.2.1.4 Tracing edges through the image and hysteresis thresholding 

Large intensity gradients are more likely to correspond to edges than small intensity gradients. It is in 

most cases impossible to specify a threshold at which a given intensity gradient switches from 

corresponding to an edge into not doing so. Therefore Canny uses thresholding with hysteresis. 

Thresholding with hysteresis requires two thresholds ς high and low. Making the assumption that 

important edges should be along continuous curves in the image allows us to follow a faint section of a 

given line and to discard a few noisy pixels that do not constitute a line but have produced large 

gradients. Therefore we begin by applying a high threshold. This marks out the edges we can be fairly 

sure are genuine. Starting from these, using the directional information derived earlier, edges can be 

traced through the image. While tracing an edge, we apply the lower threshold, allowing us to trace 

faint sections of edges as long as we find a starting point. 

Once this step is complete we have a binary image where each pixel is marked as either an edge pixel or 

a non-edge pixel. From complementary output from the edge tracing step, the binary edge map 

obtained in this way can also be treated as a set of edge curves, which after further processing can be 

represented as polygons in the image domain. 

 

Figure 9 An example of canny edge detector input (on the left) and output (on the right) 

http://en.wikipedia.org/wiki/Hysteresis
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5.2.2 HSV  

HSV (hue-saturation-value) is one of the two most common cylindrical-coordinate representations of 

points in an RGB color model. This representation rearrange the geometry of RGB in an attempt to be 

more intuitive and perceptually relevant than the Cartesian (cube) representation, by mapping the 

values into a cylinder loosely inspired by a traditional color wheel. The angle around the central vertical 

axis corresponds to "hue" and the distance from the axis corresponds to "saturation". These first two 

values give the two schemes the 'H' and 'S' in their names. The height corresponds to a third value, the 

system's representation of the perceived luminance in relation to the saturation. 

 

Figure 10 HSV index 

5.2.3 Morphological operations 

Morphological operations are methods for processing binary images based on shapes. These operations 

take a binary image as input, and return a binary image as output. The value of each pixel in the output 

image is based on the corresponding input pixel and its neighbors. By choosing the neighborhood shape 

appropriately, you can construct a morphological operation that is sensitive to specific shapes in the 

input image. 

 Dilation and Erosion are the main morphological operations.  

5.2.3.1 Dilation and Erosion 

The main morphological operations are dilation and erosion. Dilation and erosion are related 

operations, although they produce very different results. Dilation adds pixels to the boundaries of 

objects (i.e., changes them from off to on), while erosion removes pixels on object boundaries (changes 

them from on to off). Each dilation or erosion operation uses a specified neighborhood. The state of any 

given pixel in the output image is determined by applying a rule to the neighborhood of the 

corresponding pixel in the input image. The rule used defines the operation as dilation or erosion: 

http://en.wikipedia.org/wiki/Cylindrical_coordinate_system
http://en.wikipedia.org/wiki/RGB_color_model
http://en.wikipedia.org/wiki/Color_vision
http://en.wikipedia.org/wiki/Color_wheel
http://en.wikipedia.org/wiki/Hue
http://en.wikipedia.org/wiki/Colorfulness
http://en.wikipedia.org/wiki/Luminance
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ω CƻǊ ŘƛƭŀǘƛƻƴΣ ƛŦ ŀƴȅ ǇƛȄŜƭ ƛƴ ǘƘŜ ƛƴǇǳǘ ǇƛȄŜƭΩǎ ƴŜƛƎƘōƻǊƘƻƻŘ ƛǎ ƻƴΣ ǘƘŜ ƻǳǘǇǳǘ ǇƛȄŜƭ ƛǎ ƻƴΦ hǘƘŜǊǿƛǎŜΣ ǘƘŜ 

output pixel is off. 

ω CƻǊ ŜǊƻǎƛƻƴΣ ƛŦ ŜǾŜǊȅ ǇƛȄŜƭ ƛƴ ǘƘŜ ƛƴǇǳǘ ǇƛȄŜƭΩǎ ƴŜƛƎƘōƻǊƘƻƻŘ ƛǎ ƻƴΣ ǘƘŜ ƻǳǘǇǳǘ ǇƛȄŜƭ ƛǎ ƻƴΦ hǘƘŜǊǿƛǎŜΣ ǘƘŜ 

output pixel is off. 

The neighborhood for a dilation or erosion operation can be of arbitrary shape and size. The 

neighborhood is represented by a structuring element, which is a matrix consƛǎǘƛƴƎ ƻŦ ƻƴƭȅ лΩǎ ŀƴŘ мΩǎΦ 

The center pixel in the structuring element represents the pixel of interest, while the elements in the 

matrix that are on (i.e., = 1) define the neighborhood. For erosion, the neighborhood consists of the on 

pixels in the structuring element. 

The state (i.e., on or off) of any given pixel in the output image is determined by applying the erosion 

rule to the neighborhood pixels for the corresponding pixel in the input image. Performing this 

procedure for each pixel in the input image determines the state of each corresponding pixel in the 

output image. 

For erosion, the neighborhood consists of the on pixels in the structuring element. For dilation, the 

neighborhood consists of the on pixels in the structuring element rotated 180 degrees. (The center pixel 

is still selected before the rotation.) 

FƻǊ ǇƛȄŜƭǎ ƻƴ ōƻǊŘŜǊǎ ƻŦ ǘƘŜ ƛƳŀƎŜΣ ǎƻƳŜ ƻŦ ǘƘŜ мΩǎ ƛƴ ǘƘŜ ǎǘǊǳŎǘǳǊƛƴƎ element are actually outside the 

image. These elements are assumed to cover off pixels. For every input pixel, the effect of erosion is 

performed by overlapping the structural element on the main input matrix so that pixel of interest is at 

the center of neighborhood. The value of corresponding output pixel would be 1 if all the pixels in 

neighborhood are 1 else 0. Examples of neighborhood, also called structuring elements are disk, square, 

line etc.  

5.3 Our approach 

We propose a simple two step approach of edge detection and classification. 

5.3.1 STEP 1 Foreground extraction 

Given an image, foreground is extracted from the image based on the maximum repeated HSV (Hue, 

Saturation and Value) value in the center of the image- exploiting the pattern noticed that the gusset 

plates lies in the center of the image. This most repeated value is marked as the HSV seed value. 
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All the pixels whose HSV values lie in a certain range of HSV seed value (the extent of the range acts as 

threshold) are set to 1 and rest to 0 producing a binary image. The threshold is set based on trial and 

error basis by counting the maximum number of reasonable outputs from different images. Image 

morphing is performed to eliminate all the unconnected relatively small patches which finally results in a 

single large connected patch passing through the center occupying a major portion of the image. The 

image is further dilated by a significant amount so as to avoid the case of data loss possibly induced by 

the threshold. 

 

Figure 11 Examples of foreground extraction of an image before and after morphing. 

Two different approaches are tried to extract foreground of the image - RGB and HSV 

RGB:  RGB stands for Red, green and blue. The color of each pixel in an image is formed by a 

superimposition of the three primary color pigments. Their contribution affects the pixel color. At each 

pixel, its corresponding RGB values can be extracted in form of a vector. 

From the center of the image, an image patch of considerable size is chosen and the most common 

repeated RGB combination is used as the seed. All the pixels that fall within a particular range with the 

RGB seed in the center are set to positive and the rest negative generating a binary image. One 

drawback of this approach is the presence of rust, bright and dark patches on the gusset plate images, 

very common scenario.  

HSV:  HSV stands for hue, saturation and value. It also is a common representation of a pixel color. 

Similar to the above method, the most common combination of HSV is chosen from the center, also 

called HSV seed for reference. All the pixels that hold the HSV values within a set range of seed are set 

resulting in a binary image.  
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Figure 12 Examples of RGB based foreground extraction of a gusset plate 

 

Figure 13 Examples of HSV based foreground extraction of a gusset plate 

As is clearly evident from the images above, the outputs generated by extracting foreground based on 

HSV method outperforms the earlier method. This is because, with a specific focus variation in individual 

hue, saturation and value components, the usual challenges of dark and bright patches are handled. 

Further, a series of morphological operations are performed on the result such as filling the holes (For 

binary images, it changes connected background pixels (0s) to foreground pixels (1s), stopping when it 

reaches object boundaries) for a smoother output.  

The result is the foreground of the image involving the gusset plate, the connecting beams including a 

little background noise. 

5.3.2 STEP 2 Edge on or off Boundary 

Given the foreground of the image which involves the gusset plate and the connecting beams, losing the 

background, a standard edge detection algorithm can be applied with lowest sensitivity. This is to only 

record the significant and obvious edges and ignore the noise or freckles created by the fasteners or rust 

on the plate in the image.  

RGB based 
foreground 
extraction 

HSV based 
foreground 
extraction 
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The results obtained can be processed further to retain and enhance the possible boundaries and clear 

the edges which do not meet the estimated threshold. This threshold can be length of the edge in 

proportion to the image size, number of aligning edges etc. These thresholds can be set in an exhaustive 

trial and error approach.  

5.4 Challenges 

There are a variety of different challenges encountered with the images at hand. 

5.4.1 Color of the gusset plates producing a camouflage effect: 

The color of the gusset plates is usually silver grey with exceptions (a few are found in dark pink shades.) 

Due to the location of the bridges, the common background of these plates is both sky at the top half 

and the sea in the bottom. Both these background elements fall into the same bin of color shade as the 

plate, making it difficult to extract the foreground based on the color. The threshold of the range of 

color shade selection is highly sensitive and even a small variation ends up registering the entire image 

into foreground or even worse - misses a part of the gusset plate which is highly undesirable. 

This is handled by taking the upper bound of the range so as to avoid missing the valuable gusset plate 

data. This would again lead to a problem of including a lot of background noise but it is considered 

hoping the next step of this approach to deal with it. 

5.4.2 Rust on the gusset plates at the center: 

As the gusset plates are exposed to the natural elements, they are usually rusted. The rust spreads more 

with the age of the gusset plates. The current method of foreground extraction based on the center 

pixel color may prove to be faulty in case of the presence of rust in the center. 

This is handled by taking a considerable portion of the image in the center so as to avoid the rust effect. 

5.4.3 Bright patches together with dark shadows: 

The images of the plates are taken in the broad daylight. This leads to the loss of data in the image due 

to bright patches and also dark shadows of the person taking the image. Both of these affect the 

foreground extraction in the same way as the rust does. This is handled better by using the HSV based 

extraction rather than the RGB. 

5.4.4 Rust creates non existing edges: 

Another issue with gusset plates is the presence of rust highly along the plate boundaries creating non 

existing edges which are misled as the boundaries. 
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This is handled by taking a patch of considerable width (around 10 pixels) alongside the boundary during 

the training instead of just the single pixel line boundary. 

5.5 Solution description 

As described above, an attempt to extract the foreground from each image is made using color values. 

The result generated is a binary image with only the foreground pixels set. 

Using canny edge detector, edges in the original image are detected with a very low sensitivity. This 

implies that unless the intensity gradient is not significant, the corresponding pixel sequence would not 

be recognized as an edge. The binary image of edges thus generated is convolved with the foreground 

binary image resulting in edges only in the foreground. 

This is because, if the edges are detected on the extracted foreground from the original image, there 

would be non-existing edges recorded. Hence, to avoid the faulty edges, edges are first detected in the 

original image and then convolved with the foreground.   

A series of computations are performed on these edges mentioned as below, to determine the 

boundaries of the gusset plate. 

It is evident that the gusset plate completely lies in the center of the image and is shaped in the form of 

a polygon of variable number of edges limiting to 8 in total. To shun the obviously wrong boundaries, 

the image is clipped on all the sides by 1/10th of its size.  

As the gusset plate boundary would be a closed polygon shape of maximum of 8 edges, it is sensible to 

look for edges slanted in the range of 20 to 70 degrees in the top left area, 110 to 150 degrees in the top 

right, 290 to 340 degrees in the bottom left and 200 to 250 degrees in the bottom right portion of the 

image. On the similar note, the edges on the middle top and bottom and middle left, right can be 

searched in the range of -20 to 20 and 70 to 110 degrees respectively. Each section is searched by 

exhaustively counting the number of set pixels for each angle spanning between the declared range 

extremes and recording the angle with the maximum data for a certain angle.   

The edges in those particular angles are enhanced further by dilating the image using a line as a 

structural element directed in the same angle.  

Further, in each section, all the edges that do not meet the required minimum length of a possible 

boundary are eliminated leaving only a few to consider. This minimum length is set after a trial and error 



26 
 

 
 

basis and is dependent on the size of the image. This is because an image with greater size holds more 

number of pixels than the one of lesser size for the same actual length. 

Leftover edges in each section are ranked based on the number of aligning line segments. The edge with 

the maximum rank is chosen as the boundaries. A tie is resolved by choosing the edge closer to the 

center. 

All the edge lines in each section are extended so as to intersect the edge lines in the adjacent sections. 

This results in a polygon that marks the boundary of the gusset plate. The output is overlaid on the 

ƻǊƛƎƛƴŀƭ ƛƳŀƎŜǎ ƛƴ ŀ ōǊƛƎƘǘ ŦƭǳƻǊŜǎŎŜƴǘ ŎƻƭƻǊ ŦƻǊ ǳǎŜǊΩǎ ŎƻƴǾŜƴƛŜƴŎŜΦ 

The above approach is followed for the automatic boundary marking. The user is also provided an 

option to correct the detection and also manually draw the boundary in a simple click and drag mouse 

application. 

 

Figure 14 Examples of gusset plates with boundary detected and marked. 




















































































