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calibration are proposed. 
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was implemented to calibrate the multi-bit DAC mismatches the in single-sampling 

mode and inter-DAC mismatches in the double-sampling mode. 



 

 

Finally, two new design techniques for low-power ADCs, the two-step split-

junction successive-approximation register (SAR) ADC and the hybrid cascaded ∆Σ 

ADC, are proposed. 

 

 

 



 

 

 
 
 
 
 
 
 
 
 
 

©Copyright by Wenhuan Yu  
January 27, 2010  

All Rights Reserved



 

 

 
Design Techniques for Low Power ADCs 

 
 

by 
Wenhuan Yu 

 
 
 
 
 
 
 
 

A THESIS 
 
 

submitted to 
 

 
Oregon State University 

 
 
 
 
 
 
 
 

in partial fulfillment of 
the requirements for the  

degree of 
 
 

Doctor of Philosophy 
 
 
 
 
 

Presented January 27, 2010 
Commencement June 2010 



 

 

Doctor of Philosophy thesis of Wenhuan Yu presented on January 27, 2010 
 
 
 
 
 
APPROVED: 
 
 
 
 
Major Professor, representing Electrical and Computer Engineering 
 
 
 
 
 
Director of the School of Electrical Engineering and Computer Science 
 
 
 
 
 
Dean of the Graduate School 
 
 
 
 
 
 
 
 
 
 
I understand that my thesis will become part of the permanent collection of Oregon 
State University libraries.  My signature below authorizes release of my thesis to any 
reader upon request. 
 
 
 

Wenhuan Yu, Author 



 

 

ACKNOWLEDGEMENTS 
 

First of all, I would like to appreciate my advisor, Prof. Gabor C. Temes, for his 

guidance and support. He is always eager to share his new ideas (and enthusiasm) with 

us. He encourages us to think creatively and gives us all the freedom to do that. I am 

greatly indebted to his inspirations, encouragement and advices. I enjoyed 

tremendously working under his guidance. 

I also would like to thank Prof. Patrick Chiang, Prof. Pavan Hanumolu, Prof. 

Roger Traylor and Prof. Mike Pavol for serving as my committee member. 

Prof. Pavan Hanumolu gave me a lot of helpful comments at various design and 

testing stages of my chip. Nima Maghari shared with me all the important information 

before the tape-out. Dr. Jesper Steensgaard developed the analysis technique for 

incremental ADCs and provided me a lot of design insights. Dr. Luca Lucchese 

offered a lot of guidance in the system design of the incremental ADC. I thank them 

all for their kind help. 

I am indebted to National Semiconductor Corporation for providing free 

fabrication of my chip. I thank Mehmet Aslan and Zhenyong Zhang for kindly 

offering me all kinds of useful technical suggestions and information, and Georgette 

M. Ribeiro for giving help in chip packaging. I am also grateful to Yunteng Huang for 

providing me a fruitful internship at Silicon Labs. 

I appreciate my colleagues in the research group for their helpful suggestions and 

kind help. They are Jinzhou Cao, Jeongseok Chae, Chia-Hung Chen, Xuefeng Chen, 



 

 

Xiaoran Gao, Rishi Gupta, Po-Yao Ke, Qadeer Khan, Ming-Hung Kuo, Kyehyung 

Lee, Sanghyeon Lee, Jiaming Lin, Qingdong Meng, Yoshio Nisidar, Attila Sárhegyi, 

Weilun Shen, Tao Tong, Tao Wang, Ramin Zanbaghi, Zhenyong Zhang and Zhiqing 

Zhang. I thank Kangming Hu, Tao Jiang, Changhui Hu, Jingguang Wang, Jeff Peng-

Yuan Pai, Jian Huang, Jinjin He, Minfang Su, Ruiqing Ye and Wenjing Yin for 

spending the happy time with me in Corvallis.  

I appreciate the Center for Design of Analog and Digital Integrated Circuits 

(CDADIC) and National Semiconductor Corporation for funding this research. I thank 

Ferne Simendinger for patiently answering all my questions, and Todd Shechter (and 

the IT team) for efficiently fixing my computer problems. I am grateful to the School 

of Electrical Engineering and Computer Science for providing a nice research 

environment. 

Finally, I would like to thank my parents, Xinming Yu and Yuying Kong, and my 

girlfriend, Fen Yao. I would never be able to complete this without your love and 

support. 

 



 
TABLE OF CONTENTS 

 
                        Page 

Chapter 1 Introduction .................................................................................................1 

1.1 ADC Architectures and Applications ...................................................1 

1.2 History of Incremental ADCs ..............................................................2 

1.3 Motivations of the Research on Incremental ADCs.............................3 

1.4 Motivations of the Research on Low-Power ADCs .............................5 

1.5 Structure of Thesis ...............................................................................5 

Chapter 2 Analysis and Optimization of Incremental ADCs ......................................7 

2.1 Basics of Multiplexed Incremental ADCs ...........................................7 

2.2 Incremental ADC with Cascaded Integrator Decimation Filter ...........8 

2.3 Noise Analysis of Incremental ADC ..................................................10 

2.4 Noise Optimization of Incremental ADC...........................................11 

2.5 Comparison between ΔΣ and Incremental ADCs ..............................15 

Chapter 3 Digital Calibration and Compensation Techniques ..................................17 

3.1 Introductions.......................................................................................17 

3.2 DAC Calibration with Equation Solving ...........................................18 

3.3 DAC Calibration for Inter-DAC Mismatches ....................................25 

3.4 Modified “Sarhang-Nejad” Calibration .............................................28 

Chapter 4 Circuit Design and Measurement Results .................................................33 

4.1 System Design ....................................................................................33 

4.2 Top-Level Circuit Design...................................................................39 

 



 

 

TABLE OF CONTENTS (Continued) 
 

                        Page 

4.3 First Integrator ....................................................................................39 

4.4 Second and Third Integrators .............................................................44 

4.5 Passive Adder .....................................................................................46 

4.6 Quantizer Pre-amplifier ......................................................................47 

4.7 Latches and DWA Logics ..................................................................48 

4.8 Clock Generators ................................................................................52 

4.9 Measurement Results .........................................................................54 

Chapter 5 Design Techniques for Low-Power ADCs ...............................................60 

5.1 Two-Step Split-Junction SAR ADC ..................................................60 

5.2 Hybrid Cascade (MASH) ΔΣ Modulators ..........................................67 

Bibliography ...................................................................................................................74 

 
 



 

 

 
LIST OF FIGURES  

 
Figure                                                                                                                             Page 

Fig. 1-1. ADC architectures for different applications. ...................................................... 2 

Fig. 1-2. A first-order incremental ADC. ........................................................................... 3 

Fig. 2-1. Block diagram of multiplexed incremental ADC. ............................................... 7 

Fig. 2-2. Illustration of the operation of multiplexed incremental ADC. ........................... 8 

Fig. 2-3. A third-order incremental ADC with sinc3 filter. ................................................ 9 

Fig. 2-4. Model of incremental ADC. ............................................................................... 10 

Fig. 2-5. A third-order incremental ADC with sinc3 filter. .............................................. 16 

Fig. 3-1. Digital compensation scheme for multi-bit DAC mismatches........................... 17 

Fig. 3-2. The DAC and calibration capacitor in the first integrator. ................................. 19 

Fig. 3-3. Digital compensation of DAC mismatches. ....................................................... 22 

Fig. 3-4. Conversion error versus DC input. ..................................................................... 25 

Fig. 3-5. Inter-DAC mismatch in double-sampling ΔΣ modulator. .................................. 26 

Fig. 3-6. A third-order ΔΣ modulator with a look-up table for digital correction. ........... 27 

Fig. 3-7. The spectra of a third-order double-sampling modulator output with and without 
“inter-DAC” correction (around 0.5 % DAC mismatch is added, DWA is enabled for 
“intra-DAC” mismatches for both simulations). .............................................................. 28 

Fig. 3-8. Sarhang-Nejad calibration scheme for DAC mismatches. ................................. 29 

Fig. 3-9. Proposed DAC calibration circuit. ..................................................................... 30 

Fig. 3-10. Output spectra of a third-order double-sampling modulator with Sarhang-Nejad 
calibration, modified Sarhang Nejad calibration and without calibration. ....................... 32 

Fig. 4-1. The block diagram of the ΔΣ modulator. ........................................................... 34 

Fig. 4-2. The impulse response of the optimal decimation filter. ..................................... 35 
 
 



 

 

Figure                                                                                                                             Page 

Fig. 4-3. The integrator outputs versus time for a 507 Hz, -1 dBFS sine wave input before 
dynamic scaling. The reference voltage is 1 V. The output of the third integrator exceeds 
the reference voltage. ........................................................................................................ 36 

Fig. 4-4. The integrator outputs versus time for a 507 Hz, -1 dBFS sine wave after 
dynamic scaling. The reference voltage is 1 V. All integrator outputs are below 1 V. .... 37 

Fig. 4-5. The conversion error versus the DC input level (Matlab simulation). ............... 38 

Fig. 4-6. SQNR versus input sine wave amplitude (Matlab simulation). ......................... 38 

Fig. 4-7. The top-level circuit of the incremental ADC. ................................................... 39 

Fig. 4-8. The first integrator (INT1). ................................................................................ 40 

Fig. 4-9. The input-and-DAC block. ................................................................................. 41 

Fig. 4-10. The gain-boosted folded-cascode OTA in the 1st integrator. .......................... 42 

Fig. 4-11. The auxiliary amplifier for gain boosting at a) PMOS side and b) NMOS side.
........................................................................................................................................... 43 

Fig. 4-12. The bootstrapped switches used to sample the input signal. ............................ 44 

Fig. 4-13. The second and the third integrators. ............................................................... 45 

Fig. 4-14. The OTAs in the second and the third integrators. .......................................... 45 

Fig. 4-15. The passive adder. ............................................................................................ 46 

Fig. 4-16. The 5-level quantizer. ....................................................................................... 47 

Fig. 4-17. Comparator pre-amplifier. ................................................................................ 48 

Fig. 4-18. Latches and DWA logics.................................................................................. 49 

Fig. 4-19. Comparator latches and RS latches. ................................................................. 49 

Fig. 4-20. The comparator latch. ....................................................................................... 50 

Fig. 4-21. The RS latch. .................................................................................................... 50 

Fig. 4-22. The DWA circuit. ............................................................................................. 51 

Fig. 4-23. The log-shifter. ................................................................................................. 52 



 

 

Figure                                                                                                                             Page 

Fig. 4-24. The clock generator. ......................................................................................... 53 

Fig. 4-25. The test board of the incremental ADC. .......................................................... 54 

Fig. 4-26. The spectrum of the modulator output when the modulator is running as a 
conventional continuously-running single sampling ΔΣ modulator for a −2.5 dBFS sine 
wave input. ........................................................................................................................ 56 

Fig. 4-27. The spectrum of the incremental ADC output (after decimation) with the 
optimal decimation filter (solid line) and the traditional cascaded integrator decimation 
filter (dashed line) for a −3.4 dBFS sine wave input. ....................................................... 57 

Fig. 4-28. The spectrum of the modulator output when the modulator is running as a 
conventional continuously-running single sampling ΔΣ modulator before (dashed line) 
and after digital compensation (solid line). The DWA is turned off. ............................... 58 

Fig. 4-29. Die micrograph of the incremental ADC. ........................................................ 58 

Fig. 5-1. The input sampling phase for a 6-bit SAR ADC. .............................................. 61 

Fig. 5-2. Coarse quantization of the 3rd bit (DAC output 101) using the split-junction 
scheme............................................................................................................................... 62 

Fig. 5-3. Fine quantization of the 4th bit (DAC output 1011) using the proposed scheme.
........................................................................................................................................... 64 

Fig. 5-4. Fine quantization of the 5th bit (DAC output 10101) using the proposed scheme.
........................................................................................................................................... 65 

Fig. 5-5. Fine quantization of the 6th bit (DAC output 101011) using the proposed 
scheme............................................................................................................................... 66 

Fig. 5-6. Energy consumption versus output digital code for 10-bit SAR ADCs ............ 67 

Fig. 5-7. A L-0 MASH ΔΣ modulator............................................................................... 68 

Fig. 5-8. A hybrid MASH ΔΣ modulator with a SAR ADC as the second stage. ............ 69 

Fig. 5-9. SQNR versus OSR for conventional 2-0 MASH, hybrid 2-0 MASH, hybrid 3-0 
MASH and conventional 2nd-order single-loop ΔΣ modulator with 3-bit quantizer. ...... 72 
 



 

 

LIST OF TABLES  
 

Table                                                                                                                               Page 

Table 3-1. DAC Mismatches and Estimations (Equation Solving Calibration) ............... 24 

Table 3-2. DAC Mismatches and Estimations (Modified Sarhang-Nejad Calibration) ... 32 

Table 4- 1. Design Specifications of the Incremental ADC ............................................. 33 

Table 4-2. Clock Generation Table ................................................................................... 53 

Table 4- 3. Measured Performance of the Incremental ADC ........................................... 59 
 



Design Techniques for Low Power ADCs 
 

Chapter 1  Introduction 

1.1  ADC Architectures and Applications 

The analog-to-digital converter (A/D converter or ADC) is the interface 

between analog and digital circuits. ADCs can be divided into two categories: 

Nyquist-rate A/D converters and oversampling A/D converters. According to the 

Nyquist theorem, the sampling frequency needs to be at least twice the signal 

bandwidth, i.e., Bs ff 2≥  , so that the original signal can be recovered from the 

sampled signal. The sampling rate of the Nyquist A/D converter is slightly greater 

than 2fB, while the sampling rate of the oversampling A/D converter is much 

higher than 2fB. In the oversampling ADC, the oversampled output signal is 

decimated to the Nyquist rate by a digital filter following the ADC. 

As shown in Fig. 1-1, there exist many different ADC architectures for 

different applications. The flash and pipeline ADCs are mainly used for high 

speed, low resolution A/D conversions. The successive approximation ADC 

provides medium resolution and medium conversion speed. The delta-sigma (ΔΣ) 

ADC is usually used for high-resolution, medium or low speed A/D conversions. 

The dual-slope ADC is good for very high-resolution and very low-speed 

applications. The incremental ADC, which is the topic of this thesis, can be seen as 

a delta-sigma ADC with periodical reset. It can achieve higher resolution and 

faster speed than the dual-slope ADC. 
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Fig. 1-1. ADC architectures for different applications [1-11]. 

 

1.2  History of Incremental ADCs 

An incremental ADC is a ΔΣ ADC with periodical reset. The first incremental 

A/D converter was reported in 1978 [1-1]. Implemented in bipolar process, it was 

a first-order incremental A/D converter with 5-digit (with sign) resolution (about 

17 bits).  

Another first-order incremental ADC, shown in Fig. 1-2, was implemented in 

CMOS process [1-2], achieving 17 bits resolution. The name of “incremental 

ADC” was first proposed in this paper. In [1-3], an incremental ADC with multi-

stage noise shaping (MASH) was proposed, consisting of two first-order ∆Σ loops.  
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Fig. 1-2. A first-order incremental ADC. 

 

More recently, a 22-bit 0.3 mW incremental ADC for DC measurement was 

reported in 2006 [1-4]. The incremental ADC for wideband application was 

discussed in [1-5]. An incremental ADC enhanced by a SAR ADC (extending 

counting) is presented in [1-6],   

Some commercial products [1-7]–[1-10] may have used the incremental A/D 

converter architecture, sometimes called charge-balancing ∆Σ ADC, one -shot ∆Σ 

ADC or no-latency ∆Σ ADC. 

Good overviews on incremental ADC can be found in [1-11] and [1-12]. 

1.3  Motivations of the Research on Incremental ADCs 

One motivation of this research arises from the demand in biomedical 

applications. Recently, sensor arrays have been successfully used in acquiring  



4 
 

 

ExG signals, such as electroencephalographic (EEG) and electrocardiogram (ECG) 

signals [1-13]. The bandwidth of the ExG signal is low, but high-resolution ADC 

conversions are required. Since multiple sensors are used, it will save both power 

and cost to have a single ADC time-multiplexing between multiple channels.  

The ΔΣ ADC is a good candidate because of its high signal-to-noise-and-

distortion ratio (SNDR). However, a traditional ΔΣ ADC is not suitable for 

multiplexing between different channels. 

Incremental ADCs inherit the high resolution of ΔΣ ADCs, and at the same 

time, provide the flexibility of time-multiplexing between different channels. Thus 

it is very suitable for ExG applications. 

The other motivation of this research is the calibration of multi-bit DACs in 

double-sampling scheme using the incremental ADC itself. In double-sampling 

scheme, we need two feedback digital-to-analog converters (DACs) operating in 

opposite phases. The mismatch between these two DACs will fold the quantization 

noise into the signal band. It is called the “noise-folding” problem of the double-

sampling scheme. Since incremental ADC is able to provide accurate measurement 

for DC input, we can use it to measure the inter-DAC mismatches. After we obtain 

the mismatch, digital compensation can be applied to eliminate the “noise-folding” 

problem in double sampling scheme. Also, the mismatches within each DAC can 

be digitally corrected as well. 
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1.4  Motivations of the Research on Low-Power ADCs 

In power-limited applications, such as biomedical sensor and hearing aids, 

micro-power ADCs are needed. The successive-approximation registers ADCs 

(SAR ADCs) are good candidates for micro-power applications, because they have 

very few active devices. Based on the “split-junction” SAR ADC scheme, we 

propose an improved scheme that further reduces the power consumption. 

We also propose a hybrid cascaded ΔΣ modulator scheme, which reduces the 

speed of the second stage drastically. In an N-0 cascaded structure, the second 

stage can now be implemented with a successive-approximation register (SAR) 

ADC instead of a pipeline ADC. The new scheme can achieve better performance 

with similar power consumption to the traditional scheme. 

1.5  Structure of Thesis 

Chapter 2 introduces the basics of multiplexed incremental ADCs, and 

presents a new analysis technique (proposed by J. Steensgaard) for incremental 

ADCs. Based on this, a new optimization technique for a decimation filter is 

presented. 

Chapter 3 discusses the digital calibration techniques for double sampling ΔΣ 

and incremental ADCs with multi-bit DACs. First a new calibration scheme with 

linear equation solving is presented. Then a simplified calibration scheme without 

linear equation solving is proposed. Finally, an improvement for one existing 

calibration scheme is discussed. 
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Chapter 4 gives the details of the circuit implementation of the prototype 

incremental ADC. Measurement results are presented in this chapter. 

Chapter 5 presents two new design techniques for low power ADCs. The first 

one is a new scheme that further reduces the power consumption of SAR ADCs. 

The second one is a hybrid cascaded ΔΣ ADC that reduces the speed of the second 

stage. 

Chapter 6 summarizes the whole thesis. 
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Chapter 2  Analysis and Optimization of Incremental ADCs 

2.1  Basics of Multiplexed Incremental ADCs 

As shown in Fig. 2-1, the multiplexed incremental ADC is a delta-sigma ADC 

with reset. The signals u1 to uN are N input signals to be converted into the digital 

domain (e.g., signals of the sensor array in ExG applications). In the first 

conversion cycle, P1 is closed to connect u1 to the incremental ADC. After M 

clock periods, we take the last output of the decimation filter as the conversion 

result of this conversion cycle (the decimation-by-M block in Fig. 2-1). Then we 

switch to the next input channel by opening P1 and closing P2. After all N 

channels are converted, we go back to channel 1 and start over again.  

ΔΣ 
Modulator

Decimation 
Filter M↓

u1

v(n)

RST RST

u2

uN

P1

P2

PN

 

Fig. 2-1. Block diagram of multiplexed incremental ADC. 
 

Because of the reset of the ΔΣ modulator and decimation filter, the ΔΣ ADC 

can now be time-multiplexed between multiple channels. To meet the Nyquist 

sampling requirement, the lowest clock frequency of the incremental ADC needs 

to be Bs fNf ⋅⋅= 2  , where fB is the bandwidth of the signal in each channel. If we 



8 
 

 

look at one particular channel, the operation of the multiplexed incremental ADC 

is illustrated in Fig. 2-2. 

 

Fig. 2-2. Illustration of the operation of multiplexed incremental ADC [2-1]. 

 

2.2  Incremental ADC with Cascaded Integrator Decimation 

Filter [1-11] 

As shown in Fig. 2-3, traditionally we can make a third-order incremental 

ADC by putting three digital integrators after a third-order ΔΣ modulator. The 

reason for doing this is given by the following analysis. Both the modulator and 

digital integrators are reset every M clock periods. 
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Fig. 2-3. A third-order incremental ADC with sinc3 filter. 
 

Assume the input is constant (or does not change much in one conversion 

cycle). In the time domain, the output of the loop filter at the M-th clock period is  
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Dividing both side by M(M-1)(M-2)/6, we get 
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Since the ΔΣ modulator is stable, v3(M) is between –Vref and Vref. We have 
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As shown in (2-4), the conversion error is approximately inversely proportional to 

M3. Thus for M = 100, the conversion error is at microvolt level.  

2.3  Noise Analysis of Incremental ADC [2-1] 

The incremental ADC can be modeled as shown in Fig. 2-4, where u(k) is the 

input signal, t(k) is the input referred thermal noise and q(k) is the quantization 

noise.  

ΔΣ 
Modulator

Decimation 
Filter M↓u(k)

t(k) q(k)

d(k) v(n)

RST RST  

Fig. 2-4. Model of incremental ADC. 
 

Due to the reset of the ADC, the impulse responses of the signal transfer 

function (STF) and noise transfer function (NTF) change from infinite length to 

finite length. Suppose that the incremental ADC is reset every M clock periods. 

The final result in the nth conversion cycle can be calculated as follows 

 [ ] [ ] [ ] nMnMnM kqkntfktkstfkukstfnv ,,, )()(')()(')()(')( ∗+∗+∗=  (2-5) 

where stf’(k) is the M sample impulse response of the overall signal transfer 

function STF(z)H(z), and ntf’(k) is the M sample impulse response of the overall 
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noise transfer function NTF(z)H(z). Here, STF(z) and NTF(z) are the signal transfer 

function and noise transfer function of the ΔΣ modulator without reset, 

respectively. H(z) is the transfer function of the decimation filter without reset. 

The first, second and third term in (2-5) represent the signal component, the 

thermal noise and the quantization noise in the output, respectively. The power of 

the input-referred thermal noise t(k) can be estimated by inCkT /γ  , where k is the 

Boltzmann constant, T is the absolute temperature and Cin is the value of the input 

capacitors in the first integrator. The constant γ  can be estimated from the input 

circuitry (γ  = 5 is a good choice) [1-2]. The power of q(k) can be estimated as 

12/2∆  , where ∆  is the step size of the quantizer. 

2.4   Noise Optimization of Incremental ADC [2-1] 

As given by (2-5), the output noise (thermal and quantization noise) is related 

to stf’(k) and ntf’(k). The purpose of noise optimization is to choose M, Cin and the 

M-sample impulse response of the decimation filter, so that the output noise is 

minimized. 

We denote stf(k) and ntf(k) as the M-sample impulse response of STF(z) and 

NTF(z), and h(k) as the M-sample impulse response of H(z). These impulse 

responses are given by 



12 
 

 

 

}.,,,{)(
},,,{)(

},,,{)(
},,,{)(

},,,{)(

110

110

110

110

110

−

−

−

−

−

=

′′′=′
′′′=′

=
=

M

M

M

M

M

hhhkh
nnnkfnt
ssskfst
nnnkntf
ssskstf











  (2-6) 

Because stf’(k) = stf(k) * h(k) and ntf’(k) = ntf(k) * h(k), the following vector 

relations hold 
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From (2-5) to (2-8), the thermal noise power can be estimated as 
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The quantization noise power can be estimated as 
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  (2-10) 

Let the maximum peak-to-peak output sine wave amplitude be Vpp. The SNR 

of the incremental ADC is 
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where 

 [ ]NNSSO ⋅⋅+⋅= TT

inC
kT ργ   (2-12) 

and  

 .
/

6/2

inCkTγ
ρ ∆
=   (2-13) 

Based on the above analysis, an SNR optimization technique is proposed. The 

overall noise is minimized for a given power consumption by choosing M, Cin and 

the impulse response of the decimation filter h(k) properly. 

For a given M and Cin, the optimization of the impulse response of the 

decimation filter can be formulated as follows 

 

min  
subject to 1

T

T

⋅ ⋅

⋅ =

h O h
e h   (2-14) 
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where O is defined in (2-12) and e is [ ]T1 ,  ,1 ,1  . The objective function is the 

overall noise, and the constraint is to ensure H(z) = 1 for z = 1. Since STF(z) is 1, 

the constraint ensures the overall signal transfer function to be 1 at DC. 

The quadratic program (2-14) can be solved with Matlab. The analytical 

solution can also be found by the Lagrange multiplier technique as 

 
eOe

eOh 1

1

−

−

= T
*   (2-15) 

It is observed that the optimal h for thermal noise is simply e/M. When the 

quantization noise is taken into account, the optimal h turns into *h . 

We define the thermal noise penalty factor as 

 
∑

∑
−

=

−

=== 1

0

2

1

0

2*

/1

/1

power noise  thermalminimum
power noise  thermalactual

M

i

M

i
i

M

h
β .  (2-16) 

The typical value of β  is around 1.5. It reflects the trade-off between the 

thermal noise and quantization noise. 

Since the power consumption of the incremental ADC is inversely 

proportional to inCM ⋅  (larger M means higher clock frequency, and larger Cin 

means larger OTA load), we choose the minimum inCM ⋅  that meets the SNR 

specifications. Then we do a series of optimizations for different combinations of 

M and Cin and choose the one that gives the best SNR. It is found that larger M and 

smaller Cin usually gives better SNR. 
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2.5   Comparison between ΔΣ and Incremental ADCs 

For an L-th order ΔΣ ADC, assuming a brick-wall decimation filter is used, 

the quantization noise after decimation is 

 12

242/1

0

2
22

, )12(1212
2)2( +∆Σ ⋅+⋅

∆
=

∆
⋅⋅≈ ∫ L

M
L

q ML
dff ππσ .  (2-17) 

where M is the oversampling ratio (OSR) and ∆  is the quantizer step size. If a 

sincL decimation filter is used, the signal-to-quantization-noise ratio (SQNR) is 

slightly higher [2-2]. 

In comparison, as suggested by (2-4), if an L-th order cascaded integrator 

decimation filter is used for an L-th order incremental ADC, the quantization noise 

after decimation is 

 LL
ref

incrq Mccb
K

Mccb
V

22
2

2
1

2

22

22
2

2
1

2

2
2
,

3636 ∆
=≈σ .  (2-18) 

where K is the total number of steps of the quantizer. Optimal decimation filter 

(section 2.4) usually gives slightly lower output quantization noise (decimation 

filter is optimized for the sum of the thermal noise and quantization noise). 

It can be observed that the output quantization noise after decimation is 

inversely proportional to M2L+1 for an L-th order ΔΣ ADC, and is inversely 

proportional to M2L for an L-th order incremental ADC. Thus incremental ADCs 

usually have lower SQNR than its ΔΣ counterparts. This is confirmed by the peak 

SQNR versus OSR graph (Fig. 2-5) for a second-order ΔΣ ADC with a sinc3 
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decimation filter, a second-order incremental ADC with a cascaded integrator 

decimation filter and a second-order incremental ADC with an optimal decimation 

filter.  

 

Fig. 2-5. A third-order incremental ADC with sinc3 filter. 
 

The performance degradation of incremental ADC is a trade-off for the ability 

to multiplex between multiple input channels. Because of the reset of ΔΣ 

modulators and decimation filter, the length of the impulse response of the 

incremental ADC is limited to M. In comparison, for a L-th order ΔΣ ADC, a 

sinc(L+1) filter is used. The length of the impulse response of a sinc(L+1) filter is 

M*(L + 1) − (L − 1), much longer than that of the incremental ADC.  
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Chapter 3  Digital Calibration and Compensation Techniques 

3.1  Introductions 

The use of multi-bit quantizer in ΔΣ modulators has many advantages, such as 

lower quantization noise and better stability [3-1]. However, the elements of a 

multi-bit DAC can not be made exactly same, and the mismatches between them 

are called DAC mismatches. As the DAC mismatches are added directly to the 

input of the modulator without noise-shaping (Fig. 3-1), the accuracy of the ΔΣ 

modulator is limited by the DAC mismatches. 

 

Fig. 3-1. Digital compensation scheme for multi-bit DAC mismatches. 

 

In the double-sampling scheme, two DACs are operating in opposite phases. 

The mismatch between two DACs (inter-DAC mismatch) modulates the feedback 

signal going through the DACs. This effect, called noise-folding, folds the 

quantization noise back to the signal band and ruins the SNDR [3-2].  

One way to eliminate the DAC mismatch problem is to use dynamic element 

matching (DEM), which shuffles the DAC elements and noise-shapes the DAC 
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mismatch errors. The most widely-used DEM technique is data-weighted 

averaging (DWA) [3-3]. Unfortunately, the DEM technique cannot be applied to 

eliminate the inter-DAC mismatch in double-sampling scheme.  

To solve the noise-folding problem in double-sampling scheme, special 

integrators and circuits are proposed [3-2][3-4]. However, this either complicates 

the design procedure or introduces extra circuit elements. 

As shown in Fig. 3-1, if we can measure the mismatches of the DAC elements, 

we can obtain the DAC mismatch sequence eDAC(k). Since the transfer function of 

the DAC mismatch is approximately 1 in the signal band, we can simply subtract 

eDAC(k) in the digital domain to compensate the DAC mismatch error. Both intra-

DAC and inter-DAC mismatch can be calibrated and compensated digitally this 

way. 

3.2  DAC Calibration with Equation Solving [3-5] 

To measure the mismatches of the DAC elements, a calibration capacitor is 

added in the first integrator of a third-order ΔΣ modulator (Fig. 3-2) to add a 

constant input. Four capacitors are used in the DAC to feed the 5-level quantizer 

output back to the input. The input capacitors and DAC feedback capacitors are 

shared.  

A log shifter is put after the quantizer. The log shifter, similar to that in DWA, 

shifts the quantizer output (in thermometer code) according to the pointer (PTR in 
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Fig. 3-2). However, in the calibration mode, the pointer is controlled by an off-

chip signal (DACPTR1 and DACPTR0 pins), instead of by DWA logic.  

 

P1

P2∙DAC(1)
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DAC

Input

VREF+

VREF−

C1
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P2∙DAC(2)
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DAC
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VREF−
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P2∙DACB(3)

DAC

Input

VREF+

VREF−

C3

P1

P2∙DAC(4)

P2∙DACB(4)

DAC

Input

VREF+

VREF−

C4

P1

P2

5 Level ADC

ADC output after shifting
(4 bit theomometer code):

[DAC(0), DAC(1), DAC(2), DAC(3)]
DACB = NOT DAC

VREF+
P1

P2 Calibration 
capacitor

Log Shifter

PTR

 

Fig. 3-2. The DAC and calibration capacitor in the first integrator. 
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In the calibration mode, the ΔΣ modulator is run as an incremental ADC. Four 

conversions are needed to obtain the DAC mismatch information. In each 

conversion, the PTR (DACPTR1 and DACPTR0) sets one of the DAC capacitors 

as the first DAC element. 

Let Ci = C(1+xi), i = 1, 2, 3, 4, where Ci is the value of the DAC element 

capacitor and C is the value of the calibration capacitor. We take C as the desired 

value of the DAC element capacitors. The xi (i = 1, 2, 3, 4) are the relative DAC 

mismatch errors. 

In the calibration mode, we connect the input terminal to the common-mode 

voltage, and the calibration capacitor branch to VREF+ (Fig. 3-2). Effectively, we 

are applying an input voltage Vref / 4. 

The modulator runs as an incremental ADC, and hence each conversion takes 

M clock periods. Suppose PTR = 0 (DACPTR1 = 0 and DACPTR0 =0, which 

makes C1 the first capacitor of the DAC). If there are no DAC mismatches (Ci = C, 

i = 1, 2, 3, 4), half of the outputs will be 0, and the other half 1/2. According to 

section 2.2, if we assume Vref = 1 V, we have 
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If there are mismatches between the DAC elements and the calibration 

capacitor C, the modulator output stream will change and (3-1) turns into 
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where s0[k] and s1/2[k] are the output detection sequences  
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The third and fourth term in (3-2) represent the DAC mismatch error feeding 

into the first integrator. The mismatch error is 1 2 3 4x x x x+ − −  when dout[k] = 0, 

and 1 2 3 4x x x x+ + −  when dout[k] = 1/2. Since dout[k] is either 0 or 1/2, (3-2) can be 

rearranged as 
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Dividing both sides of (3-4) by 1 2 ( 1)( 2) / 6L bc c M M M= + +  and ignoring v3(M)/L 

(since v3(M)/L is at the microvolt level for M = 100), we have the linear equation 
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Next, we change the PTR to 1, and then to 2 and 3, and repeat the above 

process. The following set of equations results: 
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where ai and bi (i = 2, 3, 4) are obtained in the same way as in (3-6) and (3-7). 

Solving (3-8), we can obtain the DAC mismatches. To solve the linear equation, a 

simple arithmetic logic unit (ALU) is required. 

After the DAC mismatches are obtained, we can compensate them with a 

look-up table in the digital domain (Fig. 3-3). Since the transfer function of the 

DAC mismatch errors is approximately 1 in the signal band, we can simply 

subtract the DAC mismatch error from the quantizer output. 

 

Delta-Sigma 
Modulator

Look-Up Table

Input Output

 

Fig. 3-3. Digital compensation of DAC mismatches. 
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In real implementation, the operational trans-conductance amplifier (OTA) 

non-idealities (finite DC gain, bandwidth, slew rate, and offset) will introduce 

error into the calibration process. The DC offset of the OTA can be eliminated by 

correlated double sampling (CDS) or chopping. It can be shown that if the DAC 

mismatches are the dominant source deteriorating the performance (which means 

that the incremental ADC can give accurate result without DAC mismatches), the 

described calibration is effective. 

By calibrating two DACs separately with the same calibration capacitor, the 

above procedure can be used to measure and correct the inter-DAC mismatches in 

double-sampling architecture. 

MATLAB simulation was used to verify the above calibration scheme. A 

double-sampling ΔΣ modulator with 5-level quantizer was used in the simulation. 

Each conversion in the calibration mode took M = 230 clock periods. The 

calibration of the modulator took 8 conversions in total. 

The DC gain, slew rate, bandwidth and the offset of the OTAs were all 

considered in the simulation. The DC gains of the OTAs were assumed to be 40 

dB, and the loop-gain unity-gain bandwidths (UGBW) 80 MHz, 65 MHz and 65 

MHz, respectively. The DC offsets were assumed to be 10 mV and chopping was 

used. The clock frequency is 30 MHz. 

The DAC mismatches and the estimation obtained from solving (3-8) are 

shown in Table 3-1. Around 0.5 % DAC mismatches were added in the simulation. 
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The calibration effectively reduces the DAC mismatches to 0.0005 %. The same 

simulation was performed with a transistor-level design. Results similar to those in 

Table 3-1 were obtained. 

The effects of the digital compensation on the conversion accuracy were 

evaluated using an incremental ADC (with the same ΔΣ modulator as in the 

previous discussion). A DC input is used as the input signal in the test. The 

conversion error versus input DC voltage before and after calibration is shown in 

Fig. 3-4. 

Table 3-1. DAC Mismatches and Estimations (Equation Solving Calibration) 

 DAC Mismatches 
[x1, x2, x3, x4]T 

Estimation from solving (3-8) 
[x1, x2, x3, x4]T 

DAC1 

0.0015 
0.0035 
–0.0015 
–0.0025 

0.001503 
0.003505 
–0.001497 
–0.002496 

DAC2 

0.0035 
–0.0015 
–0.0055 
0.0025 

0.003501 
–0.001496 
–0.005498 
0.002503 
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Fig. 3-4. Conversion error versus DC input. 
 

3.3  DAC Calibration for Inter-DAC Mismatches [3-6] 

As pointed out in [3-7], the double-sampling scheme effectively doubles the 

over-sampling ratio (OSR) of the ΔΣ modulator. However, as shown in Fig. 3-5, it 

also introduces the quantization noise folding problem due to the mismatch 

between two DACs operating in opposite phases (inter-DAC mismatch). 
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DAC2

DAC1
P1

P2
Inter-DAC mismatch

 

Fig. 3-5. Inter-DAC mismatch in double-sampling ΔΣ modulator. 

 

To eliminate the inter-DAC mismatch in double-sampling ΔΣ modulator, we 

propose a new scheme which uses data-weighted averaging (DWA) to eliminate 

the mismatches inside each DAC (intra-DAC mismatch) and digital compensation 

to eliminate the mismatch between DAC1 and DAC2 (inter-DAC mismatch).  

The scheme is based on the observation that the DC gain of the ΔΣ modulator 

is  

 1(1)  /STF b b= .  (3-9) 

where b and b1 are the branch gain shown in Fig. 3-6. In calibration mode, the 

double-sampling ΔΣ modulator is run as a single-sampling incremental ADC, 

using either DAC1 or DAC2. We denote b1 by b1-DAC1 if DAC1 is used, and by b1-

DAC2 if DAC2 is used. As suggested by (3-9), if we keep the branch gain b the 

same, we can calibrate b1-DAC1 and b1-DAC2 against b.  
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Fig. 3-6. A third-order ΔΣ modulator with a look-up table for digital correction. 

 

The same calibration capacitor in the equation-solving calibration circuit is 

used (Fig. 3-2) to put a constant input of Vref / 4 and a constant branch gain b. 

DWA is enabled to eliminate the “intra-DAC” mismatches in calibration. The gain 

of each DAC branch is calculated as 

 b
vSTF

bb
i

DACi

4/1
)1(1 ==− , i = 1, 2.  (3-10) 

where vi is the conversion result of the incremental ADC. Based on the estimated 

b1-DAC1 and b1-DAC2, we can calculate the corrected modulator outputs and store 

them in the look-up table. The inter-DAC mismatches are compensated by 

subtracting outd
v

)1
4
1(

1

−  in the clock phase 1 (when DAC1 is used as the feedback 

DAC) and outd
v

)1
4
1(

2

−  in the clock phase 2 (when DAC2 is used as the feedback 

DAC). 

The calibration only takes two conversions. The Matlab simulation result of 

inter-DAC calibration is shown in Fig. 3-7. 
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Fig. 3-7. The spectra of a third-order double-sampling modulator output with and 

without “inter-DAC” correction (around 0.5 % DAC mismatch is added, DWA is 

enabled for “intra-DAC” mismatches for both simulations). 

3.4  Modified “Sarhang-Nejad” Calibration [3-8] 

Another digital calibration scheme, which does not require equation solving, 

is to reconfigure the ΔΣ modulator into an incremental ADC with a two-level 

DAC, with which we calibrate the multi-level DAC [3-8].  

As shown in Fig. 3-8, the 4-bit DAC is replaced by a 2-level DAC (switch 

connected to Vref+ and Vref−) in the calibration mode. The ΔΣ modulator with the 

2-level DAC is run as an incremental ADC. Since an incremental ADC with a 2-
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level DAC is accurate, it is used to measure the output of the 4-bit DAC. The 

calibration results are stored in a look-up table. After the calibration, the ΔΣ 

modulator runs with the multi-level DAC and the look-up table is used to 

compensate for DAC mismatches. 

 

 

Fig. 3-8. Sarhang-Nejad calibration scheme for DAC mismatches [3-8]. 

 

One potential problem with this scheme is the stability in calibration mode for 

high-order ΔΣ modulator, especially when the input is close to ± Vref. To solve this 

problem, we can feed only the difference between each DAC element and the 

calibration element, instead of all possible DAC output levels, to the incremental 
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ADC. Since this difference is usually small, the stability and the accuracy of the 

incremental ADC can be guaranteed. 

Fig. 3-9 shows a 5-level DAC in the ΔΣ modulator under calibration. The ΔΣ 

modulator is reconfigured into an incremental ADC with a 2-level quantizer.  

 

Fig. 3-9. Proposed DAC calibration circuit [3-6]. 

We denote the capacitors in the 5-level DAC by Ci (i = 1, 2, 3, 4). The value 

of the calibration capacitor is 2C, where C is regarded as the accurate value of the 
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DAC element capacitors. We denote the relative mismatches of Ci by xi, so Ci = 

C(1+xi) (i = 1, 2, 3, 4).  

The DAC element capacitor under calibration (C1 in Fig. 3-9) is connected to 

Vref
− in clock phase P1 and to Vref

+ in clock phase P2. The calibration capacitor (2C 

in Fig. 3-9) is connected to Vref
+ in clock phase P1 and to the 2-level DAC 

feedback in clock phase P2. Effectively, we are applying the mismatch signals 

xi∙( Vref
+ − Vref

−) (i = 1, 2, 3, 4) to the input of the incremental ADC. Usually this 

mismatch is a small DC input which allows the stable and accurate operation of 

the incremental ADC. Fig. 3-9 shows the conversion error as a function of the 

mismatch signal. After obtaining all mismatches xi, the DAC nonlinearity errors at 

all output levels can be stored in the look-up table. 

The results of calibration for the modulator of Fig. 3-9 are shown in Table 3-2. 

0.5 % RMS DAC mismatches were assumed. MATLAB simulations with a sine-

wave input (Fig. 3-10) show that the modified scheme gives much better results 

than the original Sarhang-Nejad scheme. 
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Table 3-2. DAC Mismatches and Estimations (Modified Sarhang-Nejad 
Calibration) 

 DAC Mismatches 
[x1, x2, x3, x4]T 

Estimation from Calibration 
[x1, x2, x3, x4]T 

DAC1 

0.0025 
0.0035 
0.0015 
–0.0045 

0.002503 
0.003504 
0.001501 
–0.004504 

DAC2 

0.0055 
–0.0045 
–0.0065 
–0.0035 

0.005505 
–0.004504 
–0.006507 
–0.003504 

 

 

 

Fig. 3-10. Output spectra of a third-order double-sampling modulator with 

Sarhang-Nejad calibration, modified Sarhang Nejad calibration and without 

calibration. 
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Chapter 4  Circuit Design and Measurement Results 

4.1  System Design 

The design specifications of the incremental ADC are shown in Table 4- 1. 

 

Table 4- 1. Design Specifications of the Incremental ADC 

Specifications Value 

Number of channels (N) 20 

Signal bandwidth (fb) 3 kHz 

Signal-to-noise ratio (SNR) 100 dB 

Maximum output signal power (Vmax
2) 1 V2 

Maximum sampling frequency (fc)  30 MHz 

 

The system design procedure is performed in the following steps: 

Step 1. Calculate the maximum conversion time for one channel: Tw = 1/(2Nfb) 

= 8.33 µs. 

Step 2. Calculate the maximum clock cycles for one conversion: Mmax = Twfc = 

fc /(2Nfb) = 250. 

Step 3. A third order low distortion ΔΣ modulator with a 5-level quantizer [1-

11] is designed with the ΔΣ toolbox for Matlab [4-1] (Fig. 4-1). The 

NTF of the modulator is 
)6149.039.1)(5701.0(

)1(
2

3

+−−
−

=
zzz

zNTF  and 

the STF is 1. The poles of the NTF is chosen so that the ΔΣ modulator 

is stable enough. 
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Fig. 4-1. The block diagram of the ΔΣ modulator. 

 

Step 4. Determine the minimum value of MCin. Since the SNR needs to be 

larger than 100 dB, the maximum total noise power is Ptot = 10−10 V2. If 

we allocate 90% of the noise budget to the thermal noise, the thermal 

noise must satisfy tot
in

P
MC
kT

9.0max ≤
βγ , where 2max =β  and 5=γ  [2-1]. 

This gives pF 460≥inMC .  

Step 5. Determine M and Cin. A series of optimizations for different M and Cin 

shows that larger M and smaller Cin gives better SNR. However, M is 

limited by the Mmax calculated in Step 2. For our design, we chose M = 

230 and Cin = 2 pF.  

Step 6. Optimize the decimation filter by solving (2-14). The impulse response 

of the optimal decimation filter is shown in Fig. 4-2. The output 
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thermal noise and quantization noise are expected to be at −103 dBFS 

and −115 dBFS, respectively. 
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Fig. 4-2. The impulse response of the optimal decimation filter. 

 

Matlab simulation shows that the output of the 3rd integrator exceeds the 

desirable opamp output swing (Fig. 4-3). So dynamic scaling is performed using 

the delta-sigma toolbox for Matlab [4-1]. 
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Fig. 4-3. The integrator outputs versus time for a 507 Hz, -1 dBFS sine wave input 
before dynamic scaling. The reference voltage is 1 V. The output of the third 
integrator exceeds the reference voltage. 

 

The integrator outputs for the delta-sigma modulator after scaling are shown 

in Fig. 4-4. After the dynamic scaling, the coefficients of delta-sigma modulator 

are given as follows.  
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Fig. 4-4. The integrator outputs versus time for a 507 Hz, -1 dBFS sine wave after 
dynamic scaling. The reference voltage is 1 V. All integrator outputs are below 1 
V.  

 

Matlab simulations give the conversion error versus the DC input level for the 

incremental ADC (Fig. 4-5). The solid and dashed horizontal line shows the 

theoretical prediction for the thermal noise and the quantization noise using the 

analysis technique of section 2.3. The SQNR versus the sine wave input amplitude 

for one input frequency (507 Hz) is shown in Fig. 4-6. 
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Fig. 4-5. The conversion error versus the DC input level (Matlab simulation). 
 

 

Fig. 4-6. SQNR versus input sine wave amplitude (Matlab simulation). 
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INT1 INT2 
INT3 passive adder 

4.2  Top-Level Circuit Design 

The top-level circuit of the incremental ADC is shown in Fig. 4-7. It consists 

of three integrators (INT1 to INT3), a passive adder, a 5-level quantizer pre-

amplifier, comparator latches and DWA logic, output drivers, a clock generator 

and the biasing circuit. Double-sampling scheme is used to double the sampling 

frequency. 

 

Fig. 4-7. The top-level circuit of the incremental ADC. 

 

4.3  First Integrator 

The first integrator (Fig. 4-8) consists of two input-and-DAC blocks (one for 

the positive side and the other for the negative side), an operational 

transconductance amplifier (OTA), chopping switches and reset switches.  

quantizer  
pre-amplifier 

latches and DWA 

output driver 

clock generator 
de-cap capacitor 

biasing circuit 
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A special fractal chopping sequence was used for better performance [1-4]. 

Instead of change the polarity of the OTA according to the sequence of (1, −1), we 

use the sequence of (1, −1, −1, 1, −1, 1, 1, −1). 

The input common-mode voltage of the OTA is set to 0.3 V and the output 

common-mode voltage is set to 0.9 V. The chopping and reset switches at the 

OTA input side are implemented as NMOS transistors, while those at the OTA 

output side are implemented as transmission gates. 

Input and DAC Block

Input and DAC Block

INVB

INVB

INVB

INVB

INV

INV

INV

INV

RST

RST

RST

RST

VCMI VCMO

VCMI VCMO
 

Fig. 4-8. The first integrator (INT1). 
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The input-and-DAC block is shown in Fig. 4-9. It consists of two input-and-

DAC branches working in opposite clock phases (for double-sampling scheme) 

and a calibration capacitor branch. The input capacitors and feedback DAC 

capacitors are shared.  
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Fig. 4-9. The input-and-DAC block. 

 

Because chopping is used, a gain-boosted OTA with high DC-gain (Fig. 4-10) 

was designed to suppress the quantization noise folding at the OTA virtual ground. 

Folded-cascode structure was chosen to accommodate low input common-mode 

voltage (0.3 V). Two transistors at the bottom (M25 and M26) work as the 

common-mode feedback (CMFB) circuit [4-2]. Two auxiliary amplifiers (Fig. 4-

11) are used to boost the DC gain. They work in the triode region and sense the 

common-mode voltage of the OTA output. 

P1 phase 

P2 phase 
calibration capacitor 
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Fig. 4-10. The gain-boosted folded-cascode OTA in the 1st integrator. 
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a) 

 

b) 

Fig. 4-11. The auxiliary amplifier for gain boosting at a) PMOS side and b) NMOS 
side. 

 

In order to get better linearity, bootstrapped switches [4-3] are used to sample 

the input signal. As shown in Fig. 4-12, the gate voltage of the main switch (M1) 

is raised to Vin + Vdd to keep VGS constant (Vdd). 
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Fig. 4-12. The bootstrapped switches used to sample the input signal. 

 

4.4  Second and Third Integrators 

The circuitw of the second and the third integrators are shown in Fig. 4-13. 

There are two input branches operating in opposite clock phases (P1 and P2) due 

to the double-sampling scheme. Chopping is used to suppress the 1/f noise of the 

OTA. Folded-cascode OTAs (Fig. 4-14) are used in the integrators. 
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Fig. 4-13. The second and the third integrators. 

 

Fig. 4-14. The OTAs in the second and the third integrators. 
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4.5  Passive Adder 

A passive adder (Fig. 4-15) is used to add up the input signal and the outputs 

of three integrators. 

 

Fig. 4-15. The passive adder. 

P2 branches 

P1 branches 

VON VOP 
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Two branches operating in opposite clock phases (P1 and P2) are used due to 

the double-sampling scheme. The use of a passive adder instead of an active adder 

saves power. However, the reference voltage in the following quantizer needs to 

be scaled down, and extra care is needed for the effect of the capacitance loading 

of the adder. 

4.6  Quantizer Pre-amplifier 

The 5-level quantizer pre-amplifier (Fig. 4-16) consists of a resistor string and 

four comparator pre-amplifiers. The total resistance of the each resistor string 

branch is 15 kΩ.  

 

Fig. 4-16. The 5-level quantizer. 
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offset cancelling comparator pre-amplifier 

The comparator pre-amplifier relaxes the requirement on the offset of the 

comparator latch. The offset of the pre-amplifier itself is canceled by input offset 

storage (IOS) technique [4-4]. In the offset sampling phase, the comparator pre-

amplifier (Fig. 4-17) is connected as a unity-gain buffer. The offset-cancelling 

capacitor samples Vcomp + VOS, where Vcomp is the comparison voltage and VOS is 

the offset voltage of the pre-amplifier. In the comparison phase, the pre-amplifier 

works in open-loop and amplifies the offset-compensated voltage Vin – (Vcomp + 

VOS) + VOS = Vin – Vcomp. 

 

Pc PcPc

Pc Pc
Pc

VIP

VIN

VOP

VON

 

Fig. 4-17. Comparator pre-amplifier. 

 

4.7  Latches and DWA Logics 

As shown in Fig. 4-18, the latches take the output of comparator pre-

amplifiers and latch the comparison result (thermometer quantizer output).  
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Fig. 4-18. Latches and DWA logics. 

 

 

Fig. 4-19. Comparator latches and RS latches. 

latches DWA logics buffers 
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The latch block consists of four comparator latches followed by four RS 

latches (Fig. 4-19). When the RST signal goes low, the comparator latch (Fig. 4-20) 

generates the comparison result, and the RS latch (Fig. 4-21) holds the result until 

the next falling edge of RST. 

 

Fig. 4-20. The comparator latch. 

 

Fig. 4-21. The RS latch. 
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As shown in Fig. 4-22, the DWA circuit consists of a DWA pointer register, a 

MUX and a log-shifter. Two separate DWA pointer registers are used for the two 

opposite phases in double-sampling scheme. The MUX is used to select the source 

of DWA pointer according to the operation modes. In the digital calibration and 

compensation mode, the pointer comes from two pins of the chip (DACPTR1 and 

DACPTR0). In DWA mode, the pointer comes from the register in DWA logics.  

 

 
Fig. 4-22. The DWA circuit. 

 

The DWA pointer register is made of an adder and several D flip-flops. 

According to the DWA algorithm, the next pointer value is the sum of the current 

value and the current modulator output.  

DWA pointer register 

log-shifter 

MUX 
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The log-shifter (Fig. 4-23) shifts the thermometer modulator output according 

to the DWA pointer.  

 
Fig. 4-23. The log-shifter. 

 

4.8  Clock Generators 

The clock generator (Fig. 4-24) provides the non-overlapping clock for the 

incremental ADC. It also provides other control signals, such as reset signals, 

chopping control signals and comparator clocking.  

The off-chip clock is first divided by 2 in frequency by a D flip-flop. The 

frequency-divided clock is then used to generate the non-overlapping clock Q1 and 

Q2. The single/double sampling control generates four clock signal P1, P2, P3 and 

P4 from Q1 and Q2, according to the control signal DS_CTL. The clock signals P1 

and P2 are used for the switched-capacitor branches in one double-sampling phase, 
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single/double 
sampling control 

while the clock signals P3 and P4 are used for the other. The relationship between 

the DS_CTL and P1 ~ P4 clocks is shown in Table 4-2. 

 
 

Fig. 4-24. The clock generator. 

 

Table 4-2. Clock Generation Table 

DS_CTL P1 P2 P3 P4 

00 (no use) 0 0 0 0 

01 (single-sampling 1) Q1 Q2 0 0 

10 (single-sampling 2) 0 0 Q1 Q2 

11 (double-sampling) Q1 Q2 Q2 Q1 

 

non-overlapping 
clock generator 

chopping control  
generator 

reset generator 

comparator clock generator 

buffer 

DFF 
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4.9  Measurement Results 

The chip was fabricated in a double-poly/6-metal 0.18 µm CMOS process. 

The photo of the test board is shown in Fig. 4-25. 

 
Fig. 4-25. The test board of the incremental ADC. 

 

When the modulator runs as a continuously-running single-sampling ΔΣ 

modulator, the spectrum of the modulator output is as shown in Fig. 4-26. For a 

−2.5 dBFS sine wave input, the modulator achieves 86.8 dB SNR and 83.0 dB 

SNDR for an OSR of 230, running at a sampling frequency of 10 MHz. The total 

power consumption is 6.6 mW (3.8 mW for analog and 2.8 mW for digital). 

The spectrum of the incremental ADC output (after decimation) with the 

optimal decimation filter and the traditional cascaded integrator decimation filter is 

shown in Fig. 4-27. The reset period of the incremental ADC is M = 230 clock 

periods. For a −3.4 dBFS sine wave input, it achieves 83.7 dB SNR and 81.5 dB 



55 
 

 

SNDR with the optimal decimation filter, and 82.3 dB SNR and 79.7 dB SNDR 

with the cascaded integrator decimation filter, running at a sampling frequency of 

10 MHz. The total power consumption is 6.6 mW (3.8 mW for analog and 2.8 mW 

for digital). 

Fig. 4-28 shows the effect of the equation-solving digital calibration and 

compensation technique (section 3.2). Based on the results of four incremental 

calibration conversions running in the calibration mode, the mismatch of DAC1 is 

calculated to be [x1, x2, x3, x4]T = [−0.0204, −0.0136, −0.0175, −0.0072] T. With the 

mismatch information obtained, a look-up table is constructed to digitally 

compensate the modulator output. As shown in Fig. 4-28, the modulator with 

digital compensation achieves 80.1 dB SNR and 73.4 dB SNDR, while the 

modulator without digital compensation achieves 71.3 dB SNR and 63.6 dB 

SNDR. Around 10 dB improvement is obtained by digital compensation and 

calibration.  

The die micrograph of the incremental ADC is shown in Fig. 4-29. The 

performances are summarized in Table 4- 3. 
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Fig. 4-26. The spectrum of the modulator output when the modulator is running as 
a conventional continuously-running single sampling ΔΣ modulator for a −2.5 
dBFS sine wave input. 
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Fig. 4-27. The spectrum of the incremental ADC output (after decimation) with the 
optimal decimation filter (solid line) and the traditional cascaded integrator 
decimation filter (dashed line) for a −3.4 dBFS sine wave input. 
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Fig. 4-28. The spectrum of the modulator output when the modulator is running as 
a conventional continuously-running single sampling ΔΣ modulator before (dashed 
line) and after digital compensation (solid line). The DWA is turned off. 

 

 
Fig. 4-29. Die micrograph of the incremental ADC. 
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Table 4- 3. Measured Performance of the Incremental ADC 

Performance Value 

Sampling Frequency 10 MHz 

Signal Bandwidth 21.7 kHz 

Oversampling Ratio 230 

Peak SNR 86.8 dB (ΔΣ), 83.7 dB (incremental) 

Peak SNDR 83.0 dB (ΔΣ), 81.5 dB (incremental) 

Input Range 2 Vpp (differential) 

Power Consumption 3.8 mW (analog), 2.8 mW (digital) 

Power Supply 1.8 V 

Process 0.18 μm CMOS 

Chip Area 6.25 mm2 (core area: 1.2 mm2) 
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Chapter 5  Design Techniques for Low-Power ADCs 

5.1  Two-Step Split-Junction SAR ADC 

Successive-approximation register analog-to-digital converters (SAR ADCs) 

are good candidates for low-power applications [5-1].  Recently, Park and Lee 

described a split-junction structure which drastically reduced the dynamic power 

dissipation of the SAR capacitor array compared to earlier realizations [5-2]. We 

propose a new scheme that further reduces both power consumption and capacitor 

area by a large factor, by performing the conversion in two phases using two 

smaller split-junction arrays (SJAs).  

The proposed structure is illustrated in Fig. 5-1 for a 6-bit (N = 6) ADC. It 

contains two 3-bit (in general, N/2 bit) SJAs and a comparator. Let the input 

correspond to the digital word 101011. Initially, the input signal is sampled on all 

the capacitors in the two arrays (Fig. 5-1). Next, a coarse quantization is performed 

to generate the first N/2 = 3 bits using only the DAC1. During the coarse 

quantization, switch Si (which isolates the two DACs) will remain open.  

Fig. 5-2 shows the circuit state when the 3rd bit is being generated. As soon as 

the 3rd bit is determined, DAC2 generates a voltage which is Vref / 2N / 2 = Vref / 8 

higher (lower) than the output of DAC1 if the 3rd bit is 1 (0). This is done by 

changing the bottom-plate voltages in the C/C block of DAC2, while setting all the 

other bottom-plate voltages in DAC2 to be the same as those in DAC1. In this 
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example, since the 3rd bit is 1, the output voltage of DAC2 will generate a voltage 

Vref / 8 higher than the 3Vref / 4 output of DAC1. This operation requires an extra 

clock phase, and thus N + 1 clock phases are needed for an N-bit conversion. 

When the coarse quantization is finished, all switches will be opened to prepare for 

the fine quantization phase. 
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Fig. 5-1. The input sampling phase for a 6-bit SAR ADC. 
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Fig. 5-2. Coarse quantization of the 3rd bit (DAC output 101) using the split-

junction scheme. 

 

After the coarse quantization is complete, the voltages at the outputs of DAC1 

and DAC2 are upper and lower bounds of the input voltage. Switch Si closes, and 

stays closed during the fine quantization. As illustrated in Fig. 5-3 to Fig. 5-5, the 

capacitors in DAC1 and DAC2 are then connected in parallel, section by section, 

to generate comparison voltages of finer and finer resolution, by charge sharing. 
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During the fine quantization, the bottom-plate voltages are kept unchanged, 

and only the switches connected to the top plates are operated. First, switches S1
1 

and S2
1 are closed to determine the 4th bit. After that, two larger identical 

capacitor blocks are added into the capacitor array for every new bit. In this 

example, first the two 2C blocks will be added to the capacitor array to generate 

the reference voltage for determining the 5th bit, and then the two 4C blocks will 

be for finding the 6th bit.  

Each section has one switch inside (except the C/C blocks) connected with the 

top plate of 2C, which is controlled by the previous bit. The states of the two 

corresponding switches in the two identical sections in DAC1 and DAC2 are 

complementary when these blocks are appended to the capacitor array. The switch 

connecting the 2C capacitor in the DAC holding the higher voltage will be closed 

if the previous bit is 1, otherwise the switch connecting the 2C capacitor in the 

DAC holding the lower voltage will be closed. In this example, the output voltage 

of DAC2 is higher than that of DAC1 after the 3rd bit was found. Since the 4th bit 

is 0, when the two 2C blocks are connected to the capacitor array, S1
3 is closed 

while S2
3 is opened. When the two 4C blocks are added to the capacitor array, S2

4 

is closed and S1
4 is opened, since the 5th bit is 1. 

A digital controller is needed to control the switches of the ADC. 
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Fig. 5-3. Fine quantization of the 4th bit (DAC output 1011) using the proposed 

scheme. 
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Fig. 5-4. Fine quantization of the 5th bit (DAC output 10101) using the proposed 

scheme. 
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Fig. 5-5. Fine quantization of the 6th bit (DAC output 101011) using the proposed 

scheme. 

 

Compared to the SJA [5-2] scheme, the new structure reduces both the 

dynamic power consumption and the capacitor area by reducing the total number 

of the unit capacitors needed from 2N to 2N/2+1. For example, in a 10-bit SAR ADC, 

1024 unit capacitors are needed in the earlier schemes [5-1][5-2], while only 64 

units (32 for each DAC) are needed in the proposed structure. Since the power 

consumption is proportional to the total capacitance, a 93.75% saving in dynamic 
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power consumption can be achieved. Fig. 5-6 compares the energy requirements of 

the capacitor arrays for each code in a 10-bit ADC realized by classical SAR [5-1], 

split-junction SAR [5-2], and the proposed SAR. 
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Fig. 5-6. Energy consumption versus output digital code for 10-bit SAR ADCs 

5.2  Hybrid Cascade (MASH) ΔΣ Modulators 

The cascade ΔΣ modulators, also known as Multi-stAge noise-SHaping 

(MASH) modulators, have many advantages, such as getting high-order noise 

shaping performance with the stability of low-order ΔΣ modulators [3-1].  
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As shown in Fig. 5-7, an L-0 MASH ΔΣ modulator has an L-th order ΔΣ 

modulator as the first stage, and a pipeline ADC as the second stage. If low-

distortion structure is used in the first stage, we have  

 LzzQzUzV )1)(()()( 1
11

−−+=   (5-1) 

and 

 )()()( 212 zQzzQzV K += −   (5-2) 

where K is the number of clock delays introduced by the pipeline. If we make H1(z) 

= z−K and H2(z) = (1 − z−1)L, the overall output V(z) is 

 Lk zzQzzUzHzVzHzVzV )1)(()( )()()()()( 1
22211

−− −−=−= .  (5-3) 

From (5-3), we can see that Q1(z) is canceled and Q2(z) is noise-shaped. By doing 

low-pass filtering with a sincL+1 filter and decimation on V(z), we obtain the 

decimated output Vd(z). 
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Fig. 5-7. A L-0 MASH ΔΣ modulator. 
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The purpose of the proposed hybrid MASH ΔΣ modulator is to replace the 

power-hungry pipeline ADC with the low-power SAR ADC. As shown in Fig. 5-8, 

the output of the first stage L-th order ΔΣ modulator V1(z) goes through a sincL 

filter (instead of the sincL+1 filter used in a conventional ΔΣ modulator) and is 

decimated by a ratio of OSR. If H1(z) is kept to be z−K, where K is the number of 

clock periods delay introduced by the SAR ADC, we have  
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where the Deci operator refers to decimation by OSR. 
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Fig. 5-8. A hybrid MASH ΔΣ modulator with a SAR ADC as the second stage. 
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From (5-4), we can see that only LnzzQ OSRnk  , 2, ,1 ,0,)( )(
1 =⋅+−  shows up in 

V1d(z), which implies that it is possible to cancel the Q1 component with a 

decimated Q1 sequence. As shown in Fig. 5-8, by using a SAR ADC to convert the 

decimated Q1(z) and choosing L
L z

OSR
)1(1 1−−  as H2(z) (note that 1−z  in H2(z) 

equals to OSRz −  before decimation), we have 
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By subtracting V2(z) from V1d(z), we cancel the Q1 component and get  
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We can calculate the powers of the quantization noise in the overall 

decimated output for the conventional and the hybrid MASH from (5-3) and (5-6), 

respectively. For simplicity, assume an ideal “brick-wall” filter (which gives 

slightly better result than a sincL+1 filter) is used for V(z) in the conventional 

MASH (Fig. 5-7). The power of the quantization noise after decimation can be 

obtained from the integration of the in-band quantization noise in (5-3) 
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convq OSRL
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where 2
2qσ  is the power of the quantization noise injected by the second stage 

ADC (the pipeline ADC). In the case of the hybrid MASH, as can be seen from (5-

6), the quantization noise Q2(z) is noise-shaped as 
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From (5-8), the power of the quantization noise in Vd(z) can be calculated as  

 2 2 2
, 22
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1 L

q hybrid q iL
i

a
OSR

σ σ
=

= ∑   (5-9) 

From (5-7) and (5-9), a comparison between conventional 2-0 MASH, hybrid 

2-0 MASH, hybrid 3-0 MASH and conventional 2nd-order single-loop ΔΣ 

modulator with 3-bit quantizer is shown in Fig. 5-9. For the second stage ADC, an 

8-bit SAR (pipeline) ADC is assumed.  

Compared with the conventional 2nd-order single loop ΔΣ modulator with 3-

bit quantizer, the hybrid 2-0 MASH gains significantly (approximately 20 dB) in 

SQNR, but consumes only a little more power due the additional SAR ADC.  

Compared with the conventional 2-0 MASH, the hybrid 3-0 MASH achieves 

significant improvement in SQNR (approximately 20 dB). The power 

consumptions of the two schemes are estimated to be similar, because the hybrid 

3-0 MASH needs one more OTA, but saves the power consumption of the pipeline 

ADC.  

In both comparisons, the proposed hybrid MASH scheme can achieve higher 

SQNR with similar power consumption. 
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Fig. 5-9. SQNR versus OSR for conventional 2-0 MASH, hybrid 2-0 MASH, 

hybrid 3-0 MASH and conventional 2nd-order single-loop ΔΣ modulator with 3-

bit quantizer. 
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Chapter 6  Conclusion 

An incremental ADC with digital DAC mismatch correction was designed 

and fabricated in 0.18 µm CMOS process. The proposed analysis and optimization 

technique for incremental ADCs was verified by measurement results. With the 

proposed optimal decimation filter, around 2 dB improvement in SNDR was 

observed. Two new low-power design techniques, the two-step split-junction SAR 

ADC and the hybrid cascade ΔΣ modulator, were proposed.  

In the future, the effect of capacitor mismatches in the two-step split-junction 

SAR ADC needs to be investigated. It is also interesting to find a hybrid cascade 

ΔΣ modulator scheme for the general situation, in which the noise transfer function 

has poles. Circuit implementations and measurements are needed to verify the 

above schemes. 
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