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Mobile video streaming has become an essential application in mobile wireless networks,

making up most of the mobile data of today’s Internet traffic. Studies have shown that

mobile video data is projected to make up about 78 percent of the global mobile data

traffic, and that global mobile data traffic is expected to increase sevenfold by 2021.

Massive small cell base station (SBS) deployments have emerged as a potential solution

promising to fulfill these unprecedented mobile data demands, by offering great cover-

age enhancements and maintaining high quality of video streaming. However, due to

relatively small cell sizes and high user mobility, mobile video streaming in dense SBS

networks faces fundamental challenges such as intermittent connectivity and frequent

handoffs, causing degradation in video streaming quality. In this thesis, we tackle this

issue by introducing a hybrid proactive in-network caching framework that stores some

popular videos at the edge of the network, namely at the SBSs, while also pre-caching

video contents in advance to better service mobile users. The proposed framework es-

sentially reduces the need for bringing every requested video from the core (original)

network, which results in alleviating network congestion by reducing back-haul traffic



and in improving mobile video streaming experience by avoiding service discontinuity

during handoffs. We develop a simulation framework using MATLAB to study the

performance of the proposed hybrid proactive caching technique, and show using simu-

lations that the proposed technique can effectively improve video quality of experience

and reduce back-haul traffic.
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Chapter 1: Introduction

Global mobile data traffic has been increasing substantially over the last several years,

and is projected to reach a data volume of 49 Exabytes per month by 2021, of which 78

percent will be mobile video data [1]. Therefore, one of the greatest challenges future

wireless networks (e.g. 5G mobile networks) are faced with is to accommodate and

keep up with these overwhelming data demands. One of the potential solutions that

emerged as a way of fulfilling these unprecedented traffic demands and increasing network

capacity is through deployments of small cell networks (SCNs) [2, 3], also often referred

to in the literature as femtocells/picocells [4,5]. Small cell networking represents a novel

networking paradigm based on the idea of deploying short-range, low-power, and low-

cost small base stations (SBSs) (e.g., picocells, femtocells with a range of 200 meters and

under) to provide high data rates and increased network capacity [6–8]. The problem

with this paradigm, however, is that users with medium to high mobility can suffer

severely from frequent handoffs due to these small cell deployments, leading to (possibly

severe) degradation in the quality of service of ongoing communications [9–14]. As such,

the support of mobile video streaming in dense small cell networks presents several

challenges. Since mobile users can have very short connection times to the base station

and thus can experience frequent handovers across subsequent base stations when they

are on the move, there is a need to frequently rebuild the route to remote video servers

through different base stations, which can incur substantial communication overheads

and long content delivery latencies. The latency for re-building the route to deliver video

content from the remote video server has a significant impact on the video streaming
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quality, since high resolution videos require high data rate connections with little to no

disruption [14,15]. Such an obstacle drove the researchers to investigate the possibility of

bringing the contents closer to the end-users to make it possible to reduce network traffic

and improve quality of experience simultaneously. Therefore, the concept of living at the

edge emerges as a result of such efforts, which essentially means proactively caching most

popular contents at the base stations [16–20] so that content is stored closer to end users.

This concept is also referred to in the literature as fog or edge cloud computing [21–25].

In this thesis, in order to provide a satisfactory quality of mobile video streaming

through dense small-cell network deployments, a hybrid, proactive in-network caching

framework is proposed. In this framework, each base station is equipped with a cache

memory that is divided into two parts. One part is designated for proactively caching the

most popular content using one of the caching protocols, and the other part is designated

for pre-fetching ahead video content from the remote video server to serve upcoming

mobile users. This system assures that a video content is immediately delivered to the

mobile user once it enters a new cell, which mitigates the delay produced from frequent

route re-building to a remote video server and hence reduces content access delay. It

also reduces the use of the back-haul network, thereby saving back-haul bandwidth. To

this end, our contributions in this thesis are:

• We evaluate the performance of two existing proactive caching schemes.

• We propose an efficient hybrid proactive caching framework that improves content

delivery latency and alleviates network traffic congestion.

• We evaluate our proposed framework and illustrate how it achieves a satisfied

trade-off between back-haul network load and user’s quality of experience.

The remainder of this thesis is structured as follows. Literature review is presented
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in Chapter 2. In Chapter 3, we present our system model. In Chapter 4, we describe our

proposed scheme. In Chapter 5, we present our simulation framework and performance

evaluation. Finally, we present our conclusion and future works in Chapter 6 and 7

respectively.
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Chapter 2: Literature Review

2.1 Small Cell Networks

As data traffic load is increasing and subscribers’ performance expectations are rising, it

is well understood that supplementing macro networks with small cells is an effective way

to increase coverage and improve spatial reuse, boost capacity, and offload traffic more

efficiently and hence improve users’ quality of experience (QoE) [6]. Small cell network

(SCN) means smaller cell size (< 200 meters), higher cell densification (a fraction of a

square meter), making network access closer to end users [8].

However, deploying additional network nodes indoors and outdoors within a local-

area range to create small cell networks can give rise to a number of challenges, such

as dealing with higher control traffic, interference, and backhaul congestion. Therefore,

network optimization processes will be essential. Among other literature, [3, 26] present

a comprehensive survey about SCNs and femtocells respectively. [3] tackles various as-

pects from interference management, cell association, stochastic network modeling and

mobility management. In [27], E. Bakin, et al analyse picocell network capacity with

dominating video streaming traffic by proposing one model and two techniques of con-

gestion probability estimation in centralized wireless networks. In [28,29], Chakchouk et

al. provide a cross-layer analysis of uplink performance in femtocell networks by charac-

terizing the uplink physical interference and studying its impact on the delay and traffic

loss rate.
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2.2 Video Streaming

Video or multimedia streaming is the mechanism in which media is sent as a compressed

content in a continuous data stream and is played as it arrives [30,31]. In other words, the

user does not need to wait to download the whole file to play it. In addition, on-demand

video streaming allows users to select and watch video content at their own chosen

time, rather than having to watch at a particular broadcast time. As mentioned before,

video data constitutes a significant fraction of today’s Internet traffic and has rapid

growth in mobile networks. This increasing demand has introduced several challenges

in delivering videos with a high quality of experience to the users over wireless networks

(e.g. wireless sensor networks [32–34], mobile wireless networks [35], multi-hop wireless

networks [36–38], vehicular networks [39], and MIMO-enabled wireless networks [40,

41]). These challenges range from limited wireless spectrum/bandwidth resources to

user mobility and handoffs, and from interference management to resource allocation

and optimization. As a result, quality of user’s experience for mobile video streaming

is of critical concern today. Among other literature, [42] discusses such challenges and

presents various solutions such as rate adaptation and scheduling, and video multicasting

when a group of users in a particular area are interested in the same video at the same

time. Authors of [43] discuss QoE measurements for Video Streaming over wireless

networks. In [44] authors present a smart base station-assisted partial-flow device-to-

device offloading system in order to alleviate the cellular network traffic load by effectively

offloading parts of the video traffic to D2D networks which provides seamless video

streaming services to users. In [45], a new protocol called Enhanced User Datagram

Protocol (EUDP) for video streaming in VANET is proposed. Unlike User Datagram

Protocol (UDP), this protocol uses Sub-Packet Forward Error Correction (SPFEC),
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and adopts the unequal protection of video frame types in order to improve the video

streaming quality. [46, 47] investigate QoE of video streaming over VANET.

Simultaneously others are investigating the possibility of bringing certain contents

closer to the end users to reduce both the expected time for content delivery and the

traffic over the links connecting the wireless network to the Internet backbone; this is

called proactive caching.

2.3 Proactive Caching

Proactive caching emerges as one of the potential approaches used to enhance the quality

of user experience (QoE) of mobile video streaming in wireless networks. As such, its

impact on delay and capacity has been intensively investigated [16–20, 48–52]. In [16],

authors explore proactive caching by proposing a mechanism of proactively caching files

during off-peak periods based on file popularity and correlations among user and file

patterns in order to alleviate back-haul congestion. Also, they propose a procedure that

exploits the social structure of the network and leverages D2D communication. In [53],

a proactive caching procedure using perfect knowledge of content popularity is studied.

Two new caching policies based on the user preference profile are proposed in [54] and a

video scheduling approach is developed which allocates the radio access network back-

haul resources to the video requests so as to reduce video latency and increase network

capacity. A FemtoCaching architecture relying on cache enabled user devices and small

base stations is introduced in [55] and a wireless distributed helper system is proposed

in [56] as a promising way of reducing the bottlenecks in wireless video delivery. Most of

the existing works consider classic proactive caching by fetching and storing only popular

contents in the cache memory of the base station proactively. In these, depending on
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the cache size and caching protocol, a particular number of popular files are stored

in the base station memory to achieve high hit ratios and hence reduce the back-haul

transmissions whenever the requested files exist in the cache, thus reducing delay [48,54].

D. Liu and C. Yang in [57] show that energy efficiency can be improved by introducing

cache at the pico base stations and if the file catalog size is not too large. However,

when the desired files are not present in the cache, content delivery delay will increase

due to the need for connecting to the remote server to download the requested file.

Authors of [58] investigate the proactive caching strategy for maximizing the average

QoE of scalable video coding over small cell networks. They prove that caching videos

in collocated small cell base stations may not only reduce transmission range, but also

bring channel diversity gains. Security is also a challenge that is facing video streaming

in cache-enabled small cell networks, where some of the cache-enabled SBSs helping in

video delivery might be untrusted. [59] addresses this issue and proposes joint caching

and scalable video coding of video files for improving system performance.

In [19, 20], another proactive caching scheme is adopted to distribute video content

from remote video servers to the candidate base stations ahead of the user association

in high-mobility environments, so that the video content required by a mobile user is

immediately available when the user moves to the new cell. In this case for every content

request of every user, the base station has to use the back-haul connection to deliver

the required content since there are not any pre-stored popular contents in the cache

memory. This approach is likely to increase congestion, back-haul transmission, and

initial connection delay. Therefore, there is a necessity to consider a tradeoff between

the cache hit ratio and the video frozenness duration. In [17, 18], the authors propose a

content-centric caching approach for urban, highly dense cities, and use LinkNYC [60]

as a use-case to evaluate and validate their proposed caching framework. Their proposed
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caching framework relies on content popularity, population densities, and cooperation

among in-network devices (referred to as cloudlets) to bring content as close to end-user

as possible to improve overall network performance by avoiding to traverse the Internet

for content as much as possible, thereby reducing infrastructure and bandwidth costs

while improving content delivery responsiveness and users’ QoE in general.

In this thesis, we are considering adopting the scheme in [19] and adding a pre-stored

popular content in the cache memory depending on the capacity constraint of the local

memory. When a base station receives a content request from an upcoming user it first

searches in its local stored content, and in the event the request does not match any of

the stored contents, the SBS requests it from the remote core network.
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Chapter 3: System Model

In this thesis, a three-tier network hierarchy is considered as shown in Figure 3.1. The

hierarchy is composed of a core network containing a library of files, small base stations

(SBSs) equipped with local caches, and a set of mobile users.

We consider a scenario of a set of N users, U= [U1, U2, .., Un, ..UN ], moving in one

direction on a segment of a highway. The highway is covered by a set of M low power

SBSs, B= [B1, B2, .., Bm, ..BM ], covering a set of M small cells, C= [C1, C2, .., Cm, ..CM ].

Each base station Bm covering a cell Cm has a local cache memory with size L (L is

expressed in terms of the percentage of the total library content size). This local cache

memory is divided into two parts. Part-I of size µL (0 <µ< 1), containing a catalogue

of a set of popular files F= [F1, F2, .., Fk, ..FK ], ranking from 1 (the most popular) to K

(the least popular) based on popularity and following Zipf distribution with parameter

s=1 [61]. Part-II is of size (1-µ)L, and designated for storing parts of the requested

contents of the upcoming users. We assume that all local caches are of the same size and

have the same popular contents which are updated periodically.
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Figure 3.1: System Model
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Chapter 4: Hybrid, Proactive In-Network Caching

Video content is segmented into blocks and different users’ video blocks pre-loaded in

the local cache of each base station are stored based on the order in which the users

become associated with the base station. We consider that the number of SBSs M

to be large enough to offer full coverage of the highway; that is, mobile users do not

exceed the area on the highway covered by the base station set B within the considered

time duration. Since users move in one direction along the highway, when user Un is

currently associated with base station Bm, the next associated base station is predicted

to be Bm+1. When Un initially connects to base station Bm and sends a content request,

Bm first checks whether Context(Un) is available in its local cache, and if it is, it pre-

fetches the size of Sn,m and delivers it to the user. Otherwise; i.e., if it is not available, it

requests Context(Un) from the remote video server. Before a user Un moves into a new

cell Cm+1, depending on the amount of available space in Bm+1’s local cache and the

time the user will spend in the Cm+1 cell, the system can determine the specific size of

video content, Sn,m+1, to be cached ahead, and delivered once user Un connects to base

station Bm+1.

Since each Bm is equipped with a local cache memory whose Part-II size is (1-µ)L,

we have
N∑

n=1

S̃n,m+1 ≤ (1− µ)L (4.1)

where S̃n,m+1 is the local Part-II memory size allocated by base station Bm+1 to user

Un. S̃n,m+1 = 0 when Part-II space in the local cache of Bm+1 is fully occupied by other
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users and there is no available memory space to be allocated to user Un.

We assume that each user requests a video file of the size S, where the arrival of the

event that the user Un requests a file Fi follows a Poison distribution with the rate of tn.

Each user Un stays in the cell Cm for time duration Tn,m until it moves into the next cell

Ck+1. This time duration is affected by the length of the highway located in the cell Ck

and the speed Vn of the mobile user and it is independent of the previous visited cells

and the previous length of video streaming duration. Tn,m is assumed to be larger than

the time needed to deliver the required content to Bm+1.
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Chapter 5: Simulation Framework and Performance Evaluation

5.1 Simulation Framework

In this chapter, we conduct extensive MATLAB simulation to investigate the perfor-

mance of the proposed caching scheme and compare it to the classic scheme as well as

the on-the-fly scheme (both schemes are described next). Multiple cache sizes L and

different values of cache fraction µ are tested. The numerical results are conducted for

50 mobile users moving in a highway segment covered by a series of 70 SBSs, each with

a 100-meter range. We use circle cells for mathematical tractability. The system param-

eter settings are summarized in Table 5.1.

Parameter Value

Number of Mobile Users (N) 50

Number of SBSs (M) 70

Cell Size 100 m

Mobile User Speed (Vn) 75 mph

Number of Video Files 100

Size of Video File (S) 30 Gbit

Bit rate of Video File 0.5 Gbit/s

Local Cache Size (L) 20%, 30%, 40%

Cache Fraction (µ) 0.1, 0.3, 0.5, 0.7, 0.9

Utility Weight Parameter (α) 0.2, 0.5, 0.8

Back-haul Capacity 10 Gbit/s

Wireless Small Cell Link Capacity 1 Gbit/s

Delay for Remote Connection 25-50 ms

Table 5.1: Simulation Parameters
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Remark. In order to implement the proposed hybrid proactive caching method, a central

controller is necessary. This controller is connected to all the SBSs to collect the updated

data (i.e., the required video content, the movement status of each user, and the status

of the local caches).

5.1.1 Performance Metrics

This thesis investigates the impact of hybrid proactive caching in dense small-cell net-

works on back-haul network transmission overhead, which is defined as the percentage

of back-haul bandwidth savings and captured by the cache hit ratio:

γ =
number of cache hits

total number of video requests
(5.1)

where a hit occurs when the requested file Fi by user Un exists in the local cache of Bm

that covers Cm which user Un is associated with.

The thesis also investigates the impact of the proposed scheme on video streaming

quality (i.e., delay and video stalling), which is defined as the percentage of freezing time

(η) of the total streaming duration.

In our work, we are finding the cache size L and the value of the cache fraction µ

that maximizes the following utility function, (Υ):

Υ = αη̄ + (1− α)γ (5.2)

where η̄ = 1 − η and α is a weighting value. This utility function captures both per-

formance metrics, freezing time and hit ratios, and offers a way to balance, through the

design parameter α, between these two conflicting objectives.
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5.1.2 Baseline Approaches and Their Performance Tradeoffs

In this section, we compare the performance of the proposed scheme to two existing

caching approaches: classic proactive caching [48] and on-the-fly proactive caching [19].

We next provide a brief description of each of these two approaches.

The classic proactive caching approach consists of providing the nearby base stations

with local caches of a certain size L for storing some number of popular files in order to

reduce the usage of the back-haul network and to reduce latency when the requested files

exist in the local caches. The on-the-fly caching approach, on the other hand, follows

the same concept except the local caches do not contain any popular files. The cache

space of size L is only used to store some contents’ parts ahead to be pre-fetched later.

The main goal here is to make the contents of the requested files ready at the future

base stations before the users’ arrivals so as to reduce latency.

In order to motivate the need for the proposed hybrid caching approach, we now

present some results illustrating the performance tradeoffs between these two existing

approaches. As it can be noticed from Figure 5.1, the on-the-fly proactive caching scheme

improves the user experience. Video streaming under this on-the-fly caching suffers less

installing duration when compared to the classic one. The first scheme eliminates delay

effect from streaming duration caused by establishing the connection to the remote core

network each time a user enters a new cell and requests a video by pre-loading the video

content to the upcoming base stations ahead of the user’s arrival. Yet, in the classic

scheme, if the requested video is not available in the cache, the SBS needs to establish a

connection to the remote core network to download the file.

On the other hand, the classic proactive caching performs better than the on-the-fly

scheme when it comes to the back-haul bandwidth savings; this is illustrated in Figure
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Figure 5.1: Average Freezing Time Comparison

5.2. In on-the-fly scheme, the content of every single video request should be downloaded

from the remote core network, which increases the usage of the back-haul network and

causes high traffic congestions, whereas in the classic scheme, the back-haul network is

used only if the requested content does not exist in the local cache. It is also noticed that

the chances for getting the video from the local cache increases with the cache size, since

more files are stored. Figures 5.1 and 5.2 show the need for making a tradeoff between

the user’s QoE and the amount of traffic load put on the back-haul connection. This can
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be achieved by merging the features of the previous two schemes. Our proposed hybrid

technique is centered around such an idea.
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Figure 5.2: Average Back-haul BW Saving Comparison

5.2 Result Analysis

We now present the performance of our proposed hybrid proactive caching scheme and

compare it to those achieved under the other two caching schemes. We also show how it
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can successfully achieve a good balance between having a better user’s QoE and lesser

back-haul network load. In our analysis, we consider testing the performance metrics:
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Figure 5.3: Average Freezing Time Comparison

(µ = 0.7)

back-haul bandwidth saving (γ) and freezing time percentage (η). It is observed that

the hybrid proactive caching scheme outperforms the classic caching scheme vis-a-vis of

user’s QoE, which is reflected in freezing time reduction. Concurrently the proposed
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Figure 5.4: Average Back-haul BW Saving Comparison

(µ = 0.7)

scheme performs better than the on-the-fly caching in terms of back-haul bandwidth

savings and congestion reduction at the back-haul link. These two resulted improvements

can be observed in Figures 5.3 and 5.4, respectively. Figure 5.3 demonstrates that the

proposed scheme reduces the average percentage of freezing time by 15% compared to

the classic scheme. On the other hand, in Figure 5.4 the proposed scheme saves the
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back-haul bandwidth by nearly 30% while the on-the-fly scheme causes high load on the

back haul network with 0% saving.

In our comparison, we also consider the utility function (Υ) (5.2), which combines

the two performance metrics. For this, we test multiple weight values depending on

the importance of each individual metric. Each of Figures 5.5 and 5.6 illustrates that

for µ = 0.7 (i.e. 70% of the local cache size stores popular contents while the other

30% is used to ahead pre-fetching), the proposed caching scheme achieves a higher value

of Υ compared to the other two schemes, when α values are 0.5 and 0.8. It also can

be observed in Figure 5.7 that when the local cache size L=40%, the proposed hybrid

caching scheme achieves the highest Υ when α = 0.8 since the cache size is large enough

to accommodate the users’ demand. This is due to the fact that Part-I of the cache

contains enough number of popular files to achieve higher cache hit ratios. In addition,

Part-II is large enough to serve most of the users simultaneously.
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Chapter 6: Conclusion

In this thesis, we have investigated the possibility of improving on-demand video stream-

ing in dense small cell networks with high user mobility by proposing a hybrid proactive

caching framework. The framework merges the concept of bringing the content closer to

the user by caching some of the most favourite contents at the edge of the network with

the concept of providing parts of the content ahead of the moving user at the upcoming

base stations. We show that content delivery delay and back-haul traffic load can both

be significantly reduced when using the proposed hybrid in-network caching approach.
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Chapter 7: Future Work

I believe that there are several interesting problems that are worth investigating and ex-

ploring to further strengthen the results of this thesis. One of these problems is energy

efficiency where the proposed scheme can be enhanced to account for energy consump-

tion. Another problem is content distribution among local caches, i.e., considering storing

different files’ sets in adjacent SBSs caches with cooperative caching scheme deployment

and investigate the effect of such a framework on cache hit ratio and content delivery

time. Also, it could be interesting to consider other mobility scenarios and models that

suit dense cities.
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