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TWO FINITE TCHEBICHEF TRANSFORMATIONS 

Chapter 1 

INTRODUCTION 

It is the intention of this paper to define and 

develop two integral transforms and their operational 

calculus using the Tchebiehef polynomials as the kernel 

function. In this we shall adopt a different approach 

from that of Ta Li who, in a recent paper (12. vol. 11, 

p. 290-298), defined a new transform which used as the 

kernel function tne Tchebiehtf polynomial of the first kind 

divided by the weight function (l-X2 )~. He was then able 

to establish a closed form solution to the integral 

equation thus formed. 

We begin by defining the Tchebichef polynomials in 

aeeordance with Lanczos (11, p. 179), Erdelyi (8, vol. 2, 

p. 184) and Courant and Hilbert (7,. vol. 1, p. 88). 

Tn(X) = cos(n cos-1x), 

u (X) = sin [(n+l~cos· 1xJ • 
n (1-X )~ 

where Tn(X) and Un(X) are polynomials of the first and 

second kinds respectively. By letting X = cos e we arrive 

at the standard form of the polynomials as given in Erdelyi 

(8, vol. 2, p. 184) namely: 

http:TBANSFOR}TATIOD.IS


T
0

(cos 9) = cos n9, 

( a) = sin {(n+1)9] 
un cos sin ~ • 

2-3 

1.1 

1.2 

Though less useful for our immediate objective, 

the Tchebiehef polynomials may al$0 be defined as the 

polynomial solutions of the differential equations 

(l-X2)Y1(X) - XYi(X) + n2Y1(X) = 0 , 1.3 

(l-X2)Y2(X) • 3XY2(X) + n(n+2)Y2(X) = 0 • 1.4 

Here we have as solutions (8, vol. 2, P• 184) 

[n/2) m 
y (X) = U (X) = r ( · t) . ta;m P ( 2X) n-2m , 

2 n L m. (n- ) • 
m=O 

where n = 1, 2, 3, ••• 

It is readily seen that the polynomials satisfy 

their respective orthogonality relationships 

{

1 n = 0, 
where e..

0 
= 

2 n = 1, 2, 3, ••• • 
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The following set of relations will be useful: 

T~+1 {X) T' {X) n-1 
:r: 2Tn(X) 1.5 n+l ... n-1 t 

u~+l (x) - u~_ 1 (x) = 2(n+l}U (X) n 
, 1.6 

T~(X) = nU0 • 1(X) • 1.7 

zn+l (X) + zn-l{X) = 2XZ (X) n • 1.8 

Z
0

(-X) = (·1) 0 z (X) n • 1.9 

where Z
0

(X) represents either T
0

(X) or un (X). 

The above formulas are taken or may be derived 

from material contained in Erdelyi as follows: From for• 

mulas 16, 28, and 37 (8, vo1. 2, p. 185-187) we have 1.5, 

1.7, and 1.8. Formula 1.6 may be derived from formulas 

24 and 25 (8, vol. 2, p. 176) by recalling that 

U
0 

(X) = C~(X). 

When Z
0

(X) = U
0

(X), 1.9 follows from formula 16 (S, voL 2, 

p. 175) by letting A= 1. When Zn(X) = T
0

(X), 1.9 may be 

established by recalling that 

cos·1x = - cos-1(-X) 

and making use of well known trigonometric identities. 



Chapter 2 

DEFINITION OF THE TRANSFORMS 

Suppose we desire to represent a function F(X) 

which is at least sectionally continuous by one of the 

following infinite series: 

From the orthogonality conditions we may determine the 

constants A
0 

and B
0 

obtaining 

en I 1 . 
A = -- . F(X)T (X)dX , -n rr .. 1 n 

1 
B = -7T

2 I F(X)U (X)dX • n _
1 

n 

2.1 

2.2 

2.3 

Substitution then shows that F(X) may be represented respec­

tively by the series 

and 

~ T (X) 1 
F(X) = ~ L ~n n 2 ~ J F(X)Tn(X)dX 

n=O ( 1-X ) -1 



We now make the following definitionss 

Definition 1. If fT(n) = Tn[f(X)J denotes the finite 

Tchebiehef transform of the first kind ., then 

Definition 2. If fu(n) = Un[F(X)J denotes the finite 

Tehebichef transform of the second kind, then 

A set of inversioA formulas follow immediately 

from equations 2.1 through 2.4 giving respectively 

and 
co 

F(X) = ~ L fu(n) ( l-X2 )~ un (X) 
n=O 

provided F(X) may be represented by either 2.1 or 2.2. 

6 

2.6 



Chapter 3 

OPERATIONAL PROPERTIES OF THB PINITi TCHEBICHEF 

TRANSFORMATIONS 

The transforms will be said to be linear if. for 

every p·air of funetions F 1 (X) · and P2 (X) and each pair .of 

7 

constants c1 and c2• the follo.wing condition is satisfiedt 

z
0

[c1F1(x) + c2F2 (x)J = c1znfF1 (x)J + c2zn[F2(x)}. 3.1 

Application of this definition to the transforms yields 

Theorem 1. The fin! te Tchebiehef transforms are linear. 

We now consider the effect of the transforms on 

a funotion whose (k·l)st derivatives are continuous on the 

closed interval ( .. 1,1) and whose kth derivative is section• 

ally continuoua on [-1.1). A function shall be said to be 

sectionally continuous on [a.b) if the funotion has only 

a finite number of diseontlnuities with finite limits on 

[a,b]. and no other diseontinuities. 

Theo!em 2. If F(X) is a function satisfying the above 

conditions of continuity, then 

Tn{(l"X2)F(m}(X) • 3XF(~l)(X) } 

= (1-n2)rn{F(m-2)(x) } • p(m-2)(1) ... (-l)nF(m-2)(-1). 



Proof: 

Integrating the first integral by parts and then combining 

with the sec.ond integral, we have 

Again integrating by parts we obtain 

1 
T = -F(m-2)(x)((l-X2)T'(X) + XT (x)] n n _

1 

+J 1 
F(m-2)(x)[(l-x2)rn(x)- XT'(X) + T

0
(x)Jdx. 

-1 n n 

Substituting 1.3 in the integral and simplifying we have 

the desired result 

8 

+ (l-n2)J l F(m-2)(X)T (X)dX 
-1 n 

+ (l-n2)T
0

[F(m•2)(X)J • 

Theorem 3. If F(X) is a function satisfying the above con­

ditions of continuity, then 



The proof is similar to that of theorem 2. 

While the above two theorems state the fundamen­

tal operational properties of the two transforms, addi­

tional results are of interest. Let 

G(X) = ~F(t)dt, jaj ~ 1. 
a 

Then upon integrating by parts we have 

It follows from the differential recurrence formula 1.5 

that 

rn_1{G' (x)} 
n-I 

Ttl+l,{ G' (X) J 
n+l 

9 

Solving this difference equation, first for Tn{G(X)J and 

then for !n{G'(X)}, we arrive at the following two theoremss 

Theorem 4. If F(t) is sectionally continuous, then 
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Theorem 5. If G{X) is continuous and G•(x) is sectionally 

continuous, then 

T2m{G'(X)J m 
.- 2 '· [G(ll - a( ... l) { ( )J] 2m - .. ~ [ 4JC(k~1J + T2k-l G X 

k=2 

+ 2T1{G(X)} + ~[G(l) • G(-1)] • 

1 
+ G(l) + G(-1) - I G(X)dX • 

-1 

A simpler theorem for Tn(G'(X)} is the followings 

Theorem 6. If a•(x) is &eetionally continuous, then 

1 
Proof: Tn{G'(X)} = J G'(X)Tn(X)dX 

-1 

I 
1 l 

= G(X)Tn(X) - J G(X)T~(X)dX • 
-1 ·1 

Making use of formula 1.7 we have the desired result after 

simplification. 



G(X) = JF(t)dt, Ia I ~ 1 • 
a 

Then upon integrating by parts we have 

1 
Un{G'(X)J = J_

1
G'(X)Un(X)dX 

= (n+1) (a{1) + {•l)nG(.-1}] • J 1G(X)U'(X)dX • 
·1 n 

It follows from the differential recurrence formula 1.6 

that 

u0 _ 1 [ G' (x)J .. un+l f G' (X)} 

= -2[G(l) ... (-l)nG(-1) ... (n+l)Un{G(x)JJ • 

Solution of this differenc• equation, first for Un{G(X)J 

and then for Un(G' (X)} gives the following two theorems: 

Theorem 7. If P(t) is sectionally continuous, then 

un{(.F(t)d~ = ~d+t) [un_1(F(Xl} • un+l(F(X)] 

-2{-l)nJ-
1
r(t)dt + 2j

1
F(t)dt], 

a a 
lal ~ 1 • 

11 

Theorem 8. If G(X) is continuous and G'(X) is sectionally 

continuous, then 

http:u"frrr.rr
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m 

u2m{G'(X)J = I -4kU2k·l{G(X)J + 2m(G(l) + G(•l)] 
k=l 

+ G(l) .. G(-1). 

m 

u2m+l{G'(X)J = L ·2(2k+l)U2k{G(X)} + 2m[G(1) - G(-1)] 
k=l 

l 
+ 2[G(l) + G(-1)] - 2 I G(X)dX. 

-1 

12 

Another relation may bo developed from the recur­

sion formula 1.8 by multiplying both sides of the equation 

by P(X) and integrating over [-1,1] , thereby obtaining 

If .in deriving 3.2 we had multiplied 1.8 by XF(X) 

instead of F(X) and then used 3.2 in the simplification, 

we would have obtained 

This suggests the following theorem which may be established 

by mathematical induction: 

Theorem 9. If F(X) is sectionally continuous, then 

Z0 (XrF(X)} = ~[ [ (:r) zn+r-2k[F(X)}] • 
2 k=O k 

http:obtaln!.ng


We now make th• following definition for the 

derivative of the transformt 

Definition 3. z~r) (F (X)J • lim dr r J 1 
F(X)Z ( sX)dX • 

a~l ds -1 n 

Using this definition the following theorem is easily 

obtained: 

Theorem 10. If F(X) is sec;tionally continuous, then 

A number of relations may be obtained from this 

theorem. For example, if we begin with the differentia• 

tion formula 

obtained from formula 24 .of Erdelyi (8, vol. 2, p. 176) 

by recalling that U
0

(X) = C*(X), multiply by F(X) and 

integrate over [-1,1], we have 

13 

1 1 1 J F(X)U~(X)dX = J XF(X)U~+1 (X)dX- (n+l) J_
1
F(X)Un+l(X)dX. 

-1 ~l 

Application of theorem 10 reduces this to 

1 J _ 1F(X)U~ (X)dX = u~;l fF (X)J - ( n+l)Un+l { F(X)J • 
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Integrating the left side by parts, we finally arrive at 

un[F•(x)} = -(n+l)~(l) + (·l)nF(-1) + un+l[F(X)J] 

- U~~l fF (X)} • 3.4 

A similar expression may be obtained for 

TnfF'(X)} by using the differentiation formula 

nT' 1(X) = (n-l)XT'(X) - n(n-l)T (X) n• n n 

obtained by recalling that Tn(X) = ~nC~(X) and using 

formula 24 of !rdelyi (8, vol. 2, p. 176). Proceeding 

as before we finally have 

Tn[F'(X)} = (n+l)(F(l)- (-l)nF(·l)] + n(n+l)Tn+l[F(X)} 

- nr~!l {F(X) J • 3. 5 

Comparison of formula 3.5 with theorems 5 and 6 suggests 

a number of interesting identities, in particular a num­

ber of expressions for the sum of the finite series. It 

will also be noted that other expressions and formulas may 

be developed using other differentiation formulas. 

A convolution theorem using the Tehebichef poly· 

nomial of the second kind may be establi$hed by using the 

addition theorem for the Gegenbauer polynomials (8, vol. 1, 

p. 177) and the relation 

un (X) = c~ (X). 
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For the Gegenbauer polynomials we have 

' 

which yields for p = 1. 

where CO$ A = cos a> COS 9 + sin (D sin 9 cos C1 • 

Theorem 11. If F(X) and G(X) are continuous functions on 

the interval (-1,1], then 

where 

and 

H(eos "-) = J~J~F(cos 9)G(cos ),. eos 9 
0 0 

- sin A sin 9 cos ~)sin a sin 9 d~d9 



• 

16 

= J"P(cos 9}s1n 9 f"G(eos O>)U (cos <D)U (eos 9) .sin O>d<Dd9. 
0 0 n n 

substitution of the addition theorem, 3.6. yields 

[
J"J"'G(cos m)Un(cos "-)sin a sin <D dada>lde 3.7 

0 0 J 
where cos .A = cos Q) cos 9 + sin Q) sin 9 cos a • 

Let U$ now make the following change of variable 

cos Q) = cos a cos "' .. sin a sin A tOS ~-

sin Q) cos CI ::: sin A cos ~ cos e + sin e cos 

sin Q) sin CI :: sin A sin ~· 
Evaluating the Jacobian of the transformation we have 

sin "-
dada> = sin (I) dM~. 

Hence the integral in the square brackets becomes 

1T'JT I I G(cos e cos A - sin e sin A cos ~)Url(cos A} 
0 0 

• sin a sin .>.. dAd~ 

where 

"'· 

3.8 

sin a = sin A sin 8 ~ ~ 
[sin2.>.. sin2~ + (sin 9 cos A + eos 9 sin X cos ~) ] . 

Substituting we have 
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= ~ f~F(coa 9)sin e[J~J~G(eos 9 cos A 
0 0 0 

- sin 9 sin ~ coe )Un(eos ~)sin a sin ~ dXd~Jde 

= ~ J1T[J1TJ~F(cos 6)G(eos $cos).- sine sin A eos ~) 
0 0 0 

which establishes the theorem. 

Theorem 11 may also be established by using the 

convolution property for the Gegenbauer transform (6, p. 

50) and the relation 

It is to be noted that the iterated integral 

inside the square brackets in equation 3.7 ean be inter­

preted as a surface integral over a unit hemisphere. Let 

e represent arc length on the semicircle x2 + v2 = 1, 

Z = 0, Y > 0 measured from the point A(l.O,O) and let B 

denote the te~minal point of the arc. If C is any point 

on the surface of the hemisphere, let 0> represent the arc 

AC of the great circle through A and C, and let ). represent 



the arc BC of the great circle through B and c. Let a 

and ~ represent the angles A and B respectively. Then 

a and A are coordinates of the point c. and sin adadO 

and sin A dAd~ represent an element of area. 

Now from the eosine law of spherical trigonom­

etry we have 

cos m = cos 8 cos A - sin 9 sin A cos ~ . 

Also we have from spherical trigonometry 

sin m cos a = sin X eos ~ cos & + sin e eos A, 

sin m sin a = sin X sin ~ . 

18 

Hence the iterated integral in square brackets in equation 

3.7, which is the surface integral of the function 

G(coa m)U
0

(cos A)sin a , becomes that given by equation 3.8. 

The Tehebichef transform of the first kind does 

not readily lend itself to the development of a convolu­

tion theorem at this time since an addition theorem for the 

Tchebichef polynomial of the first kind is unknown to this 

author. 

http:roprGr.nt
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Definitlon 4. If l'r(n) = Tn{F(X)J denotes the alternate 

finite Tchebiehef transform of the first kind and F(X) is 

at least sectionally continuous, then 

Definition 5. If 1u(n) = Un{F(X)J denotes the alternate 

finite Tehebichef transform of the second kind and F(X) 

is at least sectionally continuous, then 

By using the orthogonality properties of the 

Tchebiehef polynomials, inversion formulas for these two 

transforms may be quickly established, giving 

ooe. 
F{X) = L ~ TT(n)T0 (X), 

n=O 

and 

00 

F(X) = * L l'u(n)Un(x). 
n=O 

Using this appro·ach several theorems may be 

derived and are listed here without proof. 



Theo~em 12. If F(X) is a function whose kth derivative 

is at least sectionally continuous, then 

Theorem 13. If F(X) is a function whose kth derivative 

is at least .sectionally continuous. then 

20 

Theorem 14. If F(X) and G(X) are continuous functions on 

the interval [-1,1], then 

where 

1T1T 

H(eos A) = I I F(cos e)G(eos e cos A 
0 0 

+ sin 6 sin A C()S ~) sin2e sin ~ d9d~ • 

The resemblanee o.f theorems 12 through 14 to 

theorems 2. 3. and 11 respectively, should be noted, the 

proofs also being similar. In attempting to establish 

theorems similar to theorems 4, 5, 7, and a. diffieulty 

was encountered in evaluating the improper integral. for 

example 



1 T (X) 
l n f f ' (X )J = J f ' (X) n 2 !'5 dX 

-1 (1-X ) 

T (X) 1 J 1. (l-X2 )T~(X) + XTn(X) 
:a f (X) n 2 !; - f (X) 2 3/2 dX , 

(1-X ) -l -1 {l-X ) 

the first term being discontinuous at the end points 

except for special cases of f(X). No attempt was made 

to establish theorems similar to theorems 9 and 10. 

Use of the transformation equations 

'Tnf(l-X2)~F(X)J • Tn{F(X)}, 

U { F(X)~ = U {F(X)}, 
n ( l-X2) . n 

21 

3.9 

3.10 

provides a connection between the two types of transforms. 

In addition a convolution theorem for the alter-

nate Tehebichef transform of the first kind may be de­

rived using an approach similar to that for the Finite 

Fourier Transforms (4, p. 296-298 and 15, p. 76-79). 

Before establishing this theorem, we prove the following 

lemma: 

Lemma 1. If F(X) is a continuous function on the interval 

(-1,1], then 

Iy(n)cos nm = ~J~F(cos (~ - ~))F[cos (~ + m))eos n~d~. 
0 

http:crtabllrh!.ng
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Proof: 1T(n)cos n~ = j~F(cos 9)cos n9 cos niD d9 
0 

-= ~f~F(eos 9)(cos n(e + ID) +cos n(9 - G>))d9. 
0 

Since the integrand is an even function, we may write 

22 

1T(n)cos niD • if 1TF(cos 9)[cos n(9 + <D) +cos n(9 - <D)]d9 
-1T 

J 
~-0 

+ t F[cos (~ + a>))eos nt-td~. 
-w-0 

But the integrands are periodic functions of 21r, hence 

1'r(n)eos n(J) =if ~F[eos (~-<D)] + F(cos (~ + ID)]cos n~d~ 
-~ 

= ~J
71

F(cos (ll .. <D)] + F[eos (~ + (J))]eos J..l.dJ..I.. 
0 

Theorem 15. If F(cos 9) and G(cos 9) are continuous func­

tions on [0,7T], then 

where 

F*G • f1TP(eos 9)fG(cos (ll- 9)) + G(eos (ll + 9)]}d9. 
0 
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whieh becomes upon substitution of lemma 1 

l'1 (n)91 (n) = !J1TF(cos 9) j1T(G(eos (~ - 9)] 
. 0 0 

+ G(cos (JJ. + 9)]Jeos nJJ.dJJ.d9 

= ~J1rcos n~ j1r(G[eos (JJ. .. 9)] 
0 0 

+ G(cos (JJ. + 9)]]F(cos 9)d9dJJ. 

= !Tn {F*G}. 

Finally we note that if we use (8,. Jh 187) for ... 

mulas 35 with m = 1 and n = n+l, and 37 with m • 1, we 

may arrive at the following formulas respectively: 

3.11 

and 

Use of formula 3.11 to attempt establishing a lemma for 

the alternate transform of the second kind, similar to 

lemma 1, shows 

1u(n)sin (n+l)9 sin 9 = t[tr(n)eos n9 + TT(nt2)cos (n+2)6 

- 1'1 (n)cos (n+2)9 - 11 (n+2)cos ne]. 



24 

Since the last two terms present difficulties, we have not 

established a. convolution theorem similar to theorem 15. 
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Chapter 4 

METHODS OF COMPUTATION AND APPLICATIONS 

Some methods of c.omputation of transforms may 

best be presented by a few illustrative examples. The 

results obtained are also presented in the two tables in 

the Appendix. We first remark, however, that consider• 

able use is made of formula 1.9 in the reduction of the 

expressions. 

By letting X = cos 9 the transform of a constant 

is immediately obtained, for 

1 I CTl(X)dX IIJ 0 
-1 

J 1 
cun (X)dX = cJ,.,. sin (n+l)e d9 c n;l [1+( -l)n] • 

-1 0 

A similar procedure enables us to obtain the 

transforms of P(X) c X, the integration being accomplished 

either by tables or by the use of well known trigonometric 

formulas. 

To obtain the transform of higher powers of X, 

use may be made of theorems 2 and 3 with m = 2. For exam-

ple, consider the transform of F(X) = x2• We have 
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tn{(l~X2 )F(l)(X) - 3XF(l)(X)} 

=- F(l) - (-l)nP(-1) + (l-n2)Tn{F(X)J. 

Letting F(X) = x2, we have en substitutien 

or transposing and c<>llectlng terms 

2 Tn{ 2] + [l+( ·1 >"] 
T {X ] = ~ · ·· ·. • 

n 9-n 

ButT f2J • 2[l+(-~lnl. Subatituting and simplifying we 
n 1-n ] 

obtain finally 

n I: l, 3. 

Similarly, since 

un{(l-X2 )F( 2 )(X) • XF(l)(X)} 

= (n+l) LF(l) + ( ... l)nF(-1~ ... (n+l)2Un{F(x)J. 

we have 

'"' (n+l) [1+(-l)n] - U {2] 
u {x.::.J • n • 

n (n+l) 2 • 4 

But Un{2] = n~l[l+(•l)nJ. Hence 

http:trenrpori.ng


n ,;* 1. 

The special eases were all found to be zero, the compu­

tation being made by means of the definition and the 

substitution X = eos 9. 

The computation of the transforms TnfTm(X)}. 

U
0
{Tm(X)J, and T0 fUm(X)} follow immediately upon making 

27 

the transformation X = GO$ e. However, two cases muat be 

eonsidered for T0 {Um(X) J, or, since UmfTn (X) J = TnfUm.(X)J. 

UmfTn(X)}, namely, n ~ m and m > n. We consider the 

case when n ~ m, the other being similar. We have 

= ... 1 [cos {n+m+l)9 + cos (n+l .. m)9]1T 
~T n+m+l n+l-m ] 0 

n ~ m. 

For the transform UnfUm(X)J we have 

u
0

{um(X) J = J1T_sin (m+l)9 sin (n+l) 9 dS 
0 s!n e 

= J77'rcos tm-n)e _ eos fmtn+2)9]d9 oL 2 s n e 2 s n e J • m > n. -
To evaluate this integral we make use of the following 

http:Ft##tl.tc


formula (10, p. 126, formula 6e): 

r·l 

Jeos ox clx = 2 \' cos (n-2k-l)x + $ ln sin x sin x · L n-2k~1 
k=O 

+ (1-s) ln tan ~ + C 

_ { 0 if n =- 2m, 
where n • 2r+s and s -

l if n a 2m+l. 

We have then 

[

r•l 
U {U (X)} c \' cos (m-n:2k·ll9 

n m L m-n~~k-1 
k=O 

q-1 
... "· eos {m+n~2k+l)9 

/...; m+n-21<+1 
k=O 

28 

+ ~ ln sin e + ¥ ln tan ~ - ~ ln sin e • 1;t ln tan ~J :c 

Before evaluating the integl:'al at its end points. we ob· 

serve that if m•n = 2h, then m+n+2 = 2n+2h+2 = 2p; and if 

m-n = 2h+l, then m+n+2 = 2.n+2h+3 = 2p+l. Consequently 

s = t and we nave 

[

r•l 
u {U (X)} = . \' eos (m-n-2k-1)9 

n m L m·n-2R-1 
k=O ~

11' q-1 
\' cos (m+n•2k+l)e 

• L · m+n-2k+1 ' 
k=O O 

which finally beeomes 
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{
0 if m-n = 2h, 

where s = 
1 if m-n = 2h+l, 

and m ~ n. If n < m inter-

change m and n in the final formula. 

From the uniformly convergent expansions for the 

generating functions, namely 

1 - z2 r ----------~ = 1 + 2 L Tm(X)Zm, 
1 .. 2XZ + z2 

m=l 

2 1 r Tm(X) m 
ln ( 1 • 2XZ + Z ) • = -1 - 2 ~ m Z , 

m=l 

00 

(1 - 2XZ + z2)-1 = L Um(X)Zm. 
m•O 

we obtain another set of formulas. 

4.1 

4.2 

4.3 

Differentiation of both sides of 4.3 with res• 

pect to Z followed by multiplication by Z leads to the 

additional result 

T {2XZ - 4Z
2 

} = A( ) + B( ) 
n (l-2XZ+Z2)~ n . m,n 

where 

A(n) = ~[1+( -l)n] if n F- 1, 0 if n = 1, 
1-n 

http:lew+22)'l*-t-o['IS.rt
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co ' 2 
2 L ( -1) n +m + l 2 2m n . 2 . zm 1 f n ± m I' ± l • 

B(m,n) = m=l [(n+m) -1] [<n-m) · -1] 

n + m = + 1. - -
If this process is continued, namely differentiation of 

both sides with respect to Z followed by multiplieat.ion 

by Z, additional transforms of more complicated functions 

may be found. 

Similarly, use of the other generating functions 

will yield additional transforms although in the case of 

4.2. we note that differentiation with rtspeet to Z fol­

lowed by multiplication by -z and the addition of 1 to 

both sides yi6lds 4.1. 

A few additional formulas which may be consid• 

ered as finite Tehebichef transforms may be found in 

Erdelyi (9, P· 271-275). 

As an example of the application of the theory, 

consider the problem .of solving the following differential 

equation 

(l•X2 )f 11 (X) - 3Xf'(X) + af(X) = g(X) 

subject to the boundazy conditions 

f(l) = A, 

f(-1) = B. 

Taking the transform of the differential equation, we have 

http:dtffcrontl.tl
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Applying theorems 1 and 2, this reduces to 

or 

Solving this equation by means of inversion fo%'mula 2.5, 

we have 

Another example is to find the solution to the 

differential equation 

(l-x2)f"(X) - xt•(x) + af(X) = g(X} 

subject to the boundary conditions 

f(l) = A1 

f( ... l) = B. 

Taking the transform of the differential equation, apply­

ing theorems 1 and 3, and simplifying, we have 

(n+l)A + (•1) 0 8 - U
0

{g(X)J 
U

0
ff(X)} = • · · . 2 . . .... • 

(n+l) •a 
4.6 

Using inversion formula 2.6, we arrive at 
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APPSNOIX 



Table 1 

F(X) Tn{F(X)J 

c ~[1+(-1) 0] if n ;lr. 1; 0 if n = 1 
1-n 

X ~[1-(-l)n] if n ;1: 2; 0 if n = 2 
4-n 

x2 
2 

3-n (1+( •1) n] if n ;I: l, 3; 0 if n = 1, 3 
(1-n~)(9-n~) 

x3 10·n2 [1-(-1)"] 
(4-n~)(l6-n~) 

if n ;I: 2, 4; 0 if n = 2; 4 

Tm(X) 
~ 2mn ~ [ 1 + ( _1) n+m] 

[(n+m) -1] [Cn-m) ... 1] 
if n .± m ;I: .±1; 

0 if n + m = +1 - -



Table 1 ( eont. ) 

F(X) 

m+~ 2[1+{-l)m+n] if m ~ n; 0 if m+l = n 
(m+l) -n 

if n > m; - 0 if n+l = m 

A(n) + B(m,n) where 

A(n) = -1
2[1+(-l)n] if n ;1:. 1; 0 if n = 1 

1-n 

ln(l .. 2XZ + z2 ) 110 

B(m,n) = -2 E 1+(-l)m+n 2 2mn 2 . zm 
m=l [(n+m) -1] [(n-m) -1] 

if n .± m f:. .±1; 0 if n + m = +1 - -



Table 1 (cont.) 

F(X) T
0

[ F(X)} 

- A{n) - B(m.n) where 

A(n) = ~[1+(-l)n] if n I= lJ 0 if n = 1 

1 - z2 1-n 

1 - 2XZ + z2 CID 

B(m,n) = -2 ) [1+(-l)n+m] 2 I 2mn 2 zm 
m';:l [(n+m) -1] [(n-m) -1] 

if n .± m I= .±1; 0 if n .± m = ,;t1 

Sin-1x 1 ~ [1-(-l)n] if nl= 1; 1 if n = 1 4 2( 1-n ) 

Cos-1x (-l~n if n/: 1; 1 if n = 1 -1-n 4 



Table 1 (cont.) 

F(X) Tn[F(X)1 

00 L [ ( _1 ) n+m+l ... 1] n+l . zm 
m=l (n+l)2-m2 

if n ~ m; 

1 
+ z2 

00 

1 - 2XZ I: [c -l)n+m+l_l] . m+i 2 zm if m .?, n; 
(m+l) -n · m=l 

0 if n + 1 = m -



Table 2 

F(X) un(F(X)J 

c C [1+(-l)n] n+l 

X n+l [l ... (-l)n] 
n{n+~} if n ~ 0; 0 if n = 0 

2 n
2 

+ 2n - 1[1+( _1)n] if n-" 1; 0 if n = 1 X 
(n~-l)(n+3) 

x3 (n+l}(n
2

+2n-6l[1.(-l)n] 
n ( n~ -<4 ).( n+4) 

if n I= o. 2; 0 if n = O, 2 

Sin-1x ~~:+I' [1+( -l)n] + ~ 



Table 2 (cont.) 

F(X) unfF(X)J 

n+l [ ( )n+m] if n ~ m; 0 if n + m = -1 (n+m+l)(n-m+l) l+ - 1 -
T (X) 

m 
m+l [ ( )n+m] 

(n+m+l){m-n+l) 1+ - 1 if m > n• 0 if m + n = -1 
- t -

m-n-s-2 m+n•s 
2 2 L {-1lm-n-2k-1_1 ... L {-llm+n-2k+l_1 where m ~ n; m-n-2k-l m+n-2k+1 

k=O k=O 

Um(X) n-m-s-2 m+n-s 
2 2 

{-l)m+n-2k+l_ 1 L !-1 ln-m-2k-1_1 - E where n > m n-m-2k-l m+n-2k+l -
k=O k=O 

s = 0 if m-n = 2h; 1 if m-n = 2h+l 



Table 2 (cont.) 

F(X) U
0
[F(x)} 

03 

n!t[l+(-l)n] + 2 I [1+( -l)m+n] m+l zm 
( )2 2 m=l m+l -n 

if m > n and m+lP. n; -
1- z2 

CID 

1 - 2XZ + z2 n!t[l+( -l)n] + 2 I [1+( -l)m+nJ n+l zm 
( )2 2 m=l n+l -m 

if n ~ m and n+l P. m; 

n!t[l+(-l)n] if n-m = .±1 

Cos- 1x ~ + 



Table 2 (cont.) 

F(X) unfF(X) J 

n!t[l+(-l)n] 
00 

+ 2 L [1+(-l)'n+m] . m+~ 2 ~ 
m=l (m+l) -n m 

if m ~ n and m+l I= n; 

ln(l - 2XZ + z2) 
;}1[1+(-l)n] 

00 

+ 2 L [1+( ·l)n+m] . n+i ~ ~ 
m=l (m+l) -n m 

if n ~ m and n+l I= m; 

;}r[l+(-l)n] if n-m = +1 




