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With continued development of the electroniustry, the demand for highly efficient heat
removal solutions requires innovative cooling tembgies. A computational fluid dynamic
(CFD) study, including heat transfer, is perforni@dan axisymmetric, confined jet
impingement experiencing boiling and coupled widiper extraction. Boiling occurs at the
target surface while extraction occurs at the waififining the radial flow. The region
between the target and confining wall is defined asnfined gap. Extraction is employed to
enhance heat transfer and to minimize the potemgightive influence of flow instabilities

resulting from two-phase flow within a confined i@y

A three-dimensional sector of the confinedgetmployed in the simulation. A single
circular impinging jet with a constant jet diametémm) and variable gap height (0.5, 1.0
and 1.5 mm), also known as nozzle-to-target spa@rmpnsidered. The effect of mass flux at
the confined gap entrance is also investigated, (200 and 800 kg/frs) for a range of heat

flux (5 to 50 W/cr).



Fluid flow and heat transfer are simulated gs¢he Volume of Fluid (VOF) model and the
wall-boiling sub-model within the Multiphase Segaégd Flow (MSF) model. The boiling
sub-model in the VOF model applies the Rohsenovtingotorrelation, while in the MSF
model, the Kurul-Podowski boiling sub-model is uséldo, vapor extraction is realized by
different mechanisms for these two models. FoMB& model, a specific phase “wall
porosity” can be assigned to a wall to make it per@ver a range of pressure differentials
across this porous wall such that the inertialdpant influence is negligible, vapor transport
should agree with Darcy’s law. For the MSF modelgdl can be made permeability to one
substance or phase while remaining impermeablecstother substance or phase. However, a
portion of the substance or phase reaching thedawyrallowed to pass through the surface
must be specified. A pressure drop cannot be applieoss the wall, thereby prohibiting

Darcy flow modeling. The solutions of both models at steady state.

The boiling curves without vapor extractionnr@@oth models are provided and compared
to experiments. Simulations matching experimentl temperatures under-predict
theoretical vapor generation and those matchingwvgeneration over-estimate wall
superheat. For cases with no extraction, local &xatpre and velocity profiles from the VOF
model are provided at several radial locations iwithe confined gap. Scalar temperature and

pressure distributions and velocity vectors arsgméed to explain observations in profiles.
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Nomenclature

Area (nf)

Specific heat (kJ/kg-K)

Drag coefficient

Diameter (m)

Bubble departure frequency (Hz)

Force (N)

Mass flux (kg/r-s)

Gravitational constant (nf)s

Total enthalpy (kJ/kg)

Heat transfer coefficient (W/K)

Enthalpy (kJ/kg)

Thermal conductivity (W/m-K)

Turbulent kinetic energy (7%
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Pr

Re

The density of nucleation sites @m
Nusselt number

Mass flow rate (kg/s)
Pressure (kPa)

Prandtl number

Diffusive heat transfer (kJ/kg)
Heat flux (W/nf)

Radius (m)

Reynolds number

Source term

Temperature (K)

Total energy (kJ/kg)

Velocity in x direction (m/s)
Velocity (m/s)

Velocity in y direction (m/s)

Velocity in z direction (m/s)



X Quality

z Distance between the parallel plates (m)

Greek Letters and Symbols

A Difference

\Y Gradient

Ve Divergence

a Volume fraction

B Viscous resistance

M Dynamic viscosity (kg/m-s)
p Density (kg/n)

o Surface tension (N/m)

T Stress tensor

K Inertia resistance

€ Viscous dissipation rate (#s®)

g The liquid-vapor contact angles (degree)



A’ The length scale of the cavity (m)

Y The permeability factor of the wall
Q The angle of the slice in units of radians
& Homogeneous quality
Subscripts

c Continuous phase (liquid)
d Dispersed phase (vapor)

conv Convection

evap Evaporation

[ Phase i (liquid)

in Inlet

] Phase j (vapor)

Liquid
n Normal direction
out Outlet

sat Saturation



Superscripts

VM

TD

Others

qbw

Turbulent

Energy

Momentum

Vapor

Wall

Theoretical value

Turbulent

Drag

Virtual mass

Lift

Turbulent dispersion

Surface heat flux due to boiling (W/m



hlat

Latent heat of vaporization (kJ/kg)

An empirical coefficient in Rohsenow correlation

Prandtl number exponent in Rohsenow correlation

A constant regulating the amount of heat flux usegenerate vapor
Effective thermal conductivity (W/m-K)

Turbulent production

The Kurul-Podowski length scale (m)

The symmetric particle interaction area density’Y/m

Eotvos number

The fraction of the surface in contact with vapor

Bubble departure diameter (m)

The critical cavity radius (m)

Time between bubble departure and nucleation ofi¢x¢ bubble (s)

Area-averaged wall temperature (K)



Chapter 1 — Introduction

With the continued development of the electremidustry, an advanced cooling solution is
still in great demand. Though the scale of thetedaic devices becomes smaller and smaller,
their energy consumption remains high, which agaies’a common problem, that is,
insufficient cooling. Existing cooling scheme liatitons constrains further development of
electronics in certain fields. Thus, the missios@drching for innovative techniques of heat
dissipation for small-scale objects remains necgsaad to some industries, is considered

urgent.

Depending upon the constraints imposed andfheadissipation needs, single-phase flows
may be sufficient to achieve the desired goalstk@se cooling schemes, the driving
temperature difference drives the cooling. To enbdreat transfer microscale geometries
might be considered, such as in microchannel hels.9~or such devices, the surface area

and heat transfer coefficient are both improved.

For higher heat flux needs, either cryogeniith their extremely low operating
temperatures or two-phase flows with their later@rgy potential might be more suitable.
Associated with cryogenics are extremely low opegaiemperatures, which may cause
condensation from the air near the electronicsti@rother hand, two-phase flows have their
own set of issues, depending upon the operatirig.d9éar small scale devices, such as
microchannel heat sinks, flow instabilities andjapressure gradients can result from phase
change. To achieve the benefits of small scale ga@s and their enhanced heat transfer

coefficients, yet avoid flow instabilities and largressure gradients, two-phase flow in a



confined radial jet is considered. The general igoimétion of a confined radial jet is naturally

stabilizing and the increased area alleviates sdraethe pressure drop due to phase change.

To further stabilize the flow and provide thgopgunity to enhance the heat transfer, the
confinement surface can be made hydrophobic armlpobrawing a vacuum at the backside
of the confining plate allows for vapor to be extesl from the confined gap rather than
moved through the gap. Experimental studies irsadevice with no opportunities for local
measurements or visual observations are currentgmwvay. Therefore, a computational

study is warranted.

Required is a study of the relevant literaturgvhich to place the present study. Included are
experimental and computational studies focusedraiesphase, confined impingement from
a single circular jet. As fewer two-phase studiethis jet configuration are available, some
studies of confined planar jets and submerged Irpedgaare included. Finally, two-phase
computational flow studies of this configuratior dacking. This is believed to be the first
study proposed to assess heat transfer and fmMdifi a confined radial impinging jet
experiencing two-phase laminar flow. Note thatldminar flow restriction is based on single-
phase liquid velocities throughout. Extraction s#sdwith and without phase change, have

been computationally studied in microchannel canfigjons, but not in a jet configuration.



Chapter 2 — Literature Review

High flux, compact heat sinks are needed to op@lattronics within their temperature
limits. One means of accomplishing cooling is bywéan axisymmetric impinging jet. The
three main types of impinging jets are free, sulg@m@rand confined. The working fluid can be
either a gas or a liquid. In the case of liquid jé¢e jet can remain in liquid phase or undergo

phase change.

Adding a confining surface parallel to the impingersurface and at a plane coincident
with the jet exit provides an opportunity for imgeal heat transfer due to recirculation within
the confined gap region. The added benefit ofyattergoing phase change, i.e. two-phase
impinging jets compared with single phase impingatg, is the higher heat fluxes due to
latent energy transfer and uniformity of surfagepgerature. Removal of bubbles from the
heat transfer surface can be enhanced by makingptifening surface hydrophobic porous

and drawing a vacuum on the opposite side of theysosurface.

Addressed in the review of the literature are expental papers specific to confined jets.
Computational papers reviewed include impinging @@tdifferent configurations. The few

experimental papers and one computational papardew vapor extraction are summarized.
21 Single-Phase Confined Impinging Jets

Laminar and turbulent single-phase confined jetehmeen studied experimentally and

computationally. Reviewed are single jets, prinyaoil circular jet configurations.

2.1.1 Single-Phase Experimental Studies



Fitzgerald and Garimella [1] studied single-pha€e7 impinging flow fields, without
looking into the Nusselt number, using a squareadgfined jet with hydraulic diameters
between 3.18 and 6.35 mm. The impingement surfaestimated based on flow field figures
to have a diameter of 140 mm, resulting in impiggsnrface-to-jet diameter ratiak/d;, of
44 and 22 for the two jets, respectively. The diemef the confined plate is assumed equal to
the impinging surface diameter. Flow fields werguaed using laser-Doppler velocimetry at
flow rates consistent with turbulent flow (4080Re< 23,000) at the jet exit and ratios of gap
height over jet diameteH/d;, of 2, 3, and 4. A recirculation zone observethgconfined gap
region moves radially outward with increases in igs number and with increases in
dimensionless gap height. A maximum in velocityrrtba wall is observed at air;
approximately equal to 2 and the maximum turbuldegels occur at arir; approximately

equal to 4.

In a study using FC-77 leaving a circular confifetdand impinging on a 10 mm square
heater, Garimella and Rice [2] studied heat trarfsfen the impingement surface held at
constant heat flux. The Reynolds number range wasistent with that of Fitzgerald and
Garimella [1], with a wider range of jet diametéds79 to 6.35 mm) and dimensionless gap
heights up to 14. Although not provided, sketchieh® experimental facility indicate a
confined gap diameter well in excess that of thelijgmeters, with an estimated minimum
possible value of 70 based on a scaled estimdtegfolycarbonate insert diameter and the
largest jet diameter considered. For a Reynoldsbeurof 13,000, a jet diameter of 1.59 mm,
and all dimensionless gap heights studied, the maxi local heat transfer coefficient occurs
at the impingement zone. For dimensionless gaphtelgss than 5, a secondary peak in heat
transfer coefficient is observed. At Bifd, of one, the secondary peak is located neairan

value equal to 4. For af/d, equal to one, a jet diameter of 3.18 mm, and feyrRRlds



numbers greater than 17,000, there is a primarpedk heat transfer coefficient neag
equal to one and a secondary peak aralrpequal to 3.6. The secondary peak is believed to

be the result of recirculation observed in the owd gap region.

The secondary peak in local Nusselt number obsexiéig equal to four in Garimella and
Rice [2] is also observed in San et al. [3] eveyugh flow through the confined gap region is
constrained to two opposing dimensions and the wgriuid is air. Impinging jet diameters
between 3 and 9 mm and jet Reynolds numbers frag08Go 67,000 were studied for a
single dimensionless gap height of 2. The secongleaks are more obvious for larger jet
diameters and for shorter dimensionless confingdegagths)/d;,, which vary between 44

and 133.

On the other hand, Koseoglu and Baskaya [4] alswwsr and a dimensionless gap height
of 2 found the maximum Nusselt number to occurasif as opposed to the jet centerline,
near ar/rj approximately equal to 1.2 for a Reynolds numi§e00000. Although at a
Reynolds number 41% lower than Garimella and Ri¢end 67% lower than that of San et
al. [3], perhaps more influential may be the 100 sguare target plate relative to the 10 mm
diameter jet used by Koseoglu and Baskaya [4], viields an equivaler/d; of 10. This

ratio is considerably smaller than those of worikswkssed previously.

Colucci and Viskanta [5] also studied air leaving. 27 mm diameter confined jet
impinging on a dimensionless target diamed¢d;, equal to 8. For dimensionless gap heights
of 0.25 and 1.0 and a Reynolds number of 30,00&;wik equal to that of San et al. [3], two
distinct off-center peaks are observed in the ldkedselt number. The peak closest to the

centerline occurs at arr; near 1.2 for both gap heights, with the second pagher



downstream in the larger gap height. Recall thate&3al. [3] observed the peak at the jet

center.

Chang et al. [6] studied single-phase impingeméR-b13 onto a 66.6 mm heater
embedded in a 72 mm diameter target plate. Jetdkdynumbers varied between 9,800 and
92,500 while dimensionless gap heights varied betvie5 and 4.0. Although jet diameters of
1, 2 and 4 mm were considered, data for the 4 namelier jet show a single maximum in the
local averaged Nusselt number. Local averaged sakmresent integrated values between the
stagnation point and the local radial locationlhis maximum occurs at the jet centerline for
the entire range of Reynolds numbers: 9,798 to5® B should be noted that the heat transfer
coefficient used in the Nusselt number is defingidgithe local bulk fluid temperature,

determined using energy balances.

The 4 mm diameter jet and 100 mm equivalent dianetget plate yields d/d; of 18,
which is approximately twice that of Colucci andskénta [5] with off-axis peaks in local
Nusselt number and approximately half that of Rind Garimella. Based on the previous
results, it appears that the change between logsg®t numbers peaking at the centerline
versus peaking at an off-center location may bleiémiced by the dimensionless target
diameter in addition to the dimensionless gap heigld Reynolds number. However, no
conclusions can be drawn. Exiting conditions ofd¢befined gap may also play a role. For
example, the fluid exit configuration in Chang [§llso considerably different than the
previous four reported works on heat transferh&sé previous studies, flow discharges
radially into the environment at the end of thefowd gap region; however, in the work of

Chang et al. [6] the exiting flow is redirectedaim annulus back to the supply reservoir.



Heat transfer coefficients are computed using aabatic wall temperature in San et al. [3].
Colluci and Viskanta [5] demonstrate the appropnass of using jet exit temperature in lieu
of the adiabatic wall temperature for their tesiditions. Garimella and Rice [2] also use the
jet exit temperature whereas Chang et al. [6] basdeat transfer coefficient on the local bulk
fluid temperature determined using an energy balaDetails regarding how Koseoglu and

Baskaya [4] evaluate the heat transfer coefficeatnot provided.

Two different local averaged Nusselt number coti@ta are provided, one fofr; less than
and the other for/r; greater than 2.5. A strong recirculation vorteketieved to exist atr;
equal to 2.5. Correlations are a function of dinn@miess radial distance, dimensionless gap
height and jet Reynolds number correlations are aisvided as a function of Prandtl

numbers even though data was acquired for a silugde R-113.

Single-phase Nusselt number correlations at thenateon zone and area averaged values
were developed by Li and Garimella [7]. Nusselnbers are correlated with Reynolds
number, Prandtl number, dimensionless jet lengthdamensionless heater diameters. The
correlation developed for all fluids is valid fdret following ranges: Reynolds number (8,500
—23,000), Prandtl number (0.7 — 25.2), and dinmaniess jet length (0.25 — 12). Jet lengths
and heater diameters (11.28 — 22.56 mm) are sbgldtk jet diameter (1.59 — 12.7 mm).
Heat transfer coefficients as a function of ratbahtion are provided, showing a marked

increase with jet velocity and a mild increase wiéitreasing gap heights.

2.1.2 Single-Phase Computational Studies
Heat transfer using a single confined impinging basn simulated for single-phase flows
under both turbulent flow conditions and laminaowil conditions. A review of existing

correlations for predicting jet impingement heaansfer and a comparison of various



turbulence models for computational simulationgedfimpingement heat heat transfer are
provided by Zuckerman and Lior [8]. Significant@ns, up to 60%, exist in predicted Nusselt
numbers for most versions ofek-k-w algebraic stress and Reynolds stress models. The
authors recommend the shear stress transport hyiwidel as a low computational cost
method if secondary peaks are not expected. Matielswell predict secondary peaks in
Nusselt number are thefvmodel of moderate computational cost and dirasmerical
simulation (DNS) and/or large eddy simulation (LE8pdels, which incur a considerable
computational cost.

Those who simulated turbulent flow through confinietbinging circular jets include
Koseoglu and Baskaya [4], employing a Lam-Bramhdmt Reynolds number &-model
with air. Simulations were validated with experirtedndata acquired using a laser Doppler
anemometry system. For a Reynolds number equa,@Q and a dimensionless target size
of 10, dimensionless gap heights between 2 and 6e v&udied. For the smallest
dimensionless gap height of 2, an off axis peaNusselt number occurred at gn near 1.2.
This was the only gap height in which a toroida&ineulation zone was observed.

Behnia et al. [9] used a*vturbulence model with what is believed to be &ihis
assumption is based on the fluid used in severéh@kexperimental studies used to validate
their simulations. Reynolds numbers of 23,000, B0,8nd 70,000 were studied, with results
provided for dimensionless gap heights of 0.1, 0.8, 2, and 6. For a Reynolds number of
23,000,d/d; of 10, andH/d; less than 2, two peaks in the radial Nusselt nurdistributions
are observed, with the primary peak located offddeter axis of the jet nedr; equal to 1.2.
The distance between the primary and secondaryspsiteases and the effect becomes more
pronounced as the gap height is decreased. Thenmeesf the secondary peak is attributed to

an increase in turbulent kinetic energy away fromgtagnation point.



Baydar and Ozmen [10] used a standaedtrbulence model and air as the working fluid.
Three Reynolds numbers 30,000, 40,000 and 50,008 emnsidered. The dimensionless gap
height, H/d;, was varied between 0.2 and 6. The focus of thiskwis on the radial
distributions of turbulent intensity and pressuoeféicient at the impingement surface in the
vicinity of the recirculation zones experimentatlipgserved by Baydar and Ozmen [11]. The
results in Baydar and Ozmen [10, 11] are based model in whichd/d; is equal to 10 and
are compared with experimental data acquired by@oland Viskanta [5] based ondsd;
equal to 9. Both the simulations of Baydar and Qzifi0] and the experimental data of
Colucci and Viskanta [5] show two off-center pe@kshe radial Nusselt number distribution
for H/d; less than one. The primary peak for btk of 0.25 and 1.0 occurs nedr; equal to
1.2. In agreement with Behnia et al. [9], the seleon peak is closer to the primary peak at the
lower gap height. Baydar and Ozmen [10] suggestadion exists between the peaks in radial
Nusselt numbers, the peaks in turbulent kineticggneand the leading and trailing edges of a
recirculation zone near the impingement surface.

Chang-geng and Jie-min [12] used the renormalizedm(RNG) ke model to simulate air
impingement from a confined circular jet at Reymoltimbers between 1000 and 8000 in
increments of 1000. Dimensionless gap heights w&and 8 were tested. Inflections in
radial Nusselt numbers are observed, with peaksurong at the jet centerline for
dimensionless gap heights of 2 and 4. Dimensionéget diameters are 20 and 30 for the 1.5
and 1.0 mm diameter jets, respectively. A separateelation for predicting stagnation point
Nusselt numbers is provided for each of jet diansete

Zu et al. [13] simulated flows for Reynolds numbeaaging between 10,000 and 30,000
and for dimensionless gap heights between 1 aftiéconfined circular jet is constrained to

two opposing directions with a channel of lendthand widthw. Several turbulence models
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were investigated with the shear stress trans@S8T) k reported to yield good results and

LES providing excellent results. For a Reynolds banof 10,000, a dimensionless gap height
of 2, w/d equal to 10.42, andd equal to 41.7, an off-axis maximum in local Nusseimber

is observed in the simulated results, but is nadeat in the experimental results to which

simulations were compared. The approximate locabiothe off-axis peak is observed near
r/rj equal to 1.1 for the SST&-model and equal to 1.4 for the LES model.

Pence et al. [14] conducted a laminar flow simolatbn an axisymmetric, compressible,
microscale jet impinging upon a heated surface.dbdgionless gap heights of 2 and 4 were
investigated for a dimensionless target diametet@fThe dimensionless heater diameter is
four. Reynolds numbers range between 419 and 182Mach numbers range between 0.2
and 0.8. Local Nusselt numbers are found to inereath Mach number, yielding a maximum

value near/rj equal to 1.2 rather than at the jet centerlingHfiok equal to two.

Ichimiya et al. [15] studied laminar flow (Re = 40 a confined jet impinging on a
constant temperature target at 30°C. The test déad a large dimensionless target diameter
(30) and small dimensionless gap height (0.5). Hields were simulated using the SIMPLE
method with a QUICK discretization scheme. Liquidstals were used to validate the
simulations. The primary peak in local Nusselt nemiiccurs at the axis of the impinging jet,
with a secondary peak located atranof 5. Given the large target area and small gaghhe
significant Bernard convection was observedrforgreater than 20, beyond which the local

Nusselt number increases with

A similar off-axis maximum in local Nusselt numbsrobserved nearvr; equal to 1.0 for
the axisymmetric jet impinging on an isothermalgér simulated by Chatterjee and
Deviprasath [16] using stream function and voniclowever, this off-axis peak was only

found to exist for dimensionless gap heights l&ss t0.5. These results were compared to
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local Nusselt number distributions simulated witlparabolic profile exiting the jet. In the
latter case, the local Nusselt number peaked ajetheenterline. The authors of the study
attribute the off-center peak in Nusselt numbebédathe consequence of the velocity profile
exiting the jet, which is highly affected by thenfioed gap region. As the gap region is
increased to dimensionless heights greater thainedconfined gap no longer influences the
velocity profile at the jet exit.

In an earlier study, Chatterjee [17] identified @rReynolds number versus dimensionless
gap height plot a line of demarcation between feeparation and no flow separation at the
surface adjacent to the jet exit. For a fixed Ré&ymoumber, decreasing the aspect ratio
reduces the potential for flow separation. Alsovpted is an asymptotic relation predicting
the dimensionless location where the primary voitexhe confined gap reattaches as a
function of dimensionless gap height. In a latendgf Chatterjee [18] replotted the
dimensionless reattachment length of the primanyexoas a function of Reynolds number.

The data well matched that in Nakabayashi et 8]. [1

Nakabayashi et al. [19] provides a relation betwaiemensionless reattachment length and

dimensionless gap height

0.0668
H
'R _ 445 (—) (2-1)
d;

d;

for high Reynolds numbers, the range of which i$ swecified. However, from figures
provided in the article, appears to be for Reynaoldsbers greater than 2000. Also provided
by Nakabayashi et al. [19] is a plot showing thHatien between dimensionless vortex height

and Reynolds number; however, no correlation fedfmting this relation is provided.
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A study by Biswas et al. [20] includes plots simifa those in Nakabayashi et al. [19], i.e.
of dimensionless reattachment length and vorteghtaiersus Reynolds number, but do not

compare the results of Nakabayashi et al. [19].

2.2 Two-Phase Impinging Jets
Studies with two-phase confined impinging jets,e¥kpental or computational, are more
limited than those of single-phase studies. Inaludehis section are papers with jet
configurations other than confined radial jets.

2.2.1 Two-Phase Experimental Studies

Ma and Bergles [21] studied R-113 from a circuérgs it impinged on a completely
submerged heated surface. A definition of inciplasiting is provided, as the influence of jet
velocity and jet subcooling. For given wall supextserl,,— Tsa, heat flux increases with both.

In fully developed boiling, the influence of botklacity and subcooling are negligible.
Results are compared to pool boiling, from whicis suggested that impingement cooling has
improved cooling capabilities over pool boiling.erbonsiderable effects of surface conditions

are highlighted, even under consistent surfacegpegipn.

Wolf et al. [22] studied axial variations in wadimperature and heat transfer coefficients
using a planar impinging jet with water for a ramgeelocities. General observations made
by Ma and Bergles [21] regarding subcooling andeity} in the heat transfer regime below
fully developed boiling were confirmed. For heatxis lower than those yielding fully
developed boiling, significant streamwise variasiamwall temperature and heat transfer
coefficients exist. For fully developed flow, wallrface temperatures are essentially constant

and the influence of velocity is negligible.
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Shin et al. [23] studied a planar jet for Reynaidsnbers of 2000, 3000 and 5000 with
variable dimensionless distances between the jeaed target plate of 0.5, 1.0 and 4.0.
Reynolds humbers are based on jet diameter, whialsd the dimension used to normalize
the jet-to-target distance, for a fluid known a$0%0. In general, heat transfer was enhanced
with increases in jet Reynolds number and smaltadces between the jet exit and target.
However, a dimensionless spacing of unity is deetihedeast desirable if trying to avoid

critical heat flux.

Extending their single-phase study, Chang et dl. §dnsidered heat transfer from a
circular confined jet issuing R-113 as a two-phasdure of quality 0.20. This allows for an
assumption of saturated flow boiling, conditionslenwhich convection and nucleate-boiling
heat transfer coefficients can be superimposedigbpaeasurements of wall temperature
allowed for assessment radial heat flux and rddial transfer coefficients, the latter of which
are based on the bulk fluid, or in this case tlieration, temperature. Subtracting from
measured local heat flux the local sub-cooled hgihieat flux predicted using the Rohsenow
correlation from Carey [25] allowed for an assessnaé the local two-phase convective heat
transfer. The conclusion is that two-phase congadtieat transfer is negligible in comparison

to nucleate boiling heat transfer.

A comprehensive review of jet impingement boilisgrovided in Wolf et al. [26].
Highlighted are temperature overshoots by non-ngfiiuids, the influence of surface
conditions on boiling curve consistency, significaariations (up to 45°C) in wall
temperature resulting from different modes of hesatsfer occurring at different points on the
heated surface, confined jets with nozzle-to-s@fgeacing resulting in flow acceleration (i.e.,
H/d; < 0.25), and substantial increases in local satmma@mperature resulting from a

stagnation pressure significantly higher than téiant pressure. An example provided by
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the authors indicates an 11°C increase in satar&imperature resulting from a 47.9 kPa
increase in pressure at the stagnation point id¥ /s free jet of saturated water impinging
on the surface. This yields a saturation tempegadtithe stagnation zone of 111°C compared
with the typical value of 100°C for an ambient pe® of 101.3 kPa. For maximizing the

critical heat flux, a heater over jet diametercati 2.5 is noted.
2.2.2 Two-Phase Computational Studies

Very few computational studies have been conduateldeat transfer using two-phase
impinging jets. The first study discussed is adyualcombined analytical/empirical study by
Omar et al. [27]. Provided is an enhanced diffusimdel characterizing two-phase heat
transfer enhancement resulting from a free plangirging jet. The effective diffusivity for
use in the conservation equations is related togletcity and jet temperature as well as the
temperature of the impinging surface. Authors @it incorporation of the model in
numerical simulations of partial and fully-develdpgucleate boiling could significantly

reduce computational costs by avoiding the neede&wlving all details of two-phase flow.

Narumanchi et al. [28] simulated nucleate boiliegittransfer in a submerged jet using the
renormalized group k-turbulence model. Not all forces are includedhigit analysis. To
improve predictability, the authors provide a coampise between accuracy and simplicity.
Assumed is a balance between acceleration andygfaxies, based on an assumption that
the diameter of a bubble at lift off and departare identical. Using differences between
simulations and experiments, two different facforsmodifying the bubble departure model
were developed. One corrects the pressure andhibeaorrects the new wall velocity, both

of which effect bubble size. The model is limitecd20°C wall superheats.
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A two-dimensional assessment of confined, plartanjpingement with boiling is provided
in Abishek et al. [29]. The focus of the studyhe effect of heater-nozzle size ratio on the
heat transfer from a constant temperature heédtaingle jet Reynolds number of 2500 is
used with a 20°C subcooling. Heater-nozzle sidesaif 0.5 to 11 and wall superheats
between -5 and 20°C are investigated. A re-normdlgroup ke turbulence model is used in
conjunction with a wall-boiling model. The individl effects of evaporation, convection and

guenching are assessed and a correlation betwa&sr seze and wall superheat is provided.

2.3 Mass Extraction through Porous Membranes

231 Experimental Extraction Studies

Recognizing the potential for gas or vapor bubbdampede liquid flow in a channel the
size of the bubble, Meng et al. [30] proposed aadsmg plate by which to vent the bubbles
from two-phase flow. To ensure bubbles attach éocdbgassing plate requires the surface
energy to be minimized. This can be accomplishech@king the plate hydrophobic in nature,
i.e., the three-phase contact angle must be griwter90°. Creating carbon dioxide inside the
channels and then venting it through the degagsatg proved the concept. The original
degassing plate was made of silicon with DRIE eddheough holes coated with Teflon. The
second design incorporated a commercially availpbfeus Teflon membrane sandwiched

between two DRIE plates.

Later, Meng et al. [31] proposed their conceptdpplication in a microscale methanol fuel
cell. Two commercially available porous membranesenconsidered: a 116n pore
polytetrafluoroethylene (PTFE) membrane and gunlpore polypropylene membrane.
Membranes were tested with both water and 10-M amethand were characterized for

robustness. Robustness tests include an investigatithe breakthrough pressure, the
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pressure differential across the membrane abovehwhiaking occurs. The leakage rate, when

considered for decreasing pressure differentiads, fiound to follow Darcy’s law.

Nitrogen gas bubbles begin venting immediately upomtact with the membrane if in
water but bubbles travel further downstream andiesoa before being venting from 10-M
methanol. The delay in venting is called the ventimreshold, believed to result from either a
thin film between the bubbles and the membranagrdroplets trapped in the membrane
pores. Based on experimental data, a one-dimerngianavzenting rate model is provided and
related to the driving pressure differential acriesmembrane, the bubble diameter and the

channel width.

Alyousef and Yao [32] designed and successfullietta single porous silicon plate that
could pass either de-ionized water through regommaining hydrophilic-coated pores or
carbon dioxide through regions containing hydroptiabated pores. The ultimate use for the

plate is in a microscale direct methanol fuel cell.

Xu et al. [33] propose four design criteria for m@ral of gas bubbles from microchannels
using a porous hydrophobic membrane: (i) chanreghdters must be smaller than anticipated
bubble diameters, (ii)the bubble must remain intacirwith the membrane long enough to be
extracted, (iii) the bubble must travel slower tlaagritical velocity above which a film forms
between the membrane and bubble, and (iv) thendripressure differential applied across the
membrane must be lower than the breakthrough meedsquations for each criterion are

provided.

Alexander and Wang [34] proposed use of a hydrojghmdrous plate, called a breather, for
extracting vapor from a two-phase microchannel bt to minimize the potential for flow

instabilities and liquid dry-out. A correlation wdsveloped to predict extraction rates in
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terms of a dimensionless pressure rajpdefined as the pressure drop across the membrane
divided by the pressure drop associated with drathhe bubble. Extraction rates increase with
increases iiR,. For a given pressure differential across the nmarmdy decreases in liquid
velocity are necessary to incre&ge Care must be taken to balance the valug,@ind the

liquid velocity needs to achieve desired coolinghef heat sink.

Microchannel flow regimes are provided by Davidk{35] under gas venting and vapor
venting scenarios, for adiabatic and diabatic doons, respectively. Venting occurs when the
downstream side of the hydrophobic porous memhisaopen to the atmosphere. Extraction
rates are reported to be a function of the Weberhau, which is shown to have a strong
influence on the flow regime. Higher Weber numlaes associated with annular type flows
where the film in contact with the porous membreetices the area of the membrane
exposed to the gas/vapor thereby limiting the arhotipossible mass extracted. Flow
regimes for the adiabatic and diabatic conditiomden venting are found to differ

significantly.

Advantages of venting a microchannel heat sink uhdaing flow conditions include a
potential 60% decrease in channel pressure drop émaler wall superheat, in which a
maximum of 4.4°C was observed by David et al. [Jble observed decrease in pressure drop
results from a decrease of mass in the channehbutalso be a consequence of change in
flow regime resulting from the decrease of maghénchannel. Given a fixed exit pressure,
the lower channel pressure drop results in a lomet pressure and a decrease in saturation
temperature. For a given heat flux and heat tramsfefficient, this results in a lower device

temperature.
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A two-phase pressure drop model using a separawwdpproach is provided. The model
predicts experimental data for mass fluxes nearkpd®-s fairly well but under-predicts data
for higher mass fluxes. A two-phase heat trangfefficient dependent upon the Martinelli
parameter and single-phase fully developed heasfieacoefficient is also provided. Model
predictions suggest an increase in heat transédficients with venting. Predictions are less
accurate at the lowest mass flux near 100 kg/mnd believed to be a result of a stratified
flow condition existing in the presence of the lgmitobic membrane. Stratified flow heat
transfer coefficients are lower than those withrohand annular flows, which are the flow
regimes most typical for higher mass fluxes forrsteds with the porous membrane

configuration.

The effects of temperature on permeability of permembranes are reported in Marconnet
et al. [37]. Intrinsic and fluid-specific permeatis are reported for air and steam. Decreases
in fluid-specific permeability observed with incees in temperature cannot be accounted for
solely as a function of variation in fluid propesgi Flows that agree with Darcy’s transport

law should result in intrinsic permeabilities tlaaé independent of temperature.

Intrinsic permeability according to Darcy’s modeli function of the membrane only,
independent of the fluid properties and the flove rélowever, the intrinsic permeability for
air and steam were found to be different, andnirinsic permeability was found to vary
when heated for both air and steam. Changes insitrpermeability were less influenced
when cooled, than when heated. For membranes ichvthe intrinsic permeability increased
with heating, the departure from Darcy law predias is hypothesized to be a result of
membrane deflection, which can result in an inaeapore size. Intrinsic permeability is
directly proportional to the pore diameter squaredignificant difference in temperature

experienced across the membrane and a lag in mast@aperature compared with that of
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the fluid temperature are proposed as a possilplaeation as to the differences in

permeability observed for the same membrane whateleompared with that when cooled.
2.3.2 Computational Extraction Studies

Fang et al. [38] simulated three-dimensidraisient vapor-venting from a microchannel
with one wall made of a hydrophobic porous membraneclume of fluid (VOF) method
was employed coupled with a capillary force model aterphase mass transfer. The flow
regime changes resulting from mass extraction emgotistrated and compared to flow
regimes with no venting. The wall temperature rexméower for a longer section of
microchannel when vapor is vented than when nonispeented. Simulated pressure drop
across the microchannel as a function of heatiflishown to plateau for the venting case
whereas the pressure drop continues to increasenierochannel with no venting. Although
the pressure drop is decreased, pressure fluatsadi@ greater in the venting channel than in
the non-vented microchannel. High frequency low l@oge pressure fluctuations are
attributed to bubble expansion whereas ventingfaasd to result in lower frequency high
amplitude fluctuations. To consider the influenéeandensation on the venting process, a
heat sink experiencing 0.5 W/émvas simulated at the top surface of the membnapor
venting is reduced when liquid water exists inrtimbrane. A recommendation is made to

maintain a temperature higher than the saturatioypérature.
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Chapter 3 — Problem Statement

3.1 General Hypothesis

According to the literature, confined impingijegs offer efficient heat removal for certain
geometry devices. Compared to single-phase flowspghase flow provides superior heat
transfer performance due to both thermodynamichgdodynamic reasons. However, the
problems brought about from flow boiling, such asge change pressure drop along the flow
channel, vapor accumulation, etc., may affect lilve pattern and consequently the heat
transfer performance. Experimental confined jedistsi have shown that vapor extraction
coupled with flow boiling can improve the heat remlocapability. However, few
computational studies on either two-phase flowibgiin confined jets or vapor extraction
from flow boiling have been published. The presguatly includes a computational
investigation in which the influences of geometnglanertia on two-phase heat transfer are

considered.

3.2 Simulation Objectives
The present study involves several aspectsraflating confined impinging jets, including

(1) single-phase flow, (2) flow boiling and (3) wapextraction.

3.2.1 Simulating single-phase confined impinging jets

The single-phase confined impinging jet simolaserves the role of validation and
baseline data for which to compare flow boiling diog boiling with extraction cases. The
computational model developed here is used witle lihodification for flow boiling
situations. Furthermore, using single-phase flosults as initial starting solutions provides
for a comparatively easier converged solution cpeding to higher heat flux, that is, to two-

phase flow scenarios.
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3.2.2  Simulating flow boiling in the confined impingingts

Simulating the flow boiling that occurs withime confined gap is a crucial part of the
project. Two kinds of boiling models are considehede. One is the “volume of fluid” (VOF)
model, the other is a multiphase segregated floBFMormulation that employs a “wall
boiling” model. Detailed descriptions of these tmodels are provided in Chapter 4. The
basic goals of a good boiling simulation are (1yitdd a good prediction of wall superheat,

and (2) to yield theoretical vapor generation.

3.2.3 Simulating vapor extraction

Simulation of vapor extraction is based ongbleition from flow boiling. Therefore,
accuracy of the flow boiling results can signifidlgrimpact the solution of vapor extraction.
In a corresponding experiment, a hydrophobic men®rsiused to separate the vapor phase
from the two-phase liquid-plus-vapor phase mixtuithin the confined gap. By all accounts,
vapor transport through the membrane is expectéalltav Darcy’s law. However, how
vapor extraction can be modeled varies betweetwibdlow boiling models. In Star-CCM+
version 7.04, the commercially available softwasedithroughout the investigation, a specific
phase “wall porosity” can be assigned for the VQ#del. Options also exist for
characterizing the hydrophobicity of this surfa€er a given range of pressure differentials
across the porous wall and with the inertial tramsmfluence neglected, vapor transport
should agree with Darcy’s law. Driven by the de$orea steady state solution, no interfaces
are being tracked. Therefore, with a sufficientlegppressure differential, the theoretical

amount of vapor generated, assuming it reachesxtinaction surface, should be extracted.

For the “wall boiling” model, a wall can be madepeability to one substance while

remaining impermeable to the other substance. Hekye&w pressure drop can be applied
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across the wall, prohibiting Darcy flow modelingatRer a “wall permeability factor” must be
set. This factor controls the amount of the perrieepbase in contact with the wall that is
permitted to transport through the wall. As a reghk extraction rate cannot be predicted.
Rather the wall permeability factor must be guessatliteratively improved until the

extracted vapor matches that of the experimensailtse

3.3 Geometric Configuration

A cross-sectional view of the radial confinetltest device is shown Figure 3.1. The radii
of the jet and the impingement surface are helkldfithroughout the study at 2 mm and 19
mm, respectively. The gap height is allowed to aoyn 0.5 mm to 1.5 mm. Cartridge heaters
supply energy to the aluminum block serving asitingement surface. The confining
surface of the confined jet is formed with a pordelon membrane supported by a

perforated plastic plate. Further details of thpegimental test device are provided in Sabo
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3.3.1 Computational domain

The basic geometry of the computational domaitudes a three-dimensional (3-D), 10-
degree sector of the radial jet, the impingemerfasa and the radial confined gap. Although
the flow should exist primarily in two dimensiotise radial and axial directions, vapor

extraction simulations require a surface; hen@&pPadomain in studied.

Inlet

0.016 m

=> Outlet

A

Figure 3.2 Schematic of flow field Figure 3.3 8ofatic of the heat block

The flow field of the combined jet and confined gamstitute the “fluid” region of the
computational domain, which is shown in Figure 32e portion of the heater block above
the cartridge heater is shown in Figure 3.3 andtitoes the “solid” region of the
computational domain. Sub-cooled liquid water entbe inlet of the radial jet, as shown in
Figure 3.2, flows through the jet, impinges on lileated surface, then is heated as it flows
radially through the confined gap before leavinthatdesignated outlet. The heater block
plays the dual role of impingement surface and keatce. A constant heat flux is assigned at
the bottom portion of the heater block. Includingaation of the heater block allows for an
average wall temperature that more closely mintiessixperimental conditions than does the
average wall temperature from assigning a consieat flux directly to the surface

constraining the bottom of the flow field.
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3.3.2 Computational mesh

Shown in Figure 3.4 is the representative nagstibution in the fluid region on the
computational domain. The basic grid size is 0.1 imthe radial and axial directions. In the
region of the computational domain where impingenmappens and the region near the
impermeable confinement wall, the mesh is refireed grid size of 0.05 mm or %0n, the
result of which is shown in Figure 3.4. In the doatl gap region subjected to a permeable
wall condition, the region where two-phase floveipected to dominate, the bottom two and
top two rows of cells are further refined to 0.088, or 25um, in both axial and radial
directions. For a 0.5 mm gap height, the meshdistébution is shown in Figure 3.5 and

Figure 3.6.

Figure 3.4 Mesh of fluid domain



25

I
|
[
|

L

Figure 3.5 Mesh of impinging part Figure 3.6 Mesh of flow channel

3.3.3 Boundary conditions

The boundary conditions of the computational donaaeshown in Figure 3.7. The left side
represents the jet centerline, also known as ttseadsymmetry. A uniform velocity profile is
assigned to the inlet of the radial jet, whereasatlitlet of the confined gap is assigned a
constant pressure boundary at 101.3 kPa. The tfgcewf the confined gap region is divided
into two different boundary conditions. There is tidiabatic impermeable region that extends
to a radial location, relative to the jet centegliequal to 3.1 mm, and the “adiabatic”

permeable region. All unlabeled boundaries arebadiia walls.

Because an Eulerian multiphase flow model exlua void fraction equation must be solved
whether the VOF or MSF option is employed, andvitleme fraction at the inlet and exit
must be specified. The volume fraction is definedhe volume of vapor phase in a
computational cell relative to the volume of thd.Cehe value assigned at the inlet is 0, as is
consistent with a subcooled liquid. The value atdkit varies depending upon the model
used. Whereas the exit value can be extrapolated the internal solution for the MSF
model, it must be assigned a specific value foM@®& model. This is achieved by using a
global energy balance applied to the fluid regibthe computational domain from which the

exit quality can be determined
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n
q A— minhl,out + minhl,in

Xout = (31

min hv,out — My hl,out

Knowledge of the quality allows for assessmenheféxit volume fraction of vapaoé,

_ Xoutpl
£ = (32)
Xoutpl + (1 - Xout)pv

which is also known as the homogeneous void frad8]. Furthermore, an exit static
temperature must be assigned at the exit pressurahry. This too depends upon the energy
balance result. If two-phase flow conditions existhe outlet of the confined gap, the static

temperature is assigned a value of 100°C.
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Figure 3.7 Schematic of boundary conditions
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Chapter 4 — Physical and Computational Models

In this chapter, the physical and computationahoés$ are presented. The commercially
available computational fluid dynamics softwarer &&M+ version 7.04 is employed using
two different Eulerian multiphase, segregated ffoadels. These two models, Volume of
Fluid (VOF) and Multiphase Segregated Flow (MSK, @xplained in light of the basic
governing transport equations. In addition to coreon equations for mass, momentum and
energy, the transport equation of volume fractirgse interaction models, boiling models,
and modeling of transport through the porous waldiscussed. Information regarding the
methods and the equations provided in this chaptefound in the Star-CCM+ version 7.04

Users Guide.

Water at 90°C is used as the working fluid. In botbdels, gravity and surface tension are
considered with second order advection discretinaschemes employed for the advective
terms in momentum, energy and void fraction transpguations. Due to the low variations in
pressure within the confined gaps, the boiling terafure and enthalpy of formation are held
constant at standard atmospheric conditions. Dyn&mscosity, surface tension, and thermal
conductivity, the latter for both the working flugshd the aluminum block, are found from
tabulated values. The density and specific hetitefvorking fluid are based on polynomial

relations as a function of temperature.
4.1 Governing Equations of VOF model

The volume of fluid (VOF) model in Star-CCM+rg@n 7.04 is a segregated flow model
well-suited for systems consisting of two or mareniiscible fluid phases; however, each

phase must constitute a large portion of the systdnthe interfaces must be large enough to
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be resolved by the grid. The VOF is a homogenoudamdence, all phases share the same
velocity, pressure, and temperature. The modeksatach transport equation using bulk
thermophysical properties. The bulk thermophygicaperties of the mixture are determined
by the property and volume fraction of each coustit. For example, density and specific

heat are determined by

(Cp)-pi
p= Z aip; Cp= 2 a; p‘ (4-1)
L. .

i

wheregq; is the volume fraction of constituenand is defined by; = %Where for two

phases, as is the case for the present sifdya; = 1.
4.1.1 Conservation Equations of Mass and Momentum

The continuity and the Navier-Stokes equationsfmh computational cell characterize the
conservation of mass and momentum of the bulk fi@dpectively, for the boiling flow

studied. In conservative form on a per volume hdkése are

9 _
5P+ (V) =S (4-2)

0 _ _ _
a(pV) +V-(pVV)=-Vp+pg+ V- [F+TH]+ S, 43

whereT andTt represent the viscous and turbulent stress tensssectively. For the present
study using the VOF model flow conditions are stiat the Reynolds numbers, based on
conditions at the inlet of the confined gap, ass lhan 2,500; hence, turbulent stresses are
negligible. Reynolds numbers are based on a clesrstat dimension equal to twice the gap
height. The transient terms can be omitted becstesely-state analyses are conducted;

however, the source terms are necessary for impitien of boundary conditions.
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4.1.2 Energy Conservation Equation

The differential form of the energy equation, nekfte modeling VOF phase change, and

written in conservative form is

d _ _

a(pU) +V-(pHV)+ V- (Vp)

~ (4-4)
=V-(kVT)+V-T-V+f-V+5Sy

For incompressible flow analyses, as is the casieeofurrent situation where density is a

function of temperature but not pressure, the ®¥ri’p) goes away. Because of the low

velocities, the viscous effects are negligible. Duéhe presence of phase change, the buoyant

forces are of importance.

For heat transfer through the solid substi@ty; the thermal diffusion term in Equation
(4-4) remains, as does the source term for thdteadjacent to the bottom surface of the

aluminum block where heat is applied.
4.1.3 Volume Fraction Transport Equation

In addition to the conservation of mass, momentathenergy, the transport of each
volume fraction must also be solved when usingt®& model. In differential form the

equation is

a _
5 (@) V- (aiV) =S, (4-5)

4.1.4 Phase Interaction Parameters

As the interface is not tracked in this anaythiere is no need for a phase interaction
model. However, liquid is defined as the continupbase whereas vapor is defined as the

dispersed phase.
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4.1.5 Boiling Model

Boiling takes place at a solid surface oncenhl temperature exceeds the saturation
temperature. By how much the wall temperature rexseed the saturation temperature to
initiate boiling depends upon heat flux and surfe@edition. Hence, a relation between the
applied heat flux and the wall superh@at Tso, is Needed. However, no universally accepted
relation exists. The model available in Star-CCMtsion 7.04 selected for this study is the

subcooled pool boiling correlation by Rohsenowegsmorted in [25]:

B 9(p1 — py)
pw = Wil p

wherey, C,, a4, andPr; are the dynamic viscosity, specific heat, dereitgt Prandtl number

(4-6)

3.03
Cp,l(Tw - Tsat)]

n
P
qu hlat Pr[

of the liquid phase, respectively. The exporgracts on the Prandtl number exponent and is
1.7 by defaultg is gravity,p,, is the vapor phase densityjs the surface tension coefficient
at the liquid-vapor interfacé,, is the wall temperature ar@t},, is an empirical coefficient

that varies depending upon the fluid-surface coatimn. The value o€, andn, used for the

present investigation were experimentally deterchimg Sabo [39] to be 0.016 and 1.26.

The size, number and spatial distribution dividual nucleation sites have a significant
influence on the amount of vapor generated. Astinesnbers are not known for the

particular surface under investigation, nor arg #esily simulated, the following relation

(4-7)

can be used to approach the theoretically expeetpdr generation by varyir@.,, which is a

model constant that regulates the amount of hertited to generate vapor. The theoretically
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anticipated vapor generation without vapor extoacts determined from an energy balance,

the resulting equation of which is

mt = min(hl - hin) + q"As
v hlv

(48)

4.1.6 Wall Porosity Model

The VOF wall porosity model allows for regutagiwhich phase, and how much of that
phase, is permitted to transport through the Wéle transport is analogous to that through a
porous baffle. The wall thickness is negligibletwtihe velocity of the permitted phase through
the porous boundary dependent upon the pressupeadross it. This pressure drop/velocity

relation is given by

Ap = —p(k|v,| + By, (4-9)

wherea andg are coefficients dependent upon membrane propetiey,, is the velocity
normal to, and through, the porous boundary. Coefitsk andf represent the inverse of

inertia and viscous resistance, respectively, witlhies of zero and 5xi@mployed in the

present analysis.

For extraction, the pressure drop across the mamabraries radially and is determined by
the pressure in the cells of the computational domadjacent to the membrane minus the
pressure applied to the opposite side of the memsbran average pressure drop of 20 kPa,

which is the same as that in the experiment, id.use

4.2 Governing Equations of Multiphase Segregated Rllodiel

The Multiphase Segregated Fluid (MSF) modelireg that conservation equations for

mass, momentum and energy be solved for each pladiser than for a bulk mixture as was
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the case for the VOF model. In the MSF model, thesps are not in equilibrium. Rather, each
phase has its own velocity, temperature, and thghysical properties. However, the pressure

of each phase in contact is assumed to be the same.
4.2.1 Conservation Equations of Mass and Momentum
The conservative form of the continuity equationagoer volume basis for phasis
a T4 a
3¢ (@ipd) + V- (@ipiVi) = Z(mij —my;) + S (4-10)
j#1
wheresS;” is the source term for phaisen;; is the rate of mass transfer from phpgeto

phase, andm;; is the rate of mass transfer from phatephasg. The source for the present

study is zero.

The conservative form of the momentum equation parazolume basis is

d _ _
s (aipiVi) + V- (a;pViVy)

= —ocin + aipig_ +V- [ai(f'i + ‘?lt)] + Mi (4'11)
+57+ Z(mijvj - m;V;)
j#1

whereM; represents the momentum transfer between phadeswst sum to zero over all
phasesS? represents the momentum source mrgp7] is the momentum from phag&o phase

i. The source term is neglected in the present sisadyxcept for implementation of boundary
conditions. However, because turbulence is a regqua this model, turbulent stresses cannot

be neglected.
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4.2.2 Energy Equation

d _
T (aipiUy) + V- [a;p;H V]
=V- (ocikeff_i VTL) +V- (‘?L : Vl) + fTL ' Vi

@
+ZQU +ZQiU +Su,i (4-12)

j#1 ()]
+ Z(mij — mj; )hy(Tyj)
Jj#1

whereT; is the temperature of phais¢; is the body force vector, which in this case idelsi

buoyant effects); is the diffusive heat transfer from phade phase, anin(ij) accounts for
mass and heat transfer resulting from phase cHamigeconstituent. The enthalpy of phase
hi(T;) is assessed at the interface temperaftyrassumed to be the saturation temperature.

The effective thermal conductivity is defined as

Heicy;
kepri = ki + —2 -
eff,i i Prti (4-13)

wherek, 44, c,, Pr; are the thermal conductivity, turbulent viscosggecific heat and turbulent

thermal diffusion Prandtl number, respectively, aotscripi indicates the values for phase

In addition to mass, momentum and energy equatmrite liquid and vapor phases,

Equation (4-5), the volume fraction transport efuaust also be solved for both phases.
4.2.3 Standard ke Model

A turbulence model must be specified when usingB& model. Although not ideally
suited for confined jet flow, the standard kaodel is used due to its simplicity and likelihood

that bothk ande approach zero given the laminar nature of the flbine standard k-model



provides a two equation closure model for turbufenws in each phase, with transport

equations for the turbulent kinetic enerlgydefined as

1 -
k = 3 (w2 +v"2+w'?)

and the viscous dissipatiof),defined as

e=2ve} e}

The transport equation for turbulent kinetic enefiayyphasa is

d _
s (aipik;) + V- (a;pik;V;)

Ok

+ a;[GF — pi(e; — &5) + SF + S}]

+ Z(mijk;j — m;;k; )

Jj#1

and the transport equation for the viscous dissipdor phase is

0 _
3t (aipig) + V- (a;pigVy)

1
=V- [ai <#L + o_-;) Vsi]

+ ai[Cglcik — Ceopi(ei — &) + Sig + Sigr]

ij
+2(mU€] —mjisi )

j#1

(4-14)

(4-15)

(4-16)

(4-17)

34
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whereG® is the turbulent production

2 _ 2 _
G* = eS* =S pkV -V = S (V- V)7 (4-18)

and/ is the turbulent viscosity

pe = pCyukt (4-19)

In Eqn. (4-19} is the turbulent time scale aQy is a constant, whereas in Eqn. (4-$83 the

modulus of the mean strain rate tensor. Defaulieshbre used for all constants.
4.2.4 Phase Interaction Models

Governing equations for mass, energy and mameate solved for each phase, which
requires information regarding the interaction begwthe two phases at the interface. Closure
models are needed. The Eulerian Continuous-Dispévieelel is employed to characterize the
influence between phases, with liquid represerttiegcontinuous phase, denoted by “c”, and
vapor the dispersed phase, denoted by “d”. The hadidevs for drag, lift, turbulent
dispersion, and virtual mass forces to be consitianel interphase energy transfer. Prior to
assessing these interactions, a characteristithiessgle with which to define non-dimensional
numbers is necessary. For boiling flows an appatg@iength scale is bubble diameter. The
recommended model is the Kurul-Podowski interacliomyth scale model. Also required is
an interaction area density that defines an inteafarea to characterize drag force and heat
and mass transfer. For boiling flows, the symmaeihiase interaction area density model is the

default.

The Kurul-Podowski length scale is defined as
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_ Dmin(AT - ATD,min) + Dmax(ATmax - ATD,min)
ATD,max - ATD,min

lea (4-20)

whereDy,i, andDy,oare the minimum and maximum bubble diameters gesgely. In the
present studymin andDpax are set to 0.1 mm and 0.5 mm, respectivély, ,,,;,, is the liquid
subcooling corresponding to the minimum bubble @f@m andiTy, 4, is the liquid
subcooling corresponding to the maximum bubble diam The temperature difference is
defined asAT = T,; — T, whereT,, is the interface temperature, generally assumée the
saturation temperature affidis the temperature of the continuous phase, wiithe liquid

phase. In the present studifp min andATp maxare set to 10 K aneb K, respectively.

The symmetric particle interaction area densityatermined from

6a.a,

Ay = (4-21)

lcd

wherea, anday are the volume fraction of the continuous andelispd phases, respectively.
4.2.4.1 Momentum Transfer

In STAR-CCM+ version 7.04 the general interghammentum transfer term can include

drag, virtual mass, lift and turbulent dispersiorces.

M= ) (FD +FjM + Bl + P
Jj*1

(4-22)

whereF;; is a given force contribution, per unit volume pbiasg on phasé with, F;; = —Fj;.

In the present study, the virtual mass fo$"() and lift force ;) are neglected for the

reason that the hydrodynamic influence is not thgonobjective, and these forces have little
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effect on the thermodynamic solution. The dragéc(f?f}) is important because the present
study focuses on vapor bubbles in liquid flow. Aratard drag coefficient, from the
correlation provided in Wang, is chosen to modeldhag coefficient. The correlation is
applicable to situations in which the continuouagshis viscous and the dispersed phase is a
fluid. It was derived by fitting a curve to dategaaed for a single bubble rising in water. The

drag coefficient is dependent upon the dispersedgReynolds number according to
Cp = expla + b In Rey + c(InRey) 2] (4-23)
where the dispersed-phase Reynolds number is ddiiye

vl
Red =pc| rl cd (4_24)

He

The subscript in the Reynolds number represents the continubasegy which for the present
study is the liquid phaséy,| is the magnitude of the relative velocity betwéesnphases. The
length scalel.q, is the interaction length scale defined earl@anstants in the drag coefficient
equation, Eqn. (4-23), exist for situations in whibe dispersed phase Reynolds number is

below 450 and are provided in Table 4.1.

Table 4.1 Drag force coefficients in Eqn. (4-23) Riy <450

Rey a b c

Rey< 2.197115 In(24) -1 0

2.19711%x Regy<450 2.699467 -0.33581596 -0.0713561y




38

ForRe > 450, the drag coefficient is determined from

Co = 3 EOAW
D= BEouy +4 (4-25)
instead of from Eqn. (4-23). The Eotvos numberindef as
(pw — pa)gd® (4-26)

EOA =
v Oaw
is computed from bubble diameter, or as appropfatthe Eulerian Continuous-Dispersed
Model the interaction length scalg, and from water and air properties evaluated at a

temperature of 293K.

Turbulent dispersion forcefg”) accounts for the interaction of the dispersed plhatte

turbulent eddies in the continuous phase. It i;nadfby

D .t
Fro = Auve <@ - Vai) (4-27)

Y Pric \ a; a;

wherevf is the turbulent kinematic viscosity of the contius phase anlr, . is the turbulent
Prandtl number of the continuous phase, the valtiedich is set to 0.08 Pa-s and 0.9,
respectively, in the present study. According ®3ymmetric Drag Model, which is
applicable to fluid-fluid interactions, the linezed drag coefficient is defined by

D _ ECDacad(acpc + adpd) (4-28)
H 4 aclc + adld

whereCp is found from Eqn. (4-23) in combination with ctargs found in Table 4.1. The
continuous and dispersed phase length skcaedl,, are well characterized by the interaction

length scalel.g.
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4.2.4.2 Energy Transfer

The heat transfer resulting from thermal diffusitom phase to phasg is represented by
Qij = —Qji = hWay(T; — T) (4-29)

whereg; is the interfacial area per unit volume, whicladswhen using the Eulerian
Continuous-Dispersed model. TemperatuieendT; are the bulk temperatures of the
continuous and dispersed phases, respectively; @ds the average heat transfer coefficient

at the interface, which is defined as

h) = KeNu (4-30)
lea
The Nusselt number is determined from the Ranz-Malrsorrelation
Nu = 2 + 0.6ReJ5Pr23 (4-31)
4.2.4.3 Boiling Mass Transfer
The interface mass transfer is determined frdvea balance at an interface
m) — M (4-32)

wherem() is the rate of mass transfer across the interfare phase to phasg andhy
represents the enthalpy difference between phaisé phasg¢ The heat transfer from the

interface, at which phase change occurs, to thegshan either side of the interface is

modeled as
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Qi(ij) — hlgij) a;j(T; — T;) (4-33)
i = Va1 ~ 1) (4-34)
where

in kiNu;

hEU) - ll“ L (4-35)
ij

. k:Nu;

A e | (4-36)

j lij
The dispersed phase Nusselt number is assignddeaofa2, as the default, whereas the

continuous phase Nusselt number is computed uss&#anz-Marshall correlation in Eqn. (4-

31).
4.2.5 Boiling Model

The boiling model employed for the Multiphassg&gated Flow formulation, often
referred to as the Wall Boiling model, incorporates subcooled boiling model from Kurul
and Podowski modified to account for heat transiex vapor phase. The subcooled boiling
model assumes that heat transfer from the solfdaito the liquid occurs via three different
mechanisms: convection, evaporation, and quencHhiegt transfer from the surface to the
vapor phase is by convection, and occurs to tledidraof the surface in contact with vapor,

Kdry.
@v = (@lonv + Avap + Aauencn)(1 — Kary) + KaryQiry (4-37)

4.2.5.1 Convective Heat Transfer

The turbulent convection fluxes are
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' PLCp1 ]
Qconv = tl:- (Tw - Tl) (4-38)
l
" PgCpgltig
Qary = T (Tw - Tg) (4-39)

whereu* andt™ represent friction velocities and dimensionlessgerature differences,
between the average fluid temperature and thetemalberature for the phase of interest,

inside the viscous sublayer.

Wall dryout occurs locally when the vapor volumaction exceeds a specified valag,,
which for the present study is 0.9. An expressmrcharacterizing the fraction of the wall in

contact with vapor is

0 a< adry
Fay 210263 - 20) @ > ay (40
where
Z _ ag - adry
1—a. Cary (4-41)
which varies between 0 and 1.
4.2.5.2 Evaporative Heat Transfer
The heat flux due to evaporation is determinedgisin
n rn T[dal
Qevap =N T pghlg (4-42)

wheren” is the density of nucleation sites ahdandf are the departure diameter and

departure frequency of the bubble, respectivelg fitimber of active nucleation sites is a
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function of wall superheat, the critical cavityesiand the three phase contact angle, and for

the present study is determined using the Hibikii lzhii model

" AT 92 /1,
n'=n" <1 — exp [— SQZD <exp flp+) R—C] - 1) (4-43)

In Eqn. (4-43)n” represents an average cavity density, which tasaalt value of 4.74x£0

sites/n. The liquid-vapor contact angle®,were assigned room temperature values of 20°
and 127° at the heated aluminum and porous Telidaces, respectively, but allowed to
change with temperature. The scale fac&@rfor the wall contact angle is set at 20°. The
logarithmic, non-dimensional density functit{g+) employs default constants, aRdandA’
are the critical cavity radius and the length scéléhe cavity. The cavity length scale was set

to a default value of 2.5xm. The critical cavity radius is determined from

2001+ ES/p)

hlg (T sat) -1 (4-44)
PN\ RT,Toar

R, =

whereR is the gas constant for water vapor, 0.4615 kB/kg-

The correlation developed by Kocamustafaogullabased on a force balance between the

gravity force and surface tension force with a dgrorrection ratio

05 /Ap
d, =d 9( ) ( > (4-45)
v gdp) \pg

In Egn. (4-45)d; is a constant having a value of 2.64Xh/degree. The value éfis set to

20° and4p is the difference in density between the liquid gas phases.
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The model used to compute bubble departure frequisribe Cole model, which represents

the bubble rise velocity (estimated using the dmefficient) divided by bubble departure

39(p1—pg)
= ’_— (4-46)
f 4 dwpl

4.2.5.3 Heat Transfer due to quenching

diameter

This component of heat flux is modeled usirgrilation provided by Del Valle and

Kenning.

qguench = hquench (Twau —T1) (4-47)

p1Cpikity,
/s

hquench = 2Kquenchf (4-48)
where Kg,,..ncn represents the fraction of wall area subjectedienghing, which is larger

than the footprint of the bubble and is determifrech the Kurul-Podowski relation

nd3
Kquench = Tn (4-49)
In Eqgn. (4-43)Fa is a scaling coefficient relating the area of eation sites and the area
subjected to bubble-induced quenching. The defallie, based on recommendations by
Bartolomei and Chanturiya, is 2.0. The variatyas the time between bubble departure and

nucleation of the next bubble and is given by
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Cw
tw = T (4-50)
The coefficientC,, has a default value of 0.8 based on an assumpfiéuiul and Podowski

that quenching occurs during 80% of the departycéec
4.2.6 Wall Permeability Model

A wall made permeable to a particular phaséhimcase permeable to vapor, allows the
approaching vapor to leave through this boundalng. fhass flux of this phagejs assessed
using density, velocity and volume fraction evadubat the cell centers adjacent to the

permeable wall
m; = p;V; - Aayy; (4-51)

whereA is the unit normal area vector associated withptreneable wall of the cell of
interest, ang; is the permeability factor of the wall, which caary from 0 to 1. The wall
permeability factor regulates the amount of theovdlux normal to the surface allowed to
transport through the permeable wall. The tangkeotimponent of vapor flux is zero,
corresponding to a no-slip wall boundary. The vdpor through the wall is used in all the

other transport equations.
4.2.7 Computational Details

For all partial differential equations, a secondesrupwind differencing scheme was used
for the advective terms and a central differencicigeme was used for diffusive terms. An
arithmetic multi-grid V cycle solver was employedwa 50 level limit and a 30 cycle
maximum. Under relaxation factors between 0.6 a@dv@re employed for velocity and

energy for heat flux ranges between 5 and 50 \W/mespectively. An under-relaxation value
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of 0.3 was used for pressure. For stability, atiaihtondition of 0.01 for vapor volume
fraction was assigned to the computational domfamunder-relaxation factor of 0.1 was used

for the VOF model with a solid phase under-relaafactor of 0.99.
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Chapter 5 — Data Reduction and CFD Validation

Data reduction methods are presented and inchetage wall temperature for validation
purposes. Also presented are definitions of dingeress gap height, temperature and

velocity, which is how profiles are presented ira@ter 6.

Results generated from Star-CCM+ for a specifiesblzmse are compared to experimental
boiling curves. A single jet diameter of 4 mm wasgdstigated. The base case has a gap
height,Z, of 0.5 mm, a mass flug, of 400 kg/m-s and a heat fluxy”, of 20 W/cni. For
extraction case, a driving pressure differentigl, of 20 kPa is employed. Heat flux is varied
between 0 and 50 W/cro generate the boiling curves. For boiling curthe wall superheat

is needed as a function of applied heat flux.
5.1 Data Reduction

To validate the solutions wall superheats and vgpoeration are compared, respectively,
to experimental values in the form of boiling cus\ad to theoretical exit qualities
determined from an energy balance. The equatiasgess theoretical vapor generation is
provided by Eqgn. (3.1) in Chapter 3. Because wglesheat is defined 85— Tss, an average

wall temperature is needed.
5.1.1 Area-averaged wall temperatures

A 10 degree slice of the single circular coafipet of radius was investigated. Figure 5.1
shows a representative slice with five area sectiedl temperature data exist at the center of
each cell face adjacent to the wall, not at theezesf each sector as shown in Figure 5.1. To

achieve a radial distribution of wall temperataeseries of radial sensors were located to
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provide a radial distribution of wall temperatur@sotal of n sectors were defined midway

between sensor points, as shown in Figure 5.1.

Figure 5.1 Schematic of sectors for area-averaged
temperature

For each of tha sectors, of which there are five representedguifé 5.1, the wall
temperature and area of each sector are used fputerthe average wall temperature

according to

_ SN« Ay
" — 21 _ i L (5_1)
21 A
where A; = OSQ(TL + ri_l)(rl- — ri—l) (5-2

and wherd) is the angle of the slice in units of radians,akhis 0.1745 for the present study.
The actual number of sensors or sectorgs chosen to satisfy a difference of less thaas on

percent in average wall temperature when usingrsus B sectors.
5.1.2 Dimensionless variables

For data presentation, dimensionless values of fuéd temperature and fluid velocity as

well as local distances, measured from the tagget, from the jet axis,, are beneficial.
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Local fluid temperatureq,, are made dimensionless by subtracting the saiar@mperature,

based on the jet inlet pressure, and by usingeseete temperature based on heat flux.

T - Tsat
T = 5-3
Trer (5-3)
where qZ (5-4)
Tref = T

In Equation (5-4)K is the thermal conductivity of the fluid, held atant in the present study,
andZ is the gap height. Local fluid velocities,are normalized by the jet velocity, wherev

can represent either the radial velocity or transversey, velocity.

S (55)

The local radial locatior, is scaled by the jet radius, and the distance from the targetis

scaled by the gap heiglz,

" T
r== 5-6
T (5-6)

Z
. _Z (5-7)

2 =7

5.2Residual and grid refinement convergence

A heat flux was supplied to the bottom of thensihum heater block and a steady state
condition was considered achieved when the eneaying the block and entering the fluid
was within 0.01% of that applied at the bottomt@f block. For each test case, the solution
was converged in terms of the grid size and residlerance. Three grid sizes were
considered. After some preliminary investigatiomaedium grid size consisting of

approximately 350,000 cells was employed for theehzase. A coarser grid with 50% fewer
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cells in each direction (cells twice as large intredirection) and a finer grid with 50% more
cells were assessed. The differences in wall seitiermperature for the medium and fine grids
were 2.5K and 1.2K, respectively. A solution warsidered residual-converged when most

of the residuals fell below 0.001. Refer to Apperdi.

5.3 Turbulent kinetic energy and dissipation

As reported by Zuckerman and Lior [8], use of ttemdard ke model in jet flows can yield
inadequate results. However, the highest jet Relgisl 2,500 and the lowest dimensionless
gap spacingZ/d is 0.5. For flow to exceed this Reynolds numbeg,dimensionless gap
height must be less than 0.25. The lowest gap hiagted results in a dimensionless gap
height of 0.5; therefore, the liquid in its subambktate never reaches a turbulent state.
Furthermore, given the increase in area wittven as the flow becomes two-phase, it will

likely remain laminar.

A laminar flow analysis was conducted using the f@dtlel whereas the MSF wall boiling
model required a turbulent flow analysis. Howe¥ethe turbulent kinetic energy and viscous
dissipation approach zero, they have little immarcthe solution and should therefore not
yield inadequate results. For the base case, #magek ande were 8.8x18"and 6.6x10°,

respectively.
5.4 Validation

To validate the results, simulations of exialify and wall superheats are compared to
theory and experiments, respectively, in Figureah@ Figure 5.3. Simulations for the base

case using both VOF and MSF models are provided.
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Figure 5.2 Quality at outleXout, versus heat fluxq”, for the base case
including theoretical predictions and simulatiorani both the VOF and MSF

simulations

Due to the number of input parameters for theed#fit boiling models, matching both exit
guality and wall superheat was not achieved. F@eMBF model, the vapor fraction leaving
the computational domain had to be specified. Adédhe latent energy available, the portion
used to create vapor had to be assumed. For teechas of 20 W/cfrand 400 kg/s-frwith a
jet inlet temperature of 90°C, the energy entetirgjet is approximately 8.29 W with 6.3 W
added by way of heat at the impinging surface h@fa.3 W added, 2.94 W is necessary for
sensible heating leaving 3.36 W available for latezating. Assuming 100% of the energy
available for latent energy exchange goes intoticrg&apor requires that a value of 1 @,
in Eqn. (4-7) be assigned. For this case, thegesxdtity predicted using the VOF model is
1.8%, compared with the theoretical value of 2.8%ermined using Eqgn. (3-1). However,
the wall superheat is 30 K, almost 2 times greidten those observed in experiments. To get

the wall superheats down to levels measured expetatly required a decreaseGg,to 0.1.
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However, this change resulted in an exit qualitp &6, four times lower than predicted from

theory, as noted in Figure 5.2.

55 T T T T T T
& CFD result of VOF madel : ;
S0F A CFD result of MSF model |**~{"""""" A
4  Experimental data H

|
"0 5 10 15 20 25 30 35
Tw-Tsat(K)

Figure 5.3 Area-averaged wall superheat for CFiDexperimental
results

Thermocouples in the experimental test devicea@ratéd at a radial location 4.26 mm from
the centerline. One-dimensional heat transfersarasd in computing the wall temperature
from the temperature based on the thermocouplestids the target surface and the measured
heat flux. The heat flux is determined by corregtine heat input by first subtracting the heat
losses and then dividing by the heated target &®@&n the significant radial variations in
wall temperatures reported in Wolf et al. [26] $mbcooled jet impingement, uncertainties in

the experimental wall temperature may be as high4f<C [39].

For the MSF model, a much wider range of vdesimust be specified, resulting in a wide
range of combinations that greatly affect the sohg For example, the minimum and

maximum bubble diameters are specified for computiie interaction length scale used
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throughout the analysis. Also specified is a wajl @ut factor and a scale factor for the
contact angle in the equation used to assess &eaxgy density. To select the correct
parameters and to validate this model requires momgrehensive experimental

measurements, preferably local wall temperatures.

Because the VOF model has the more reasonaileothfor extracting vapor and because
it can achieve local wall temperatures close ta¢hachieved experimentally, simulations
were run withCe,, near 10% and are presented in the following cmapiesults of exit quality
and wall superheat in Figure 5.2 and Figure 5sheetively, are for this value &, and the

range of input parameters for the MSF model areiBpd in Appendice B.
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Chapter 6 — Result and Discussion

The ultimate goal of the research effort is to as$eat transfer and hydrodynamics under
the influence of vapor extraction. The first stépvbich is to simulate two-phase boiling flow
in a confined jet; therefore, results for a seoktest conditions are presented for the Volume
of Fluid (VOF) model without extraction. Variablesanged are gap height, inlet mass flux
and applied heat flux. For all cases, the jet diem&nd inlet temperature remain fixed.
Presented are non-dimensional temperature andityepwofiles and, where appropriate,
velocity vector fields and vapor volume fractioAspreliminary assessment of vapor
extraction using the VOF model is provided. Duadn-verifiable physics observed using
VOF, a preliminary analysis using the Multiphasgrggated Flow (MSF) wall boiling model

is generated and qualitatively compared to VOFItesu

6.1 Parametric study of VOF results

Table 6.1 shows the test conditions, whereltgted in bold are the base case conditions.

Table 6.1 Test conditions

Z (mm) 05,1,1.5
G (kg/s-m) 200,400, 800
q’ (Wicnt) 5, 10,20, 30, 50

Remained fixed for all tests are the jet diameter mm and the inlet temperature at 90°C. For
the parametric study, a single variable is chariged the base case conditions while holding
all others constant. The mass flux is that at tiet iof the gap. The values are such that a
doubling of the gap height, from 0.5 to 1.0 mm,@ed with a doubling of the mass flux,

from 200 to 400 kg/s-fnyields the same average liquid velocity entetiggap.
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6.1.1 Influence of mass flux

For a fixed gap height of 0.5 mm and a heat @120 W/cni, the mass flux is varied.
Values include 200, 400 and 800 kg/&-Rresented in Figure 6.1 are the radial variations
fluid temperature (a) near the top wall, (b) midvigween the top and bottom wall (mid-
gap), and (c) near the bottom wall. Local fluid pmratures are presented in non-dimensional
form, T*, and presented as a function of non-dimensiorsséhce from the jet centerling,.
The target radius is 19 mm whereas the jet radi@smnm; therefore, data end at the exit of the
gap, which corresponds to enequal to 9.5. Note that in Figure 6.1 (a) begins at a value of

one, which is the location where the confined agfaegins.
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Figure 6.1 Dimensionless fluid temperature disititns,
T*, as a function of dimensionless radial distamtgefor
three mass flux values (G = 200, 400, and 800 kifs-(a)
z* =1, (b) zx=0.5, and (c) z¢ 0.
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The denominator of*, T, is fixed for this gap height and heat flux anédgial to 147 K.
The numerator of * is the local fluid temperature less the saturat@mnperature, where the
saturation temperature is based on the exit presfut01.3 kPa rather than on the local
pressure. Therefore, relative to the exit cond#jdri values less than 0 correspond to sub-
cooled conditions in which the fluid is either ingle phase or undergoing sub-cooled boiling.
The condition that exists requires assessmentedbttal void fraction. Values df* equal to
0 correspond with saturated conditions wheneagalues greater than 0 correspond with fluid

temperatures above the saturation conditions atxthe

The fluid temperature near the top wall is préed in the top figure while that at the
bottom wall is presented in the bottom figure tarespond with their geometric location.
However, because energy enters the system thrbegbottom wall, discussions begin with
Figure 6.1 (c). As expected for all three massdfyxhe fluid temperature increases with
radial position. The same is true for the fluid pamature mid-gap and near the top wall, as

indicated in Figure 6.1 (b) and Figure 6.1 (a)pexsively.

In Figure 6.1 (c) the influence of mass flusignificant. The lowest mass flux has the
highest fluid temperatures for the given gap heaid heat flux. As the mass flux is
increased, the same amount of energy can be remdgtied lower fluid temperature. In all
cases, the conditions exceed saturation condittdowever, this does not confirm the
existence of two-phase flow, which requires knowkedf the volume fraction of vapor.
Provided in Figure 6.2 are the corresponding walllvalues of volume fraction of vapar,
for the same conditions as in Figure 6.1 (c), whscadjacent to the target wall. For the mass
flux of 200 kg/s-r, a significant volume of vapor exists in eachtef hear wall cells. For the

mass flux of 400 kg/s-frvapor fraction remains below 10% up toramear 3, whereas for
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the 800 kg/s-rhmass flux vapor is essentially absent uritiof 2.5 after which point it rarely

exceeds 10%.
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Figure 6.2 Volume fraction of vapar, as a function of
dimensionless radial distana&, near z*~ 0 and for three
mass flux values® = 200, 400, and 800 kg/s3n

A conclusion drawn from Figure 6.1 (c) and Fay8.2 are that the dimensionless

temperature cannot be used to distinguish betwiegtesphase and two-phase conditions,

because subcooled boiling can exist for negativeHowever temperatures can be identified

as subcooled, saturated or above saturated camsligtative to the conditions in the exit

plenum.

In Figure 6.1 (b) the dimensionless fluid tenagpere midway between the top and bottom

plates behave as expected, which is an increaBewith r* and that the increase Trf

occurs at a lower* for lower mass fluxes. However, not expecte@*ivalues greater than 0

for r* values less than one for the lowest mass flu06fi&y/s-m. Note that* values less

than one correspond to the jet core. Given thajethialet temperature is 90°C, fluid
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temperatures exceeding the 100°C saturation tetyperare unexpected. Also, becalise

exceeds unity in the jet core, it is unknown whgridps below unity betweeat of 1 and 3.

Y s
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Figure 6.3 Volume fraction of vapar, contours for three mass flux values: (a) 200-kaf/s
(b) 400 kg/s-rfy and (c) 800 kg/s-m

Looking at the contours of vapor volume fractio Figure 6.3 (a), which corresponds to a
mass flux of 200 kg/s-fvapor generated in the stagnation region andibsedo the gap

entrance rises into the jet causing an increateniperature.

Figure 6.4 (a) shows velocity vectors nearitq@ngement region and in the beginning of
the confined gap, corresponding ta® <3, for the mass flux equal to 200 kg/$-Melocity
vectors in the jet core are consistent with flowiibd a behind a buoyant plume. Secondary
flow, apparently due to buoyant mixing, brings sutied fluid from near the top surface to

the middle of the gap betweenvalues of 1 and 3.

Figure 6.1 (a) shows the dimensionless flundgerature near the confined surface. As a
reminder, the confined surface begins*atqual to one. For the lowest mass flux of 200-kg/s
m?, the temperature of the fluid at the top of thp gaceeds that at mid-gap between
values of 4.5 and 8. This appears to be the coesegLof buoyant mixing cells observed in

Figure 6.4 (a) and also by Ichimiya et al. [15}, $ingle-phase water flow in a confined
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impinging jet. The mass flux in [15], however, wamsiderably smaller than the present case,

equal to 10 kg/s-frat the inlet of the confined gap.

Contours of vapor volume fraction are showfigure 6.3 for all three mass flux values:
(a) 200 kg/s-rh (b) 400 kg/s-rh and (c) 800 kg/s-fBuoyant plumes are observed in Figure
6.3 (a) and 6.3 (b), the latter to a lesser degkery small vapor bubble exists at the
stagnation point in Figure 6.3 (c). Vapor existshe entire confined gap in Figure 6.3 (a)
yielding vapor fractions close to unity throughduatFigure 6.3 (b) the last half of the gap
reaches volume fractions between 75 and 100% whé&ekated regions of high volume

fraction exist only close to the confined surfaeamthe gap exit in Figure 6.3 (c).
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Figure 6.4 Velocity vector fields for three mélss values: (a) 200 kg/s-mn(b) 400 kg/s-rf
and (c) 800 kg/s-m

Velocity vectors for r*<3 in Figure 6.4 are pemted for (a) 200 kg/san(b) 400 kg/s-rh
and (c) 800 kg/s-f Recall that the mass flux is defined as thatremgethe confined gap.
Corresponding to the non-zero volume fraction gforeobserved in the impingement zone in

Figure 6.3 (a), the velocity vectors in Figure @}show secondary flow structures rather
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than the flow structure expected for single-phaséjpingement. The results suggest that a
mass flux of 200 kg/s-fris insufficient to achieve impinging jet benefits this gap height,
subcooling and heat flux. With an increase in nitassto 400 kg/s-rfy, observed in Figure 6.4
(b), impinging jet structures such as accelerdlimg at the target surface near the inlet of the
confined gap region and a recirculation zone ne&aconfinement plate are observed.
However, a well defined upward buoyant flow is adbserved at the jet centerline. In Figure
6.4 (c) for 800 kg/s-fy the flow structures expected of a subcooled oedfiet are achieved,
including flow acceleration near the target surfand a recirculation zone at the confinement
plate. Also, there is no vapor inside the jet. Buidfrom comparing the recirculation zones in
Figure 6.4 (b) for 400 kg/s‘and Figure 6.4 (c) for 800 kg/s*nis that the latter has a shorter
recirculation zone, 3.2 r* versus 2.8 r*, respeddijv This is contrary to what would be
expected for single-phase flows, as noted in Ctje&¢18]. However, a direct comparison
cannot truly be made given the non-similar jet inggiment conditions, i.e. one experiencing

two-phase flows whereas the other does not.

Having discussed the streamwise temperaturatiars at three locations within the gap,
the dimensionless temperature profiles at variadgt locations are plotted as a function of
distance from the target surfae&, for each of the mass flux values in Figure 6 &digl
distancest*, considered are 0, corresponding to the jet cemterl, corresponding to the
edge of the jet, and 2, 4 and 8. In Figure 6.5dimgensionless temperature profiles between
z* equal to 0 and 1 show a subcooled jet for 800-kg/Bor much of the region, i.e., far
greater than 0.25, with the thermal effects fromhkated surface influencing the fluid
temperature in the regiart less than 0.4. On the other hand, the thermattsffeenetrate the
entire impinging region for the lower two mass #i&of 200 and 400 kg/s#with a higher

temperature for eadtt for the 200 kg/s-fimass flux.
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In Figure 6.5 (b) the temperature profile @& #ulge of the jet* =1, for 200 kg/s-rhshows
considerable thermal penetration, whereas the textyye profiles for the 400 and 800 kg/s-
m? masdlux values nearly coincide, both showing subcoaledditions everywhere except
for very close to the heated surface. At this dddization, inertia effects dominate at the
higher two mass flux cases whereas buoyant eftietsnate flow for the lowest mass flux of

200 kg/s-m.

Increasing distances in the radial directiorttequal to 2, the influence of the heated
surface on near wall fluid temperatures is notificant, as evident from Figure 6.5 (c) which
shows essentially identical fluid temperatures tileartarget wall as were observed in Figure
6.5 (b). Rather, observed differences in the teatpeg profiles are due to secondary flow,
resulting from buoyant cells for 200 kg/s-amd a recirculation region for 400 kg/$;which
brings in warm fluid from downstream. The subcoateture of the jet is essentially

unchanged betweet of 1 and 2 for the mass flux of 800 kg/3-m

At a dimensionless radial location equal tagtshown in Figure 6.5 (d) the buoyant effects
continue to influence the temperature magnitudestwaghe of the profile for the lowest mass
flux of 200 kg/s-m. The thermal boundary layer thickness for 4004f/shows an increase
from a value of* equal to 0.1 in previous figures to a value of Ul2e temperature profile

for the highest mass flux is relatively unaffecteden at this radial location.

Compared with the profiles in Figure 6.5 (d)jd temperatures in Figure 6.5 (e) at each
value ofz* and for each mass flux increase over those valute radial location equal to 4.
The higherfT* values observed at higher values for 800 kg/s-frare a result of the high
vapor volume fractions observed in Figure 6.3 @grthe confinement plate at that radial

location.
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Figure 6.6 Dimensionless radial velocity profijles, as a function of dimensionless distance
above the target plate*, atr* = 2 for three mass flux valueG € 200, 400, and 800 kg/s-

).

Radial velocity profiles, scaled by the jetoaty, for all three mass fluxes are provided in
Figure 6.6 at a dimensionless radial locatibr 2. For the lowest mass flux, the velocity is
the highest. This is due to the high value of vafmbume fraction. The mass flux of 400 kg/s-
m? under single-phase flow conditions yields a vejobalf that at 800 kg/s-fin the gap.
Because the jet velocity must be doubled to dotit#enass flux, the dimensionless velocity
profiles are expected to be very similar. The vieyawear the target surface accelerates and
experiences a weak recirculation zone in the uppérof the confined gap. The velocity
profiles for the lowest mass flux continue to irage in magnitude with increases in radial

location, but due to significant buoyant effecke profiles change in shape as well.

The influence of mass flux on the area-averagatitemperature is reported in Figure 6.7
for the gap height of 0.5 mm and a heat flux o¥2@n". Wall superheat decreases with
increasing mass flux. Experimental results are igien\/for the mass flux of 400 W/ém

Simulations tend to over predict wall superheat.
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Figure 6.7 Average wall superheBj;, — T,,;, as a function of mass flug

6.1.2 Influence of heat flux

Streamwise variations in dimensionless flurdperature are shown in Figure 6.8 for five
heat flux values: 5, 10, 20, 30 and 50 Wicithe jet diameter, inlet jet temperature, mass flu
entering the confined gap and gap height are fatetlmm, 90°C, 400 kg/s4rand 0.5 mm,
respectively. Fluid temperatures are shown atdpet the confined gap in Figure 6.8 (a), at
the mid-plane between the bottom and top wallsguie 6.8 (b), and at the bottom wall in

Figure 6.8 (c).

For the conditions provided in Figure 6I8;is 36.8, 73.5, 147, 221, and 367 K,
respectively, for heat flux values of 5, 10, 20,a8@ 50 W/crh In Figure 6.8 (c), significant

variations in fluid temperature near the targefasig exist, which are indicative of changes in
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heat transfer regimes, as noted in Wolf et al..[28]expected, fluid temperatures increase
with increases in radial direction. For the two énieat flux values, fluid temperatures near
the wall also increase with heat flux. For the ¢hinighest heat fluxes wall temperature is

independent of heat flux suggesting two-phase flowughout.
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Figure 6.8 Dimensionless fluid temperature distitms, T*, as
a function of dimensionless radial distance,for five
heat flux valuesq” =5, 10, 20, 30, 50 W/c?m (@zr=1
(b)z*=0.5, and (cx*~ 0

Provided in Figure 6.9 are the correspondinty egdl values of the volume fraction of
vapor,a, for the same conditions as in Figure 6.8 (c)r tleatarget wall. Given a volume
fraction of vapor equal to zero along the entirefc®d gap region, the flow remains single-
phase flow for the 5 W/chheat flux case. Near the end of the channel, salbddoiling
begins for 10 W/cf as indicated by the slight increase in vapor madraction. Subcooled
boiling appears to exist in the first half of thepgior a heat flux of 20 W/chwith saturated
boiling existing for higher heat flux, as suggedtgdhe significant increase in vapor volume

fraction throughout the entire gap and at the imipig core region.
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Figure 6.9 Volume fraction of vapat, as a function of
dimensionless radial distanac®, near z*= 0 and for five heat flux
values ”= 5, 10, 20, 30, 50 W/cih

Figure 6.8 (b) shows the mid-gap fluid temperatunes-dimensionalized, as a function of
dimensionless radial location. For the lowest twattfluxes, the fluid remains subcooled, i.e.
T* is less than 0, for all radial locations. Reciatidn appears to be responsible for
temperature fluctuations observed betweeaf 2 and 4 and between 2 and 3 for heat fluxes
of 5 W/cnf and 10WN/cn?, respectively. This is confirmed from the velooigctors provided

in Figure 6.10 (a) and Figure 6.10 (b), respecyivEhe velocity vectors in Figure 6.10 are for
the same conditions as in Figure 6.8. There araégioculation zones, a primary and
secondary zone, for the 5 W/€oase and a single recirculation zone for the 16nf/¢ase.
The lengths of these three zones are 1 r*, 0.2d*&alr*, respectively. The primary
recirculation zone length increases with heat flirereas the degree to which recirculation

zones influence fluid temperatures at the mid-pdeeeases with increasing heat flux, as
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Returning to the velocity vector field in FiguB.10 (a), it is evident that at 5 W/grthe
impinging jet behaves as expected for single-pfass. Likewise, for a subcooled jet in the
impinging region for a heat flux of 10 W/énas is shown in Figure 6.10 (b), the velocity
vectors show an expected flow field for a singlagghconfined impinging jet. However, as
the heat flux is increased to 20, 30 and 50 V§//emown in Figure 6.10 (c), (d) and (e),
respectively, phase change in the jet region regulipward buoyant vapor flow at the jet

centerline.
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Figure 6.11 Dimensionless fluid temperature pesfil*, as a function of dimensionless
distance above the target platg, for five heat flux valuesy(”= 5, 10, 20, 30, 50 W/c?r)] @)
r*=0,()* =1, (c)r* =2, (d)r* =4, and (e)* =8

Cross-stream dimensionless temperature praiepresented for each of the five heat
fluxes for 5 radial locations, also non-dimensiaread, in Figure 6.11. Figure 6.11 (a) through
(e) correspond with* values of 0, 1, 2, 4, and 8, respectively. Evidesmh Figure 6.11 (a) is
the thermal penetration into the jet, which shoersall gap depths an increase in fluid
temperature with heat flux. Evident from comparihg temperature profiles in all five figures
for 5 W/cnt is the development of the thermal boundary lagesingle-phase flow. Profiles
for heat flux values greater than or equal to 2@i/are very similar in shape, becoming
more uniform closer to the edge of the confined gaqeptions occur in Figure 6.11 (c) in
which a small recirculation zone near the impingetserface exists at equal to 2 for a heat
flux of 20 W/cnd. This recirculation zone is observed in the veloeector field in Figure
6.10 (c), which shows the jet impingement regiod amportion of the confined gap up to a
dimensionless radius of 3. The shape of the priil@ heat flux of 10 W/cfrin Figure 6.11

(e) results from vapor accumulation near the tofase at the dimensionless radial location
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equals to 8. Vapor contours at this location dmes$é¢ conditions are not shown in the present

document.
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Figure 6.12 Dimensionless radial velocity prdafjle:, as a function of dimensionless

distance above the target platg, for five heat flux valuesy(”= 5, 10, 20, 30, 50 W/c?r)] @)
r* =1land (by* =2

Non-dimensional radial velocity profiles fot ive heat fluxes are provided in Figure 6.12
at two dimensionless radial locations: ifay 1 and (b)y* =2. Near the jet edge, observed in
Figure 6.12 (a), the fluid velocities are not cdesably influenced by heat flux because
significant vapor quantities are not yet generatécd dimensionless radial distance equal to
2, small recirculation regions are observed neactnfining wall and the target surface for
the single-phase case of 5 Wfciwith an increase in heat flux to 10 W/githe top
recirculation zone increases in strength (i.e. nega&elocity) whereas the recirculation zone
near the target surface disappears. Increasingedieflux to 20 W/cryields a larger, in

terms of deptlz*, recirculation region near the confining surface.
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The influence of heat flux on average wall tengpure was previously shown in Chapter 5,
in Figure 5.3. Increases in average wall tempeeataccur with increases in heat flux. The
degree to which the increase occurs depends ormkiat transfer regime, i.e. single-phase,

subcooled boiling, or saturated flow boiling, doatis at the target surface.

6.1.3 Influence of gap height

01 ——r— T ] I
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Figure 6.13 Dimensionless fluid temperature distibns,
T*, as a function of dimensionless radial distarte,
for three gap heightZ(= 0.5, 1.0 and 1.5 mm): (a¥
~ 1, (b)z* = 0.5, and (cx*= 0.

Variations in dimensionless fluid temperatuseadunction of* are shown in Figure 6.13
for three gap heights: 0.5, 1.0 and 1.5 mm. Thesrflaz at the entrance of the confined gap
and heat flux are held constant at 400 kgfssnd 20 W/cr respectively. Fluid temperatures
are shown near the top surface of the confinedrg&mure 6.13 (a), at the mid-plane
between the bottom and top surfaces in Figure ),&and near the bottom surface of the
confined gap in Figure 6.13 (c). Although the Heat is the same for all three gap-heights,
the reference temperatures differ because of dififggs in gap height. Therefore, similar
yield different fluid temperatures. For this cabg;is 147K, 294K and 441K, respectively, for
the 0.5, 1.0 and 1.5 mm gap heights. Also changittygap height for a fixed mass flux is

the average velocity at the gap inlet, which desgesavith increasing gap height.
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Near the bottom surface, as observed in Figure (c), dimensionless fluid temperatures
for a gap height of 0.5 mm are considerably highan for the other two gap heights of 1 mm
and 1.5 mm, which are remarkably similar. Thesedlgap heights correspondH; values
of 0.125, 0.25 and 0.375, respectively. Rdd; values less than 0.25, a single-phase fluid
must accelerate between the jet exit and the dap which Chatterjee [17] found to
considerably alter the velocity profile at the edfithe jet. A comparison of jet exit velocity
profiles was planned, but a study of velocity vestdo be discussed later) and vapor volume
fraction indicated two-phase flow in the jet foetbmallest gap height and single-phase flow

in the jet for the other two gap heights.

For the present two-phase study, as observEdyime 6.13 (c), the proximity of the
confined wall may be influencing the exit profiletbe jet and, hence, the fluid temperature
distribution near the target wall. However, it isn@ likely a consequence of the vapor
fraction distribution within the jet and confinedmregion. Shown in Figure 6.14 is the
volume fraction of vapor as a function of the namehsion radius near the target surface.
The void fraction, which should be the same basedroenergy balance given that the mass
flux and heat flux are the same, is greater forstnaller gap than for the larger two gap

heights. This is likely a consequence of vapor d&iapped in the small confined space.

Returning attention to the variations in dimenkess fluid temperature with radial position,
the mid-gap temperatures are provided in Figur8 @) Dimensionless temperatures
indicate subcooled conditions for gap heights 6fahd 1.5 mm for all radial locations and
subcooled conditions for a dimensionless radiustiesn 4 for the gap height of 0.5 mm. Not
much changes in terms of temperature distributimte&/een mid-plane and near the confined

surface, the latter of which is provided in Fig6r&3 (c). The subcooled conditions at mid-
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plane and the top surface for the higher gap spaaould contribute to the lower void
fraction observed at the wall compared with thegesieed for the lowest gap height as a result

of bubble collapse.

oL

Figure 6.14 Volume fraction of vapar, as a function of
dimensionless radial distanac®, near z*= 0 and for three
gap heights4= 0.5, 1.0 and 1.5 mm).

Figure 6.15 (a) shows the dimensionless tenperarofiles at the jet centerline for all
three gap-heights. Given that all gap heights éxpee the same heat flux and mass flux, it is
not unreasonable that the thermal penetration deg@thproximately the same. For example,
the thermal penetration depth is close to 0.5 mmalldhree gap-heights. At a dimensionless
radius of 2, the fluid temperature is lower beldw mid-gap plane than it is above the mid-
gap plane for all three gap-heights, as is evittemt Figure 6.15 (b). This is likely a

consequence of the slow moving fluid above the phighe, i.e. above* =0.5, compared with
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the high shear region below the mid-plane as ismasl from Figure 6.16 which shows the

dimensionless velocity profiles gt equal to 2.
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Figure 6.15 Dimensionless fluid temperature pesfil*, as a function of dimensionless
distance above the target platg, for three gap heightZ (= 0.5, 1.0 and 1.5 mm): (&) =0
and (b)yr* =2

Figure 6.16 Dimensionless radial velocity profiles as a
function of dimensionless distance above the taplze,z*,
for three gap heightZ(= 0.5, 1.0 and 1.5 mm) &t = 2.
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The high shear layers below mid-plane in the &y@ evident in the velocity vector fields
shown for all three gap-heights in Figure 6.17, reh(@) is 0.5 mm, (b) is 1.0 mm, and (c) is
1.5 mm. Also observed in the jet region in FigurErga) is upward flow at the centerline
with maximum down flow observed near the jet ed@asen that the mass flux in the jet is
constant for all three cases, as is the applietifhea the major factor disrupting the flow
structure inside the jet is likely to be the preseaf vapor, trapped as a result of the small gap

height of 0.5 mm.

Velocity (m/s)
0.

L= 0.0057113 0. 16695 0.32820 48944 0.65068 0.81192

@)



I Velocity (m/s)
z 0.0022156 0.15289 0.30356 0.45423 0.60489 0.75556

(b)

Velocity (m/s)
z 0.00073483 0.16907 0.88740 0.50573 0.67406 0.84239

(©)

Figure 6.17Velocity vector fields for three gap heights: (& thm, (b) 1.0 mm,
and (c) 1.5 mm
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The influence of gap height on the average teatiperature is observed in Figure 6.18.
Increasing gap height is shown to reduce the aeegperature of the target wall, although
the degree of change decreases with increasingd is expected to approach that of pool
boiling. Experimental data for the smallest gamheis also provided. Simulations over-

predict the average wall temperature.

20 ! ! ! ! T I I I I

: : : : < CFD result in VOF model
18 I R T T #  Experimental data 1
16 f-----mdmmmm - B R e e e DR R —

Figure 6.18 Average wall superheBf, — T, as a
function of gap heigh®Z.

6.2 Vapor extraction

For the base case and a driving pressure eiiffet of 20 kPa across the porous confining
plate, 80% of the vapor mass generated is extrattexinear wall fluid temperatures are
provided in as a function of in Figure 6.19. The average wall temperature witnaction is
1.0 °C lower than without extraction. Experimeriievg a decrease iR, for the same

operating condition.
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Figure 6.19 Near wall fluid temperature distribas, T, as
a function of dimensionless radial distance, rf,ith and
without vapor extraction

6.3 Multiphase segregated flow results

A single case, the base case, was run withxtmaation using the multiphase segregated
flow (MSF) model for heat flux values between 0 &dwW/cnf. Recall that the base case
consists of a 0.5 mm gap height and 400 kd/saass flux, and that the jet diameter and inlet
temperature are unchanged at 4 mm and 90°C, résggcResults of the average wall
temperature are plotted in Figure 5.2 as a funaidmeat flux along with experimental data
and those predicted using the VOF model. For atheabf 20 W/cni, presented in Figure
6.20 is a comparison of the vapor volume fractionteurs and in Figure 6.21 a comparison of
the velocity vector distributions. In Figure 6.28) represents results from the VOF,
previously presented, with results from MSF respitsented in (b). The MSF flow model
tends to generate less vapor by the same radatidocthan does the VOF model. The result
is a lower average wall temperature, as observé&igure 5.2. Furthermore, the distributions

of vapor volume fraction generated using MSF appeae intuitive than those simulated
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using VOF; however, without experimental validafipust being more intuitive does not
make them more correct. In Figure 6.21, (a) isntv@ogenous flow velocity field from VOF,
(b) is the liquid velocity field from MSF and (@ the vapor phase velocity vector field from

MSF. Again, they are qualitatively different witp low near the center of the jet for VOF.

7 x Volume Fraction of Vapor
0.00000 0.088976 0.17795 0.26693 0.35591 0.44488

@)

Volume Fracftion of Vapor
+Y 282950028 0.022949 0.045898 0.068848 0.091797 0.11475 0.13770 0.160064 0.18359 020654 022949 02524

z X

(b)

Figure 6.20 Volume fraction of vapar, contours for the base case using: (a) VOF mautk| a
(b) MSF model
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Figure 6.21 Velocity vector fields for the baseeaa(a) mixture velocity using VOF model,
(b) liquid velocity using MSF model and (c) vap&lacity using MSF model
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6.4 Discussion

The ultimate goal is to simulate vapor exti@ctioOn the positive side, recall that a pressure
differential can be applied across a porous wath@&VOF model. A static contact angle,
rather a user-defined algorithm, was assignedeadp and bottom walls to prevent passage
of the liquid, also known as breakthrough, throtlghporous wall. The VOF method requires
the exit volume fraction of vapor be specifiedheatthan being extrapolated from the interior.
The value to be specified was determined usin@lbadjlenergy balance and a void fraction
(volume fraction of vapor) correlation. Simulateslume fractions near the exit could be
different enough from those specified at the exitduse unreasonable flow phenomena. The
volume fraction at the exit was then changed talaevmidway between theory and simulated
results, and the solution was then rerun and @drd&turthermore, the fraction of energy
supplied that contributed to vapor generation laglokt specified. As this fraction increases
beyond 0.1, the vapor generation approaches tleetieal values whereas the wall superheat

further exceeded experiments.

In the case of the MSF model, the vapor fracéibthe gap exit can be extrapolated rather
than imposed. Vapor generated without extractiongue MSF model is closer to
theoretical values than vapor generated using BE Model. However, because the amount
of vapor that is passed through the porous walpéified and not solved in the MSF model,

it was deemed less desirable than the VOF model.

Unfortunately, as currently programmed, neitnedel is ideally suited for the desired
purpose, which is modeling two-phase confined flmiling with vapor extraction. Ideally,
the porous wall option from the VOF model couldcbepled with the MSF model.

Furthermore, it would be desirable to perform fiagualization or at least make more



87

accurate, spatially resolved temperature distrimstialong the target plate to properly validate

the model results.
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Chapter 7 — Conclusions and Recommendations

A computational study was conducted for a @intyto-phase, axisymmetric, confined
impinging jet using the volume of fluid method (VD/Fhe exit of the jet was submerged and
water was the fluid used. Flow was laminar throughgffects of mass flux (200, 400, 800
kg/s-nf), heat flux (5, 10, 20, 30, 50 W/@mnand gap height (0.5, 1.0, 1.5 mm) were
considered for a single diameter of 4 mm and aeiimiet jet temperature of 90°C. The target
surface was an aluminum block 38 mm in diameterl&hohm thick, with heat applied to the
bottom. Flow through the entire length of the jetsvsimulated with an exit of the confined

gap set to an anticipated condition expected ireftiteplenum.

Simulation results for a base case were cordgarexperimental data. Simulations over-
predict the average temperature of the impingimfasa and under-predict vapor generation.
Matching both was not achieved; therefore, redhdise not been validated. For conditions in
which boiling occurred in the smallest gap heighd.6, corresponding to a height-to-jet
diameter ratio of 0.125, vapor flowed back into jétanlet. Although this flow phenomenon
cannot be verified using this inference, significaressure oscillations inside the jet near the
exit were observed experimentally for similar temtditions decreasing with increasing gap

height.

Recirculation zones near the gap inlet anaddisnhs to the velocity profile at the jet exit
were observed as the gap height was varied. Howeeads observed here are not consistent
with data available in the literature, as theseatations and observations are primarily

available for single-phase impinging jets.
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Preliminary attempts of vapor extraction udinmg VOF method required application of a
pressure differential across, and setting viscolsigertia resistances through, a porous
confinement surface. Better estimates of the i@si&ts are needed to better reflect

experimental results.

Finally, flow and heat transfer for the basseceonditions were simulated using a different
Eulerian multiphase flow model known as the mulipd segregated flow (MSF) model.
Results were more intuitively correct, but yieldeghingement wall temperatures and vapor
generation values slightly closer to experimergallts than those modeled using VOF.
Unfortunately, modeling of extraction using Sta@N+ version 7.04 and the MSF model

would not be based on the Darcy flow expected.
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Appendice A—Residuals for 2 models

Table A. 1 Residuals for VOF model

Parameters Residual
Continuity <0.001
X-momentum <0.001
Y-momentum <0.001
Z-momentum <0.001
Energy <0.01
Volume fraction <le-13

Table A. 2 Residuals for MSF model

Parameters Residual
Continuity <0.01
X-momentum of liquid <0.001
Y-momentum of liquid <0.001
Z-momentum of liquid <0.001
X-momentum of vapor <0.001
Y-momentum of vapor <0.001
Z-momentum of vapor <0.001
Energy of liquid <0.01
Energy of vapor <0.01
Tke of liquid <0.001
Tke of vapor <0.001
Tdr of liquid <0.001
Tdr of vapor <0.001
Volume fraction of liquid <0.001

Volume fraction of vapor

<0.001
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Appendice B—Parameters used for both multiphasesfaod

Table B.1 Parameters for VOF model

Parameter

Value

Cew

0.1

Table B.2 Parameters for MSF model

Parameters Value
Average Cavity Density 472000.07m
Wall Contact Angle 20.0 degree
Cavity Length Scale 2.5E-6 m
Maximum superheat 250K
Minimum bubble diameter 5.0E-5m
Maximum bubble diameter 5.0E-4 m
Minimum Diameter subcooling 100K
Maximum Diameter subcooling -5.0K
Turbulent Prandtl Number 0.9
Wall dryout Breakpoint 0.9
Dispersed phase Nusselt number 2.0
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