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A. INTRODUCTION

The information processing industry is one of the fastest growing, and

most dynamic industries on the scientific as well as business scene, today [l]. 

Progress in designing and applying computing systems has out raced progress 

in ,evaluating their performance. In order to circumvent this trend, there 

should be a simultaneous development of guidelines for measuring the perfor

mance of a computing system. These guidelines are called measures of 

performance. 

The two basic measures of performance are turnaronnd time (time delay), 

and throughput [1]. Turnaround time is defined as the delay between the 

presentation of input to a system and the receipt of output from it. Through

put is defined as the steady state work capacity of the system. Both through

put and turnaround time depend on internal CPU speed, and each is dependent 

on the other. It is often possible to increase throughput at the expense of 

turnaround time or to decrease turnaround time at the expense of throughput. 

From these two basic measures of performance stem another measure of perfor

mance called throughput per unit of cost. Throughput per unit of cost is 

found by dividing the throughput by the cost of the system. 

This paper chooses three types of systems and evaluates their performance 

in terms of turnaround time (time delay), throughput, and throughput per unit 

of cost. The three types of systems are single processor system (SP), multiple 

processor network system (MPN), and uniprocessor with time sharing capacity 

(UPTS). 

The significance of choosing these three systems is to study the improve

ment of time delay and throughput in a multiple processor network system and 

uniprocessor system with time sharing capacity over single processor centralized 

system. Queuing Theory techniques are used to determine time delay and through

put. 



The single processor system is modelled in terms of M/M/1 [2]. Multiple 

server network system is modelled in terms of M/M/� queuing discipline (2). 

Uniprocessor system with time sharing capacity is modelled in terms of 

Round-Robin queuing discipline. At the end a cost function equation is 

developed for each system and throughput per unit of cost is determined for 

MPN and UPTS . 

B. REPRESENTATION OF SYSTEMS

a. Single Server System:

Figure (1) represents a configuration of a single server system. The 

single server is the CPU. The arrival rate and service rate are governed by 

the exponential distribution. The exponential arrival rate (Poisson Arrival) 

mechanism is singled out for two reasons [3J: it often, but not always, 

corTesponds to actual arrival patterns. Secondly, it is one of the few for 

which some queuing models can be solved analytically. 

Users are selected for service in order of arrival, and each user is 

given service until the job is processed before the next user is accomodated. 

This type of system is represented in Queuing Theory as M/M/1 type model where 

M represents Poisson arrival rate (exponential arrival rate), M represents 

exponential service rate, and 1 represents single server (CPU). The queuing 

discipline is first in first out. 

b. Multiple Server System

Figure (2) represents a configuration of multiple servers (K servers) 

system. The system maintains a queue containing K users, each able to have 

access to one of the K servers. The capacity of each server (CPU) in this 

system is 1/Kth of the total capacity C. This type of system is represented

in Queuing Theory as M/M/K type model where M represents Poisson arrival rate 
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(exponential arrival rate), M represents exponential service rate, and K 

represents K servers (CPU). 

c. Round-Robin System 

Figure (3) represents a configuration called Round-Robin System which 

is equivalent to uniprocessor (CPU) with time sharing capacity. Users join 

a First Come First Serve queue upon entering the system. When they enter 

the CPU, each user is allowed a quantum of service and are fed back to the 

queue if they are not finished. In this way every user cycles through the 

loop (having attained a quantum of service for each cycle) until a required 

processing time is attained. Once any user has attained the required processing 

time, the system ejects out that user from the cycle. 

C. DERIVATION OF TIME DELAY FOR SP (M/M/1): 

The following are the terms needed to derive the formula for the SP 

system. 

A arrival rate of users 

1/µC service rate of users 

p traffic intensity factor which is the ratio of arrival rate 

to service rate 

T Time Delay 

L average length of queue 

The average length of the queue, the arrival rate, and the time delay 

are connected by Little's Formula [2] by the following equation 

Average length 

of queue = 

p 

1-p 

where 
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Substituting in Little's equation, we can get the value of T. 

i.e. T = L/A 

= 1/ A 
AjµC 

1-P 

= 1/µC 
1-p 

Referring to Figure (4), we see a graph that shows the relationship between 

p (traffic intensity factor) and time delay. Asp increases, one notices 

degradation of time delay (increase in T). This is so because of the fact 

that under a constant service rate, as arrival rate approaches closely toward 

the service rate (which is a constant for a particular processor), it is 

difficult to keep up with the congestion and the result is degradation of 

time delay. Another graph depicting the relationship between p and throughput 

(1/T) is shown in Figure (5). The same argument holds good for the degradation 

of throughput. 

D. DERIVATION OF TIME .DELAY FOR MPN: 

The following are the terms needed to derive the formula for the MPN 

system. 

the probability that the system is busy 
(system having K servers) 

the probability that the system is empty 
(system having K servers) 

Referring to MPN, the probabilities are expressed as [2] 

+ 
K-1 
r 

n=o 

(Kp)n 
n! 
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From these probabilities, and using Little's result as before 

T = 

= 

K 
µC 

K 
µc 

+ 

[(KP/ 
+ (1-P)K! + 

'K-1 -1 
(KP)n J (KP)K I: 
n! n=o 

K! µC . (1-P) 2 

Assuming an interconnection overhead (interprocessor communication overhead), 

the above formula for T can be written as 

KEFF K-1 -1 
KEFF 

n 
T = + + I: (KEFF.p) J GKEFF" P) K µc l- P) 0 (KEFF) n=o n! . (KEFF.p) EFF 

0 (KEFF) . µC. (1-P) 2 

where KEFF is the value of K such that the effective value of Time Delay includes 

the interconnection overhead. A Fortran Program to compute the effective value 

) · of T for different overhead percentages (from 10 percent to 50 percent in 

increments of 10 percent) is included in this paper. Figure (6) shows a graph 

which provides a reasonable justification to show that o(KEFF) is a good 

approximation. In this graph, all the cross marks (x) which correspond to the 

time delay using O(KEFF)' fall closely on the 20 percent overhead line. A 

similar result can be shown for different percentages. 

Figure (7) shows a graph which depicts the relationship between p and Time 

Delay. Again, we can use the same explanation for degradation for time delay 

as for a single server system. Figure (8) shows a graph which depicts the 

relationship between p and throughput. 

E. DERIVATION OF TIME DELAY FOR UPTS 

The following are the terms needed to derive the formula for the RR system. 
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B(x) required service time distribution 

A arrival rate 

n(x) average density of customers still in the system 

who have so far attained x sec of service. 

Wo average waiting time 

T(x) Time Delay for a user requiring x secs of processing. 

Using Little's result 

n(x) = A[l-B(x)] dT(x) 
dx 

Rate of completing service 

given an attained service 

of X secs (M(x)) = b (x) 
1- B (x) 

(2) 

The problem is to find n(x). Assume after one pass through the queue, 

jobs receive service for a quantum of service 4x. Jobs with X secs of attained 

service after one pass will have attained X+4x secs of service. 

Now n(x+4x) = n(x) [1-M(x)4x] + 0.4x 

where [1-M(x)4x] is the probability that a user requires more service time 

than x+4x. 

As 4x + o 

dn(x) 
dx = M(x)n(x) which is a first order differential 

equation. Solving this equation (using equation (2)) 

n(x) = n(o) (1-B(x)] 

Equating the above equation with equation (1) (Little's result) 

>.. (1-B (x)] 

dT(x) 
dx 

T(x) 

dT(x) 
dx = n(o) (1-B(x)] 

= 
n(o) 
"-

= n(o) . x 
-"--
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In determining n(o), Kleinrock [2] proposes the following solution. Examine the 

response time for the case of very large service times. Users who arrive at 

the system, while a user having a long test job resides in the system, are 

served to completion before the long test job departs. That is, the test job 

is assumed the lowest priority job in a preemptive Head of the Line Priority 

(HOL) system. 

Accordingly 

T(x) = x(l-p) + W 
0 

Lim 
X ➔ a 

T(x) = X 

1-p 

Using the above equation and equation (3), we finally get the time delay 

T = X 

1-p 
where xis the required processing time. 

x = n.1/µC where n is the number of cycles 

a user must pass through to complete processing. n is at most (K-1) because 

during the process, some users might be ejected out of the system after they 

attain a required service with the result that the number of cycles required 

at the maximum is K-1. (K is number of users). Thus with K users in the 

T ~ (K-1) 1/µC 
1-p 

K > 2 

Assuming a scheduling overhead, the above formula for T can be written as 

T = (KEFF - 1) 1/µC 

1 - p 

where KEFF is the value of K such -that the effective · value of Time Delay 

includes the scheduling overhead. The same relationship between p and T holds 

here, and the graphs showing the relationship between p and T looks the same 
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as that for a single processor system except they are magnified by (KEFF-1). 

F. COMPARISON OF TIME DELAY FOR SP WITH 

the time Delay for MPN and UPTS: 

Consider first the time delay for single processor (SP) and MPN system 

when used by K users. 

The significance of this equation can be explained as follows - On the left 

hand side of the equation, TMPNS expresses the time delay of the system being 

used by K users. On the right hand side of the equation, K.TSP expresses the 

fact that K users are using the single processor (by forming a queue). In 

other words after establishing identical situation in both systems, we are 

comparing: 

a = 
i.e. a is the ratio of the time delay of MPNS 

to the time delay of the SP systems used by K users. This a is a useful factor 

in evaluating the performance advantage of multiple processor network system 

(MPNS) as compared to the single processor system. 

Consider finally the time delay for SP system and UPTS when used by K 

users. 

= 

Again the significance of this equation can be explained in the same way 

as for the SP system and MPN system. 

s = 

J Figure (9) represents the table showing the value of a and S for values of K 
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ranging from 2 to 10. F:lgure (10) giv es a graph showing the relationship 

between K (number of users) and the ratios a and S. As K increases, the 

ratio a decreases. This is interpreted as follows . As the number of users 

increases, the time delay for the MPNS decreases when compared with the time 

delay for a SP system being used by K users. With regard to S, as K increases, 

the ratio S increases. This is so because when K increases, the number of 

cycles for a user to make in order to get required processing time increases, 

which is evident from the time delay expression for the UPTS. We note that 

the cut off point occurs at slightly beyond K = 2. 

G. PERFORMANCE COST EQUATION 

The following terms are defined in developing the cost equation. 

P is the processor capacity in terms of number of operations per 

second. Knight [4] indicates that p depends upon the internal 

processing speed of the computer (tc). tc once again depends 

upon the instruction mix of the user job which in turn depends 

upon the types of instructions in an instruction mix, and the 

frequency of their occurrence. 

C is communication cost 
C 

C processing cost 
p 

C m is the memory cost to support processor operation. 

a. Single Processor System: 

The cost equation is expressed as 

C = n.P. C + n.C where n is the number of individual 
p m 

single processors. 

Figure (11) gives a graph for n versus cost and it is linear (as n increases, 

the cost increases). 
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b. Multiple Processor Network Sys tem: 

The cost equation is expressed as 

C = C + n.P.C + n.C 
C p m 

where n is number of processors. 

Figure (12) gives a graph for n versus C and it is linear. 

c. Single Processor With Time Sharing Capacity: 

The cost equation is expressed as 

C = C + n.P.C + n.C where n is the number of individual 
C p m 

single processors with timesharing capacity. Figure (13) gives a graph for 

n versus C and it is linear. 

H. PERFORMANCE IN TERMS OF THROUGHPUT PER UNIT OF COST 

Having seen the general cost equation, the next item is to compute the 

throughput per unit of cost for MPNS and UPTS. 

The general equation for cost function for a MPNS is 

C = 

for the model under consideration in this paper, the power of a single 

processor (P) is distributed equally over K sites so that the power of a 

processor at each site is 1/Kth of the power of a single centralized 

processor. Hence the cost function equation is 

C = C + K.P/K. C + K.C where P/K is the power of a single 
C p m 

processor in MPNS, and K is the number of processors used by K users. The 

throughput per unit of cost is determined by (1/T)/C where Tis the time delay 

for the MPNS. A Fortran Program to compute this is included in the appendix. 

For the UPTS, the cost equation is 

C = C + P.C + C. 
C p m 

The throughput per unit of cost is deter-

mined by (1/T)/C where Tis the time delay for the UPTS used by K users. A 

Fortran Program to compute this is included in this paper. 
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Figure (14) represents a graph for KEFF versus throughput per unit of cost. 

The cut off point occurs at KEFF=. After this (for values of KEFF > 3. 4) , the 

) throughput per unit of cost for the MPNS is higher compared with throughput per 

unit of cost for the UPTS. Figures (15), and (16) represent graphs for KEFF 

versus throughput per unit of cost under different cost parameters. 

) 

Figure (17) shows a graph for overhead percentages versus the optimum 

throughput per unit of cost. As the OH percentage increases, the optimum 

throughput per unit of cost decreases. Figure (18) shows a graph for KEFF 

versus the optimum throughput per unit of cost. 

Figure (19) and (20) represent a graph for K versus the ratios of cost 

parameters (Cp/C and Cm/C) at the optimum value of K (=3.4) as seen in 
C C 

Figure (14). 

I. CONCLUSION 

Three types of queuing models have been introduced to represent three 

types of systems: M/M/1 model for SP System, M/M/K model for MPNS, and 

Round-Robin System for UPTS. From these models, the performance in terms of 

time delay (turn around time) and hence throughput for a MPNS is better than 

for a UPTS or a SP system. The main concept that is derived out of this 

paper is that it is advantageous performance wise to distribute the computing 

power rather than having a centralized computing power. 
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