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# SOME RESULTS IN SINGLE-SCATTERING TOMOGRAPHY 

## 1 INTRODUCTION

### 1.1 Single-scattering tomography and the Broken Ray transform

In single-scattering tomography, we describe photon transfer through a object with a model in which photons are assumed to scatter at most once. Given an open set $U \subseteq \mathbb{R}^{n}$, we consider emitting a ballistic ray of photons with initial intensity $I_{0}$ into $U$ at some point $s_{0} \in \partial U$, in a direction $\overrightarrow{\mathbf{v}}_{0} \in \mathcal{S}^{n-1}$ (so that $s_{0}+t \overrightarrow{\mathbf{v}}_{0} \in U$ for sufficiently small $t>0$ ). Photons originating from this ballistic ray are then scattered inside $U$ and exit along a terminal ray. We then measure the light intensity on $\partial U$. Moreover, we assume that we can selectively measure the intensity


FIGURE 1.1: $\mathcal{B} \mu_{\mathrm{t}}\left(x ; \overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}\right)$ is the line integral of $\mu_{\mathrm{t}}$ over the solid blue line. of photons exiting $U$ in a single direction.

The Broken Ray transform was first investigated by Lucia Florescu, Vadim A. Markel, and John C. Schotland, [2], in 2009. In the setting of $U=(0, L) \times \mathbb{R} \subseteq \mathbb{R}^{2}$, if $\mu_{\mathrm{a}}$ and $\mu_{\mathrm{s}}$ are absorption and scattering coefficients, respectively, and $\mu_{\mathrm{t}}$ is the sum of these two, then the measured intensity of photons leaving $U$ at a point $s \in \partial U$ in the direction $\overrightarrow{\mathbf{v}}$ is given by

$$
\begin{equation*}
I(s, \overrightarrow{\mathbf{v}})=I_{0} C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s, \overrightarrow{\mathbf{v}}\right) \mu_{\mathrm{s}}(x) A\left(\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}\right) \exp \left(-\mathcal{B} \mu_{\mathrm{t}}\left(x ; \overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}\right)\right), \tag{1.1.1}
\end{equation*}
$$

where $x \in U$ is the location of scattering, and hence is the intersection of the ballistic and terminal rays, $A$ is the phase function used in the Radiative Transport Equation, $C$ is a function depending only on the choice of ballistic and terminal rays, and

$$
\begin{align*}
\mathcal{B} \mu_{\mathrm{t}}\left(x ; \overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}\right) & =\int_{0}^{t_{1}} \mu_{\mathrm{t}}\left(s_{1}+t \overrightarrow{\mathbf{v}}_{1}\right) d t+\int_{0}^{t_{2}} \mu_{\mathrm{t}}\left(s_{2}-t \overrightarrow{\mathbf{v}}_{2}\right) d t  \tag{1.1.2}\\
& =\int_{0}^{t_{1}} \mu_{\mathrm{t}}\left(x-t \overrightarrow{\mathbf{v}}_{1}\right) d t+\int_{0}^{t_{2}} \mu_{\mathrm{t}}\left(x+t \overrightarrow{\mathbf{v}}_{2}\right) d t
\end{align*}
$$

is the Broken Ray transform of $\mu_{\mathrm{t}}$, where $x=s_{1}+t_{1} \overrightarrow{\mathbf{v}}_{1}=s_{2}-t_{2} \overrightarrow{\mathbf{v}}_{2} \in G, s_{1}, s_{2} \in \partial G$, and the line segments $\ell_{1}=\left\{s_{1}+t \overrightarrow{\mathbf{v}}_{1} \mid 0<t \leq t_{1}\right\}$ and $\ell_{2}=\left\{s_{2}-t \overrightarrow{\mathbf{v}}_{1} \mid 0<t \leq t_{2}\right\}$ are both contained in $G$. As presented above, $\mathcal{B} \mu_{\mathrm{t}}$ is defined on a manifold of dimension $3 n-2$. We will focus on restrictions of $\mathcal{B} \mu_{\mathrm{t}}$ to submanifolds of dimension $n$.

In 2010, Florescu, Markel, and Schotland, [1], further investigated the Broken Ray transform, holding as constants $\overrightarrow{\mathbf{v}}_{1}=(1,0)$ and $\overrightarrow{\mathbf{v}}_{2}=(\cos \theta, \sin \theta)$ for some fixed angle $\theta \in\left(0, \frac{\pi}{2}\right)$, using the locations of ballistic and terminal rays as independent variables. In this setting, $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} \mu_{\mathrm{t}} \stackrel{\text { def }}{=} \mathcal{B} \mu_{\mathrm{t}}\left(\cdot ; \overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}\right)$ is found to be invertible. If $\mu_{\mathrm{s}}$ is known, then recovery of $\mu_{\mathrm{t}}$ is possible from one set of data. On the other hand, if $\mu_{\mathrm{s}}$ is not known, recovery of $\mu_{\mathrm{t}}$ and $\mu_{\mathrm{s}}$ is possible from two sets of data, both with fixed initial and terminal directions.

In 2013, Rim Gouia-Zarrad and Gaik Ambartsoumian, [3], revisit the Broken Ray transform, though referred to as the V-line transform, in which they parametrize with $\overrightarrow{\mathbf{v}}_{1}=$ $(\cos \beta,-\sin \beta)$ and $\overrightarrow{\mathbf{v}}_{2}=(\cos \beta, \sin \beta)$. In addition, Gouia-Zarrad and Ambartsoumian introduce a 3D Conical Radon transform in which the total attenuation coefficient, $f$, is integrated over cones with a fixed opening angle, defining

$$
g\left(x_{\mathrm{v}}, y_{\mathrm{v}}, z_{\mathrm{v}}\right)=\int_{C\left(x_{\mathrm{v}}, y_{\mathrm{v}}, z_{\mathrm{v}}\right)} f(x, y, z) d s
$$

where

$$
C\left(x_{\mathrm{v}}, y_{\mathrm{v}}, z_{\mathrm{v}}\right)=\left\{\left(x_{\mathrm{v}}+x, y_{\mathrm{v}}+y, z_{\mathrm{v}}+\sqrt{x^{2}+y^{2}} \tan \beta\right) \mid x, y \in \mathbb{R}\right\} .
$$

The paper by Katsevich and Krylov, [6], goes beyond the case of fixed initial and terminal directions, and includes settings which employ convex and concave detectors, in the shape of circular arcs, in addition to flat detectors. With concave detectors, only terminal rays in a direction away from a focal point are measured, whereas convex detectors detect terminal rays in a direction towards a focal point. Furthermore, instead of reconstructing from one set of data, Katsevich and Krylov provides reconstructions from two-detector and threedetector settings in terms of differences between measurements, in effect, cancelling out integration over the ballistic rays.

Hence, Katesvich and Krylov define

$$
\begin{equation*}
g_{i j}(x)=\int_{0}^{\infty} f\left(x+t \vec{\beta}_{i}(x)\right) d t-\int_{0}^{\infty} f\left(x+t \vec{\beta}_{j}(x)\right) d t, i \neq j, \tag{1.1.3}
\end{equation*}
$$

for $f \in \mathcal{C}_{0}^{\infty}(U)$ for some open set $U \subseteq \mathbb{R}^{2}, i, j=1,2$ or 1,2 , 3 , where each of the $\vec{\beta}_{i} \in \mathcal{C}^{1}\left(U ; \mathcal{S}^{1}\right)$ is one of the following:

$$
\vec{\beta}_{i}(x)= \begin{cases}\overrightarrow{\mathbf{v}}_{i}, & \text { if detector } i \text { is flat, detecting rays in direction } \overrightarrow{\mathbf{v}}_{i} \\ \frac{x-x_{i}}{\left\|x-x_{i}\right\|}, & \text { if detector } i \text { is concave, with focal point at } x_{i} \\ -\frac{x-x_{i}}{\left\|x-x_{i}\right\|}, & \text { if detector } i \text { is convex, with focal point at } x_{i}\end{cases}
$$

In the convex case, we must consider a focus $x_{i}$ placed outside the convex hull of $U$, unless we replace the upper limit on the corresponding integral with $\left\|x-x_{i}\right\|$. Katsevich and Krylov go on to characterize a solution to (1.1.3) in terms of a first-order differential equation.

We can observe that (1.1.1) also allows us to derive $g_{i j}$ directly from the measured data. Taking multiple measurements simultaneously, we have

$$
I_{j}\left(s_{j}, \vec{\beta}_{j}\right)=C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s_{j}, \vec{\beta}_{j}\right) I_{0} \mu_{\mathrm{s}}(x) A\left(\overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{j}\right) \exp \left(-\mathcal{B} \mu_{\mathrm{t}}\left(x ; \overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{j}\right)\right)
$$

for $j=1,2,3$, where $s_{j}=x+t_{j} \vec{\beta}_{j}$ for some $t_{j} \geq 0$, and the dependence of $\vec{\beta}_{j}$ on $x$ is implied, but omitted from notation. Division of $I_{i}$ by $I_{j}$ for $i \neq j$ yields

$$
\begin{aligned}
\frac{I_{j}\left(s_{j}, \vec{\beta}_{j}\right)}{I_{i}\left(s_{i}, \vec{\beta}_{i}\right)}= & \frac{C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s_{j}, \vec{\beta}_{j}\right) A\left(\overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{j}\right)}{C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s_{i}, \vec{\beta}_{i}\right) A\left(\overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{i}\right)} \\
& \cdot \exp \left(-\mathcal{B} \mu_{\mathrm{t}}\left(x ; \overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{j}\right)+\mathcal{B} \mu_{\mathrm{t}}\left(x ; \overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{i}\right)\right) \\
= & \frac{C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s_{j}, \vec{\beta}_{j}\right) A\left(\overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{j}\right)}{C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s_{i}, \vec{\beta}_{i}\right) A\left(\overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{i}\right)} \exp \left(g_{i j}(x)\right),
\end{aligned}
$$

and so

$$
g_{i j}(x)=\ln \frac{I_{j}\left(s_{j}, \vec{\beta}_{j}\right)}{I_{i}\left(s_{i}, \vec{\beta}_{i}\right)}-\ln \frac{C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s_{j}, \vec{\beta}_{j}\right) A\left(\overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{j}\right)}{C\left(s_{0}, \overrightarrow{\mathbf{v}}_{0}, s_{i}, \vec{\beta}_{i}\right) A\left(\overrightarrow{\mathbf{v}}_{0}, \vec{\beta}_{i}\right)} .
$$

In the three-detector case, Katesvich and Krylov also find an inversion given by a local operator, and characterize the range.

### 1.2 The Polar Broken Ray transform

Another problem of interest comes from allowing the initial direction of a light beam to vary instead of the initial position, while keeping the initial position fixed. This problem is modelled by what we will call the Polar Broken Ray transform, and places the emitter at the origin in $\mathbb{R}^{2}$. We parametrize a ray with $s \vec{\sigma}$ being the location of the single scattering event, where $\vec{\sigma} \in \mathcal{S}^{1}$ is the initial direction of the beam, and $s>0$ the distance a beam travels before a scattering event. We thus introduce the


FIGURE 1.2: $\mathcal{Q} f(s \vec{\sigma})$ is the line integral over the solid blue line. Polar Broken Ray transform as follows:

Definition 1.2.1 (Polar Broken Ray transform). Let

$$
\begin{gathered}
\Omega=\left\{r \vec{\theta} \mid r_{\min } \leq r \leq r_{\max }, \vec{\theta} \in \mathcal{S}^{1}\right\}, \\
\hat{\Omega}=\left\{s \vec{\sigma} \mid 0<s \leq r_{\max }, \vec{\sigma} \in \mathcal{S}^{1}\right\},
\end{gathered}
$$

for some fixed $r_{\max }>r_{\min } \geq 0$. Furthermore, let $A$ be the following rotation matrix:

$$
A=\left[\begin{array}{cc}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{array}\right]
$$

for some fixed parameter $\phi \in\left(0, \frac{\pi}{2}\right)$. We then define the Polar Broken Ray transform in terms of polar arguments as follows:

$$
\mathcal{Q} f(s \vec{\sigma})=\int_{0}^{s} f(t \vec{\sigma}) d t+\int_{0}^{\sqrt{r_{\max }^{2}-s^{2} \sin ^{2} \phi-s \cos \phi}} f(s \vec{\sigma}+t A \vec{\sigma}) d t, \quad s \vec{\sigma} \in \hat{\Omega}
$$

for functions $f$ supported $\Omega$. For convenience, if we define $f$ to be zero outside $\Omega$, then we can express this transform as

$$
\begin{equation*}
\mathcal{Q} f(s \vec{\sigma})=\int_{0}^{s} f(t \vec{\sigma}) d t+\int_{0}^{\infty} f(s \vec{\sigma}+t A \vec{\sigma}) d t \tag{1.2.1}
\end{equation*}
$$

A quick observation is that $\mathcal{Q}$ commutes with rotations about the origin.

### 1.3 Propagation of singularities

The theory of wavefront sets is due to Lars Hörmander, [5], and extends the notion of singular support of a distribution - points at which a distribution is not given by a $\mathcal{C}^{\infty}$ function in any open neighborhood. The wavefront set of a distribution $u$ is denoted by $W F(u)$, and describes not only the locations of singularities of $u$, but also the directions of those singularities. For instance, if $u$ is given by a piecewise- $\mathcal{C}^{\infty}$ function, then $W F(u)$
will contain a pair $(x, \vec{\xi})$ if, at a point $x, \vec{\xi}$ is a normal vector to a surface across which $u$ (or one of its derivatives) is discontinuous.

It is through the use of wavefront sets that we describe propagation of singularities results for an operator on a space of distributions. Moreover, propagation of singularities results can account for some of the artifacts seen in reconstructed images.

### 1.4 Summary of results

We will define the Broken Ray transform and its variations in a distributional sense. The motivation for doing so is due the inversion formulas requiring some order of differentiability of the function we wish to recover in order to be valid in a classical sense. However, in practice, we may wish to recover a function that is not continuous. Describing these transforms and their inversion formulas in a distributional sense would overcome this technical deficit.

We will then develop propagation of singularities results for each of these variations of the Broken Ray transform. This follows Hörmander's lead of developing the theory of wavefront sets in the context of distributions.

In Chapter 3, we will give a distributional meaning to the directional antiderivative operator

$$
\begin{equation*}
\mathcal{J}_{\vec{v}} u(x)=\int_{0}^{\infty} u(x-t \overrightarrow{\mathbf{v}}), \quad u \in \mathcal{C}_{0}^{0}\left(\mathbb{R}^{n}\right), x \in \mathbb{R}^{n} \tag{1.4.1}
\end{equation*}
$$

where $\overrightarrow{\mathbf{v}} \neq 0$ is a fixed parameter. This requires that we introduce the distribution

$$
\begin{equation*}
J_{\overrightarrow{\mathbf{v}}}(\phi)=\int_{0}^{\infty} \phi(t \overrightarrow{\mathbf{v}}) d t, \quad \phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right) \tag{1.4.2}
\end{equation*}
$$

which is a fundamental solution to the distributional derivative operator $\mathcal{D}_{\overrightarrow{\mathbf{v}}}$. We then define $\mathcal{J}_{\overrightarrow{\mathrm{v}}} u=J_{\overrightarrow{\mathrm{v}}} \star u$, for $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ with appropriate assumptions on the support of $u$, to be determined later, that allows for the convolution to be defined.

Our primary goal is to establish that for distributions $u$ for which $\mathcal{J}_{\overrightarrow{\mathbf{v}}} u$ is defined,

$$
\begin{equation*}
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \subseteq W F(u) \cup\left\{(x+t \overrightarrow{\mathbf{v}}, \vec{\eta}) \mid(x, \vec{\eta}) \in W F(u), \vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}, t \geq 0\right\} \tag{1.4.3}
\end{equation*}
$$

We will then generalize this result to an operator $\mathcal{J}_{\gamma, v}$ defined by

$$
\mathcal{J}_{\gamma, v} u(x)=\int_{0}^{\infty} u(x-\gamma(t)) v(t) d t,
$$

for some $\gamma \in \mathcal{C}^{\infty}\left([0, \infty) ; \mathbb{R}^{n}\right)$ and $v \in \mathcal{C}^{\infty}\left([0, \infty) ; \mathbb{R}^{+}\right)$so that $\|\gamma(t)\| \rightarrow \infty$ as $t \rightarrow \infty$. We extend $\mathcal{J}_{\gamma, v}$ in a distributional sense by defining it as convolution with

$$
\begin{equation*}
J_{\gamma, v}(\phi)=\int_{0}^{\infty} \phi(\gamma(t)) v(t) d t, \quad \phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right) \tag{1.4.4}
\end{equation*}
$$

when such a convolution is possible, and then show that

$$
W F\left(\mathcal{J}_{\gamma, v} u\right) \subseteq W F(u) \cup\left\{(x, \vec{\xi}) \mid \exists t \geq 0:(x-\gamma(t), \vec{\xi}) \in W F(u), \vec{\xi} \in \gamma^{\prime}(t)^{\perp}\right\}
$$

In Chapter 4, we will verify an inversion formula for the Broken Ray transform with fixed initial and terminal directions. We then provide two alternate inversion formulas, one of which is symmetric in nature, and is used as a basis for a numerical inversion.

We also investigate the various cases of Katsevich and Krylov's two-detector setting, discovering that if the detectors either both convex or both concave, then the mapping $f \mapsto g_{i j}$ is not injective, and hence, recovery of $f$ is not possible in the absence of an a priori support restriction or known boundary data.

We also give a distributional meaning to $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}}$ and $g_{i j}$, as well as use results from Chapter 3 to establish the relationships between distributions and their Broken Ray transforms.

Furthermore, we discover support conditions necessary to give distributional meaning to the inversion formulas in Katsevich and Krylov's setting.

In Chapter 5, we will find the Polar Broken Ray transform to be injective for continuous functions with compact support in $\mathbb{R}^{2} \backslash 0$, with an inversion given as an infinite series. We will also define the transform in a distributional sense and derive a relationship between the wavefront set of a distribution and that of its Polar Broken Ray transform. However, our wavefront set result will be one-sided, since the solution is given as an infinite series.

### 1.5 Summary of notations

We will make use of the idea of the vector difference of two sets, analogous to the vector sum of sets. As such, we will adopt the notation

$$
S-T=\{u-v \mid u \in S, v \in T\}, \quad S, T \subseteq \mathbb{R}^{n}
$$

and use the notation $S \backslash T$ to refer to the usual notion of set difference. Furthermore, Cartesian products will take precedence over set difference, unions, and intersections.

We also use the notation for lines, rays, and line segments and in $\mathbb{R}^{n}$ :

$$
x+I \overrightarrow{\mathbf{v}}=\{x+t \overrightarrow{\mathbf{v}} \mid t \in I\}
$$

for $x \in \mathbb{R}^{n}, \overrightarrow{\mathbf{v}} \in \mathcal{S}^{n-1}$, and $I \subseteq \mathbb{R}$, where $I$ is an interval, whether open, closed, or halfopen. We may also take $I$ to be half-bounded to denote a ray, or all of $\mathbb{R}$ for an entire line.

In a similar manner, we may refer to translates of subsets $U \subseteq \mathbb{R}^{n}$ by a vector $\overrightarrow{\mathbf{v}}$ as follows:

$$
U+\overrightarrow{\mathbf{v}}=\{x+\overrightarrow{\mathbf{v}} \mid x \in U\}
$$

We denote $\mathcal{C}^{0}(X ; Y)$ as the set of continuous functions defined on some open subset $X$ of a Banach space with values in $Y$.

In addition to the usual Leibniz notation for derivatives, we will make other use of derivative notations. Given Banach spaces $V$ and $W$, an open subset $X \subseteq V, \phi: V \rightarrow W$, and $x \in X$, we take $\mathcal{D} \phi(x)$ as the Fréchet derivative of $\phi$ at $x$, and is defined as the continuous linear operator from $V$ to $W$ satisfying

$$
\lim _{\overrightarrow{\mathbf{v}} \rightarrow \overrightarrow{\mathbf{0}}} \frac{\|\phi(x+\overrightarrow{\mathbf{v}})-\phi(x)-\mathcal{D} \phi(x) \overrightarrow{\mathbf{v}}\|}{\|\overrightarrow{\mathbf{v}}\|}=0
$$

provided the limit exists, in which case we say $\phi$ is differentiable at $x$. We define $\mathcal{C}^{1}(X ; Y)$ as the set of functions $\phi$ that are differentiable everywhere, with values in $Y \subseteq W$, and moreover, $\mathcal{D} \phi \in \mathcal{C}^{0}(X ; \mathcal{L}(V, W))$. We denote the higher order Fréchet derivatives as $\mathcal{D}^{k} \phi(x)$, and are $k$-linear operators. Via recursion, we denote $\mathcal{C}^{k}(X ; Y)$ to be the set of those $\phi \in \mathcal{C}^{k-1}(X ; Y)$ for which $\mathcal{D}^{k-1} \phi$ is itself $\mathcal{C}^{1}$.

If $D \subseteq \mathbb{R}^{n}$ is closed, then $\mathcal{C}^{k}(D ; Y)$ is the set of those functions defined on $D$ that can be extended to a function in $\mathcal{C}^{k}(X ; Y)$ for some open neighborhood $X$ of $D$.

We then denote the set of smooth functions with

$$
\mathcal{C}^{\infty}(X ; Y)=\bigcap_{k=0}^{\infty} \mathcal{C}^{k}(X ; Y)
$$

We then denote $\mathcal{C}_{0}^{k}(X ; Y)$ as the subset of $\mathcal{C}^{k}(X ; Y)$ of functions with compact support, for $0 \leq k \leq \infty$. When $Y$ is omitted from the notation, it shall be understood that $Y=\mathbb{C}$. In contrast to $\mathcal{C}^{k}(D ; Y)$, however, $\mathcal{C}_{0}^{k}(D ; Y)$ shall denote those functions in $\mathcal{C}^{k}(D ; Y)$ whose support is compact and bounded away from $\partial D$.

We will consider multiple notions of differentiation in a direction $\overrightarrow{\mathbf{0}} \neq \overrightarrow{\mathbf{v}} \in V$. For $\phi \in \mathcal{C}^{1}(X ; Y)$, we will define $\mathcal{D}_{\overrightarrow{\mathbf{v}}} \phi(x)=\mathcal{D} \phi(x) \overrightarrow{\mathbf{v}}$, which defines $\mathcal{D}_{\overrightarrow{\mathbf{v}}}$ as an operator from $\mathcal{C}^{1}(X ; Y)$ to $\mathcal{C}^{0}(X ; Y)$. In the setting that $V$ is a subspace of $\mathbb{R}^{n}$, we will also speak
weak derivatives, in which we say $\mathcal{D}_{\overrightarrow{\mathbf{v}}} f \in \mathcal{L}_{\text {loc }}^{1}(X)$ is a weak derivative of $f \in \mathcal{L}_{\text {loc }}^{1}(X)$ whenever

$$
\int_{X} \mathcal{D}_{\overrightarrow{\mathrm{v}}} f(x) \phi(x) d x=-\int_{X} f(x) \mathcal{D}_{\overrightarrow{\mathrm{v}}} \phi(x) d x, \quad \phi \in \mathcal{C}_{0}^{\infty}(X)
$$

Here, integration is done with respect to surface measure if $V$ is a proper subspace.

We denote $\mathscr{D}^{\prime}(X)$ as the space of distributions on $X$. When $u \in \mathscr{D}^{\prime}(X), \mathcal{D}_{\overrightarrow{\mathrm{v}}} u$ is the distributional derivative of $u$ in the direction $\overrightarrow{\mathbf{v}}$, and is defined by $\mathcal{D}_{\overrightarrow{\mathbf{v}}} u(\phi)=-u\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}} \phi\right)$, for $\phi \in \mathcal{C}_{0}^{\infty}$.

With functions defined on or taking values in product spaces (or perhaps both), we will generalize the notion of a Jacobian matrix by writing

$$
\mathcal{D} \phi=\left[\begin{array}{cccc}
\partial_{V_{1}} \phi_{1} & \partial_{V_{2}} \phi_{1} & \ldots & \partial_{V_{M}} \phi_{1} \\
\partial_{V_{1}} \phi_{2} & \partial_{V_{2}} \phi_{2} & \ldots & \partial_{V_{M}} \phi_{2} \\
\vdots & \vdots & \ddots & \vdots \\
\partial_{V_{1}} \phi_{N} & \partial_{V_{2}} \phi_{N} & \ldots & \partial_{V_{M}} \phi_{N}
\end{array}\right]
$$

to denote the derivative of a function $\phi=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right) \in \mathcal{C}^{1}(U ; W)$ for $U$ an open subset of $V=V_{1} \times V_{2} \times \cdots \times V_{M}$, and $W=W_{1} \times W_{2} \times \cdots \times W_{N}$. The entries, $\partial_{V_{j}} \phi_{k}$, denote partial Fréchet derivatives, and at each point, are continuous linear operators from $V_{j}$ to $W_{k}$ satisfying

$$
\lim _{V_{j} \ni \overrightarrow{\mathbf{v}} \rightarrow \overrightarrow{\mathbf{0}}} \frac{\left\|\phi_{k}(x+\overrightarrow{\mathbf{v}})-\phi_{k}(x)-\partial_{V_{j}} \phi_{k}(x) \overrightarrow{\mathbf{v}}\right\|}{\|\overrightarrow{\mathbf{v}}\|}=0 .
$$

We will also use multiindex notation that is used by Hörmander, [5]. A multiindex $\alpha=$ $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is an $n$-tuple of nonnegative integers, used in two settings. For $x=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, we define $x^{\alpha}$ by

$$
x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}} .
$$

Given the standard ordered basis $\left\{\overrightarrow{\mathbf{e}}_{1}, \overrightarrow{\mathbf{e}}_{2}, \ldots, \overrightarrow{\mathbf{e}}_{n}\right\}$ for $\mathbb{R}^{n}$, we define

$$
\partial^{\alpha} f=\left(\mathcal{D}_{\overrightarrow{\mathbf{e}}_{1}}\right)^{\alpha_{1}}\left(\mathcal{D}_{\overrightarrow{\mathbf{e}}_{2}}\right)^{\alpha_{2}} \cdots\left(\mathcal{D}_{\overrightarrow{\mathbf{e}}_{n}}\right)^{\alpha_{n}} f, \quad|\alpha|=\sum_{k=1}^{n} \alpha_{k}
$$

when such derivatives exist. This notation may also be used in the context of weak derivatives of functions $f$ defined on an open subset of $\mathbb{R}^{n}$, or in a distributional sense. Unless context requires otherwise, $\partial^{\alpha} f$ will be assumed to be a strong derivative.

While distributions are formally functions of test functions, we will make use of both notations $u(\phi)$ and $u(\Phi(x))$, relying on context to differentiate between meanings. For $u \in \mathscr{D}^{\prime}(X)$ and $\phi \in \mathcal{C}_{0}^{\infty}(X), u(\phi)$ will refer to evaluation of $u$ at the test function $\phi$, whereas if $u \in \mathscr{D}^{\prime}(Y)$, for some open $Y \subseteq \mathbb{R}^{m}$ and $\Phi \in \mathcal{C}^{\infty}(X ; Y)$, then $u(\Phi(x))$ will refer to the pullback $\Phi^{\star} u \in \mathscr{D}^{\prime}(X)$ (given by the composition $u \circ \Phi$, if $u \in \mathcal{C}^{\infty}(Y)$ ), whenever such a pullback is possible. If $\Phi$ is a surjective local diffeomorphism, we may use $\Phi^{-\star} w$ to refer to a distribution $u$ for which $w=\Phi^{\star} u$, if such a distribution exists.

If $u \in \mathscr{D}^{\prime}(X)$ and $\phi$ is a function defined on a product space $X \times Y$ such that $\phi(\cdot, y)$ is a test function for each $y \in Y$, then $u_{x}(\phi(x, y))$ is interpreted as $u$ acting on a test function $\phi(\cdot, y)$, where $y$ is held as a fixed parameter, and hence, $u_{x}(\phi(x, y))$ itself is a function of $y$.

Much as we may use the notation $u(\Phi(x))$ to denote the pullback of a distribution $u$ by a smooth function $\Phi$, we will also use the more familiar notations

$$
\int_{0}^{\infty} u(x-t \overrightarrow{\mathbf{v}}) d t, \quad \int_{0}^{\infty} u(x-\gamma(t)) v(t) d t
$$

to refer convolution of $u$ with distributions $J_{\overrightarrow{\mathbf{v}}},(1.4 .2)$, and $J_{\gamma, v},(1.4 .4)$, respectively.

## 2 PRELIMINARIES

### 2.1 Volterra integral equation of the second kind

We begin with the treatment of the Volterra Integral Equation as given in Tricomi, [8], and derive some variations. Given $h>0, U=\{(x, y) \mid 0 \leq y \leq x \leq h\}, K \in \mathcal{L}^{2}(U), \lambda \neq 0$, and $f \in \mathcal{L}^{2}([0, h])$, the problem of the Volterra integral equation of the second kind is to find $\phi \in \mathcal{L}^{2}([0, h])$ such that

$$
\begin{equation*}
\phi(x)-\lambda \int_{0}^{x} K(x, y) \phi(y) d y=f(x), \quad 0 \leq x \leq h . \tag{2.1.1}
\end{equation*}
$$

Indeed, a solution exists, and is given by

$$
\phi(x)=f(x)-\lambda \int_{0}^{x} H(x, y ; \lambda) f(y) d y
$$

where $H(x, y ; \lambda)$ is called the resolvant kernel, and is given by

$$
-H(x, y ; \lambda)=\sum_{\nu=0}^{\infty} \lambda^{\nu} K_{\nu+1}(x, y)
$$

where $K_{\nu}$ is defined recursively by $K_{1}=K$, and

$$
K_{\nu+1}(x, y)=\int_{y}^{x} K_{\nu}(x, u) K(u, y) d u
$$

If we multiply by an arbitrary nonzero constant $c$ and make the substitutions $x=h-s$, $y=h-t,(2.1 .1)$ becomes

$$
c \cdot \phi(h-s)-\lambda c \cdot \int_{s}^{h} K(h-s, h-t) \phi(y-t) d t=c \cdot f(h-s), \quad 0 \leq s \leq h,
$$

and if we let $\psi(s)=\phi(x), M_{\nu}(s, t)=c^{\nu} K_{\nu}(x, y), G(s, t)=H(x, y)$, and $g(s)=c \cdot f(x)$, then we obtain a variation on the Volterra integral equation:

$$
\begin{equation*}
c \cdot \psi(s)-\lambda \int_{s}^{h} M(s, t) \psi(t) d t=g(s), \quad 0 \leq s \leq h \tag{2.1.2}
\end{equation*}
$$

and the solution $\psi$ is given by

$$
\begin{align*}
\psi(s) & =\phi(h-s) \\
& =f(h-s)-\lambda \int_{0}^{h-s} H(h-s, y ; \lambda) f(y) d y \\
& =f(h-s)-\lambda \int_{s}^{h} H(h-s, h-t ; \lambda) f(h-t) d t \\
& =\frac{1}{c} g(s)-\frac{\lambda}{c} \int_{s}^{h} G(s, t ; \lambda) g(t) d t, \quad 0 \leq s \leq h, \tag{2.1.3}
\end{align*}
$$

with

$$
\begin{aligned}
-G(s, t ; \lambda) & =\sum_{\nu=0}^{\infty} \lambda^{\nu} K_{\nu+1}(h-s, h-t) \\
& =\sum_{\nu=0}^{\infty} \frac{\lambda^{\nu}}{c^{\nu+1}} M_{\nu+1}(s, t) .
\end{aligned}
$$

Furthermore, observe that

$$
\begin{aligned}
M_{\nu+1}(s, t) & =c^{\nu+1} K_{\nu+1}(h-s, h-t) \\
& =c^{\nu+1} \int_{h-t}^{h-s} K_{\nu}(h-s, u) K(u, h-t) d u \\
& =c^{\nu} c \int_{s}^{t} K_{\nu}(h-s, h-v) K(h-v, h-t) d v \\
& =\int_{s}^{t} M_{\nu}(s, v) M(v, t) d v .
\end{aligned}
$$

This leads to the following result:
Proposition 2.1.1. If $g \in \mathcal{L}^{2}\left(\mathbb{R}^{+}\right)$is supported in $[0, h], M \in \mathcal{L}^{2}\left(\mathbb{R}^{+}\right)$is supported in $[0,1]$, and $c$ and $\lambda$ are nonzero constants, then there is a solution $\psi \in \mathcal{L}_{\text {loc }}^{2}\left(\mathbb{R}^{+}\right)$, also supported in $[0, h]$, to the equation

$$
\begin{equation*}
c \cdot \psi-\lambda \cdot M \star \psi=g, \tag{2.1.4}
\end{equation*}
$$

which is given by

$$
\begin{equation*}
\psi=\frac{1}{c}\left(g+\sum_{\nu=1}^{\infty}\left(\frac{\lambda}{c}\right)^{\nu} M^{\star \nu} \star g\right), \tag{2.1.5}
\end{equation*}
$$

where $M \star \psi$ here is understood as the convolution with respect to dilation, i.e.,

$$
M \star \psi(s)=\int_{0}^{\infty} M\left(\frac{s}{t}\right) \psi(t) \frac{d t}{t}
$$

and $M^{\star \nu}$ denotes iterated convolution.

Proof. Let $h>0$. Since $M$ is supported in $[0,1]$, we can consider the following Volterra Equation:

$$
\begin{equation*}
c \cdot \psi(s)-\lambda \int_{s}^{h} M\left(\frac{s}{t}\right) \psi(t) \frac{d t}{t}=g(s), \quad 0 \leq s \leq h \tag{2.1.6}
\end{equation*}
$$

which we know will have a solution provided that

$$
\int_{0}^{\infty} \int_{0}^{\infty}\left|\frac{1}{t} M\left(\frac{s}{t}\right)\right|^{2} d s d t<\infty
$$

Indeed:

$$
\begin{aligned}
\int_{0}^{h} \int_{0}^{h}\left|\frac{1}{t} M\left(\frac{s}{t}\right)\right|^{2} d s d t & =\int_{0}^{h} \int_{0}^{t}\left|\frac{1}{t} M\left(\frac{s}{t}\right)\right|^{2} d s d t \\
& =\int_{0}^{h} \int_{0}^{1}|M(\sigma)|^{2} d \sigma d t \\
& =h\|M\|_{\mathcal{L}^{2}\left(\mathbb{R}^{+}\right)}^{2}
\end{aligned}
$$

Thus, a solution is given by

$$
\psi(s)=\frac{1}{c} g(s)-\frac{\lambda}{c} \int_{s}^{h} G(s, t ; \lambda) g(t) d t, \quad 0 \leq s \leq h
$$

where

$$
-G(s, t ; \lambda)=\sum_{\nu=0}^{\infty} \frac{\lambda^{\nu}}{c^{\nu+1}} M_{\nu+1}(s, t)
$$

and $M_{\nu}$ is defined recursively by

$$
M_{1}(s, t)=\frac{1}{t} M\left(\frac{s}{t}\right), \quad M_{\nu+1}(s, t)=\int_{s}^{t} M_{\nu}(s, v) \cdot \frac{1}{t} M\left(\frac{v}{t}\right) d v
$$

Defining $\psi(s)=0$ for $s>h$, and recalling that $M$ is supported in $[0,1],(2.1 .6)$ is in fact the same equation as (2.1.4). Furthermore,

$$
M_{\nu}(s, t)=\frac{1}{t} M^{\star \nu}\left(\frac{s}{t}\right) .
$$

Hence,

$$
\begin{aligned}
\psi(s) & =\frac{1}{c} g(s)+\frac{\lambda}{c} \int_{s}^{h} \sum_{\nu=0}^{\infty} \frac{\lambda^{\nu}}{c^{\nu+1}} \cdot \frac{1}{t} M^{\star(\nu+1)}\left(\frac{s}{t}\right) g(t) d t \\
& =\frac{1}{c} g(s)+\frac{\lambda}{c} \sum_{\nu=0}^{\infty} \frac{\lambda^{\nu}}{c^{\nu+1}} \cdot M^{\star(\nu+1)} \star g(s) \\
& =\frac{1}{c}\left(g(s)+\sum_{\nu=1}^{\infty}\left(\frac{\lambda}{c}\right)^{\nu} \cdot M^{\star \nu} \star g(s)\right), \quad 0 \leq s \leq h .
\end{aligned}
$$

Another consideration we may wish to look at is the possibility that $M$ itself might not be in $\mathcal{L}^{2}(U)$, but perhaps its restriction to

$$
U_{\varepsilon}=\{(s, t) \mid \varepsilon \leq s \leq t \leq h\}
$$

is in $\mathcal{L}^{2}\left(U_{\varepsilon}\right)$ for every $\varepsilon \in(0, h)$. Then we can view (2.1.2) as being equivalent to solving

$$
\begin{equation*}
c \cdot \psi(s)-\lambda \int_{s}^{h} M(s, t) \psi(t) d t=g(s), \quad \varepsilon \leq s \leq h \tag{2.1.7}
\end{equation*}
$$

which, by translation, is equivalent to solving

$$
\begin{equation*}
c \cdot \psi(s+\varepsilon)-\lambda \int_{s}^{h-\varepsilon} M(s+\varepsilon, t+\varepsilon) \psi(t+\varepsilon) d t=g(s+\varepsilon), \quad 0 \leq s \leq h-\varepsilon, \tag{2.1.8}
\end{equation*}
$$

for $\psi(s+\varepsilon)$, for every $\varepsilon>0$.

### 2.2 Distributions

In this section, we shall take $X \subseteq \mathbb{R}^{n}$ and $Y \subseteq \mathbb{R}^{m}$, both open.

The theory of distributions is due to Laurent Schwartz [7]. The presentation we give here follows that of Lars Hörmander [5]. The idea of distributions is to generalize the notion of functions to permit analysis that is not possible in the classical setting. For instance, differential operators are not defined on $\mathcal{L}^{p}(X)$, yet $\mathcal{C}^{\infty}(X)$, the space of functions for
which differential operators may be applied arbitrarily many times, is too small of a class of functions. Even smaller is $\mathcal{C}_{0}^{\infty}(X)$, the space of functions in $\mathcal{C}^{\infty}(X)$ with compact support, and yet, $\mathcal{C}_{0}^{\infty}(X)$ offers enough flexibility to be used as a space of test functions in that given any $f \in \mathcal{L}_{\text {loc }}^{1}(X)$, then $\mathcal{T}_{f}$, defined by

$$
\begin{equation*}
\mathcal{T}_{f}(\phi)=\int_{X} f(x) \phi(x) d x, \quad \phi \in \mathcal{C}_{0}^{\infty}(X), \tag{2.2.1}
\end{equation*}
$$

defines a linear form on $\mathcal{C}_{0}^{\infty}(X)$. Furthermore, the mapping $f \mapsto \mathcal{T}_{f}$ is one-to-one, modulo functions that differ on a set of measure zero. Therefore, the algebraic dual $\mathcal{C}_{0}^{\infty}(X)^{\star}$ contains an embedding of $\mathcal{L}_{\text {loc }}^{1}(X)$, and therefore also contains an embedding of $\mathcal{L}^{p}(X)$, for $1 \leq p \leq \infty$. Furthermore, if $f$ is itself differentiable in at least the weak sense, then integration by parts tells us that

$$
\mathcal{T}_{\mathcal{D}_{\overrightarrow{\mathbf{v}}} f}(\phi)=-\mathcal{T}_{f}\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}} \phi\right),
$$

which inspires defining $\mathcal{D}_{\overrightarrow{\mathrm{v}}}$ as an operator on $\mathcal{C}_{0}^{\infty}(X)^{\star}$ by

$$
\begin{equation*}
\mathcal{D}_{\overrightarrow{\mathbf{v}}} u(\phi)=-u\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}} \phi\right), \quad u \in \mathcal{C}_{0}^{\infty}(X)^{\star}, \phi \in \mathcal{C}_{0}^{\infty}(X) . \tag{2.2.2}
\end{equation*}
$$

Unfortunately, $\mathcal{C}_{0}^{\infty}(X)^{\star}$ offers no topology, and in fact, is too large for analysis. We will want to restrict to a subspace of $\mathcal{C}_{0}^{\infty}(X)^{\star}$ that has a topology in which $\mathcal{C}_{0}^{\infty}(X)$ is embedded, and is dense, yet is not too small. Such a topology would not come from a norm. Hörmander proposes the following:

Definition 2.2.1 (Hörmander 2.1.1). A distribution $u$ in $X$ is a linear form on $\mathcal{C}_{0}^{\infty}(X)$ such that for every compact set $K \subseteq X$, there exist constants $C$ and $k$ such that

$$
\begin{equation*}
|u(\phi)| \leq C \sum_{|\alpha| \leq k} \sup _{x \in K}\left|\partial^{\alpha} \phi(x)\right|, \quad \phi \in \mathcal{C}_{0}^{\infty}(K) . \tag{2.2.3}
\end{equation*}
$$

The set of all distributions in $X$ is denoted by $\mathscr{D}^{\prime}(X)$. If the same integer $k$ can be used in (2.2.3) for every $K$, we say that $u$ is of order $\leq k$, and denote the set of such distributions by $\mathscr{D}^{\prime k}(X)$. Their union $\mathscr{D}_{F}^{\prime}(X)=\bigcup_{k=0}^{\infty} \mathscr{D}^{\prime k}(X)$ is the space of distributions of finite order.

For $1 \leq p \leq \infty$ and $k \geq 0$, we define the Sobolev space $\mathcal{W}^{k, p}(X)$ to be the space of functions $f \in \mathcal{L}^{p}(X)$ possessing all $k$-th order weak derivatives in $\mathcal{L}^{p}$. In particular, for each mutliindex $\alpha$ with $|\alpha| \leq k$, there is a function $\partial^{\alpha} f \in \mathcal{L}^{p}(X)$ for which

$$
\int_{X} f(x) \partial^{\alpha} \phi(x) d x=(-1)^{|\alpha|} \int_{X} \partial^{\alpha} f(x) \phi(x) d x, \quad \phi \in \mathcal{C}_{0}^{\infty}(X) .
$$

One choice of norm on $\mathcal{W}^{k, p}(X)$ is then given by

$$
\|f\|_{\mathcal{W}^{k, p}}=\sum_{|\alpha| \leq k}\left\|\partial^{\alpha} f\right\|_{\mathcal{L}^{p}}
$$

and with this norm, $\mathcal{W}^{k, p}(X)$ is a Banach space that is continuously embedded in $\mathcal{L}^{p}(X)$.

In particular, $u \in \mathcal{C}_{0}^{\infty}(X)^{\star}$ is a distribution if for every compact subset $K$ of $X,\left.u\right|_{\mathcal{C}_{0}^{\infty}(K)}$ is a continuous linear form on $\mathcal{C}_{0}^{\infty}(K)$ under some $\mathcal{W}^{k, \infty}$ norm.

We use the weak-* topology on $\mathscr{D}^{\prime}(X)$. That is, we say $u_{k} \rightarrow u$ in $\mathscr{D}^{\prime}(X)$ if $u_{k}(\phi) \rightarrow u(\phi)$ for all $\phi \in \mathcal{C}_{0}^{\infty}(X)$.

If $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ additionally satisfies the estimate

$$
\begin{equation*}
|u(\phi)| \leq C_{\beta} \sum_{|\alpha| \leq k} \sup _{x \in \mathbb{R}^{n}}\left|x^{\beta} \partial^{\alpha} \phi(x)\right|, \quad \phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right), \tag{2.2.4}
\end{equation*}
$$

for all multi-indices $\beta$, then $u$ extends continuously to $\mathscr{S}\left(\mathbb{R}^{n}\right)$, the space of Schwartz functions, defined as

$$
\mathscr{S}\left(\mathbb{R}^{n}\right)=\left\{\phi \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)\left|\sup _{x \in \mathbb{R}^{n}}\right| x^{\beta} \partial^{\alpha} \phi(x) \mid<\infty, \forall \alpha, \beta\right\}
$$

Continuous linear functionals on $\mathscr{S}\left(\mathbb{R}^{n}\right)$ are called tempered distributions, and we denote the space of such linear functionals as $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$.

The utility of estimate (2.2.3) becomes clear in the proof of the following theorem from Hörmander:

Theorem 2.2.2 (Hörmander 2.1.3). If $\phi \in \mathcal{C}^{\infty}(X \times Y)$, where $Y$ is an open set in $\mathbb{R}^{m}$, and if there is a compact set $K \subseteq X$ such that $\phi(x, y)=0$ when $x \notin K$, then

$$
y \mapsto u(\phi(x, y))
$$

is a $\mathcal{C}^{\infty}$ function of $y$ if $u \in \mathscr{D}^{\prime}(X)$ and

$$
\partial_{y}^{\alpha} u(\phi(x, y))=u\left(\partial_{y}^{\alpha} \phi(x, y)\right) .
$$

The proof of this result can be seen by treating $\phi$ as smooth function of $y$, taking values in $\mathcal{C}_{0}^{\infty}(X)$. More specifically, if we let $k$ be the order of $u$ on $K$, we can identify $\phi$ with an infinitely differentiable map, in the Fréchet sense, from $Y$ into $\mathcal{W}^{k, \infty}(X)$, an argument which requires verifying that for each $y_{0} \in Y, \partial^{\alpha} \phi(x, y) \rightarrow \partial^{\alpha} \phi\left(x, y_{0}\right)$ uniformly in $x$ as $y \rightarrow y_{0}$ for each multiindex $\alpha$. The result then follows via chain rule, using the continuity requirement of $u$.

The notation used in the above theorem is due to Hörmander, however, we will hereafter use the notation $u_{x}(\phi(x, y))$ in place of $y \mapsto u(\phi(x, y))$ to denote that $u$ is acting on $\phi$ as a function of $x$ only, holding $y$ as a parameter. Do notice that can slightly weaken the support requirement on $\phi$ specified in Theorem 2.2.2 by only requiring that each $y_{0} \in Y$ has an open neighborhood to which the restriction of $\phi$ still satisfies the above support requirement.

The usefulness of this result then becomes clear when we see that if $\phi$ is itself in $\mathcal{C}_{0}^{\infty}(X \times Y)$, then $u_{x}(\phi(x, y)) \in \mathcal{C}_{0}^{\infty}(Y)$. This gives meaning to the formula $w_{y}\left(u_{x}(x, y)\right)$ when $w \in \mathscr{D}^{\prime}(Y)$. In fact, in view of Theorem 5.1.1 of Hörmander, this very formula defines a distribution on $X \times Y$, which we call the tensor product of $u$ and $w$, denoted by $u \otimes w$; it is furthermore equal to $u_{x}\left(w_{y}(\phi(x, y))\right)$. The equality of these two formulas is easily seen as an application of Fubini-Tonelli when both $u$ and $w$ are identified with $\mathcal{L}_{\text {loc }}^{1}$ functions.

As it turns out, beyond the linear structure, we can carry over some ideas from classical analysis over to the theory of distributions.

### 2.2.1 Support of a distribution

Motivated by the fact that $\int_{X} f(x) \phi(x) d x=0$ for every $\phi \in \mathcal{C}_{0}^{\infty}(X \backslash \operatorname{supp}(f))$, and $\operatorname{supp}(f)$ is the smallest closed set satisfying such property, we can easily extend the definition of support to distributions. Hörmander first defines the restriction of a distribution $u$ to an open set $Y \subseteq X$ as being the restriction (in the usual sense) to $\mathcal{C}_{0}^{\infty}(Y)$, before the definition of support as follows:

Definition 2.2.3 (Hörmander 2.2.2). If $u \in \mathscr{D}^{\prime}(X)$, then the support of $u$, denoted $\operatorname{supp}(u)$, is the set of points in $X$ having no open neighborhood to which the restriction of $u$ is 0 .

In other words, the complement of $\operatorname{supp}(u)$ is the largest open subset $U \subseteq X$ for which $u(\phi)=0$ for all $\phi \in \mathcal{C}_{0}^{\infty}(U)$. We define $\mathscr{E}^{\prime}(X)$ as being the set of compactly-supported distributions on $X$. This notation is due to Schwartz defining $\mathscr{E}(X)$ as the space of $\mathcal{C}^{\infty}$ functions with the topology defined by the family of seminorms

$$
\phi \mapsto \sum_{|\alpha| \leq k} \sup _{x \in K}\left|\partial^{\alpha} \phi(x)\right|, \quad k \geq 0, K \subset \subset X .
$$

Theorem 2.3.1 from Hörmander then states that the space of compactly-supported distributions is identical to the dual space of $\mathscr{E}(X)$. While in general, $\mathscr{D}^{\prime}(X)$ cannot be embedded in $\mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$, we can embed $\mathscr{E}^{\prime}(X)$ inside $\mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ in a natural way, and as such, any operators on $\mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ can act via this embedding on $\mathscr{E}^{\prime}(X)$.

The singular support of $u$, denoted as $\operatorname{sing} \operatorname{supp}(u)$, is defined as the smallest closed set $D$ for which $u$ is given by a $\mathcal{C}^{\infty}$ function on $X \backslash D$. That is, there exists $f \in \mathcal{C}^{\infty}(X \backslash D)$ such
that

$$
u(\phi)=\int_{X \backslash D} f(x) \phi(x) d x, \quad \phi \in \mathcal{C}_{0}^{\infty}(X \backslash D) .
$$

While distributions are defined as linear forms on $\mathcal{C}_{0}^{\infty}$, distributions with support restrictions offer flexibility to be defined as a linear form on a larger space than $\mathcal{C}_{0}^{\infty}$. For instance, in the case that a distribution $u$ is compactly-supported, it is nearly trivial to show that $u(\phi)$ can be defined for any $\phi \in \mathcal{C}^{\infty}(X)$, by taking $u(\phi)=u(\psi \phi)$ for some $\psi \in \mathcal{C}_{0}^{\infty}(X)$ that is equal to 1 on an open neighborhood of $\operatorname{supp}(u)$. Such an extension will be unique, as an alternate choice for $\psi$ can be shown to yield the same extension.

Even if $u$ is not compactly supported, it will be similarly possible to define $u(\phi)$ from only the condition that $\operatorname{supp}(\phi) \cap \operatorname{supp}(u)$ is compact by defining $u(\phi)$ as above, but instead taking $\psi$ equal to 1 on an open neighborhood of $\operatorname{supp}(\phi) \cap \operatorname{supp}(u)$. Consequently, this allows us to give meaning to $w_{y}\left(u_{x}(\phi(x, y))\right)$ for $\phi \in \mathcal{C}^{\infty}(X \times Y)$, when $\operatorname{supp}_{y}\left(u_{x}(\phi(x, y))\right) \cap \operatorname{supp}(w)$ is compact, as is $\operatorname{supp}_{x}(\phi(x, y)) \cap \operatorname{supp}(u)$ for all $y \in Y$.

### 2.2.2 Multiplication

From formula (3.1.2) of Hörmander, one can multiply a distribution $u \in \mathscr{D}^{\prime}(X)$ by a smooth function $\psi \in \mathcal{C}^{\infty}(X)$ by defining $(\psi u)(\phi)=u(\psi \phi)$. It is easy to extend to the case that $\psi$ is only $\mathcal{C}^{\infty}$ on an open neighborhood of supp $u$ by replacing $\psi$ with a function in $\mathcal{C}^{\infty}(X)$ that is equal to $\psi$ on $\operatorname{supp}(u)$, which then allows us to define the quotient $\frac{u}{\psi}$ when $\psi \in \mathcal{C}^{\infty}(X)$ is nonzero on $\operatorname{supp}(u)$.

In general, multiplication of two distributions is not defined. However, two distrubtions may have a well-defined product under some conditions. For instance, if two distributions have disjoint singular supports, then their product can be defined. Later, wavefront set analysis will help us establish a weaker condition when the product of two distributions
can indeed be defined, thereby extending multiplication of distributions past the case of disjoint singular supports.

### 2.2.3 Composition with smooth functions

If $\Phi$ is a diffeomorphism from $X$ to $Y$, then for $f \in \mathcal{L}_{\text {loc }}^{1}(Y)$, one has

$$
\int_{X} f(\Phi(x)) \phi(x) d x=\int_{Y} f(y) \phi\left(\Phi^{-1}(y)\right)\left|\operatorname{det} \mathcal{D} \Phi^{-1}(y)\right| d y, \quad \phi \in \mathcal{C}_{0}^{\infty}(X)
$$

and so for $u \in \mathscr{D}^{\prime}(Y)$, we define $\Phi^{\star} u \in \mathscr{D}^{\prime}(X)$ by

$$
\Phi^{\star} u(\phi)=u\left(\left|\operatorname{det} \mathcal{D} \Phi^{-1}\right| \cdot \Phi^{-\star} \phi\right), \quad \phi \in \mathcal{C}_{0}^{\infty}(X)
$$

If we only require $\Phi$ be a local diffeomorphism, then we can similarly define $\Phi^{\star} u$ with localization methods. Additionally, if $\Phi$ is a surjection onto $Y$, then $\Phi^{\star}$ is a one-to-one map from $\mathscr{D}^{\prime}(Y)$ into $\mathscr{D}^{\prime}(X)$. Thus, even if $\Phi$ is not globally invertible, we may define $\Phi^{-\star} w$ for $w \in \mathscr{D}^{\prime}(Y)$ as being the distribution $u \in \mathscr{D}^{\prime}(X)$ satisfying $w=\Phi^{\star} u$, if such a distribution exists. If a distribution $w$ is in the range of $\Phi^{\star}$, then one can verify that for any pair of open sets $U$ and $V$ of $X$ for which the restrictions $\left.\Phi\right|_{U}$ and $\left.\Phi\right|_{V}$ are injective, and $\Phi(U)=\Phi(V)$, we have

$$
w(\phi)=w\left(\left|\operatorname{det} \mathcal{D} \Psi^{-1}\right| \cdot \Psi^{-\star} \phi\right), \quad \phi \in \mathcal{C}_{0}^{\infty}(U)
$$

where $\Psi=\left.\left.\Phi\right|_{V} ^{-1} \circ \Phi\right|_{U}: U \rightarrow V$ is the induced transition map. As it turns out, this condition is also sufficient for $w$ to be in the range of $\Phi^{\star}$, and $\Phi^{-\star} w$ can also be constructed using localization methods.

The usefulness of reversing a pullback comes when working in an alternate coordinate system. For example, if a distribution $w \in \mathscr{D}^{\prime}(X)$, where

$$
X=\{(r, \theta) \mid r>0, \theta \in \mathbb{R}\}
$$

is $2 \pi$ periodic in $\theta$ - that is, $w_{(r, \theta)}(\psi(r, \theta+2 \pi))=w(\psi)$ for $\psi \in \mathcal{C}_{0}^{\infty}(X)$, then $w$ can be seen as a distribution in polar coordinates, and be pushed back to a distribution $u=$ $\Phi^{-\star} w \in \mathscr{D}^{\prime}\left(\mathbb{R}^{2} \backslash 0\right)$ in Cartesian coordinates, where $\Phi(r, \theta)=(r \cos \theta, r \sin \theta)$.

Hörmander takes composition further with Theorem 6.1 .2 by defining $\Phi^{\star} u$ when $\mathcal{D} \Phi(x)$ is merely surjective for every $x \in X$. This, of course, requires $n \geq m$. Such a construction requires we find a smooth function $\Psi: X \rightarrow \mathbb{R}^{n-m}$ so that $\Phi \oplus \Psi$ is a local diffeomorphism, and then we define

$$
\Phi^{\star} u=(\Phi \otimes \Psi)^{\star}(u \otimes 1),
$$

where 1 is identified as the constant map defined on $\mathbb{R}^{n-m}$.

In the case that $m>n, \Phi^{\star} u$ may be defined in some cases, but requires analysis of wavefront sets.

### 2.2.4 Convolution

When $f \in \mathcal{L}_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ and $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, the convolution $f \star \phi$ is defined by

$$
f \star \phi(x)=\int_{\mathbb{R}^{n}} f(y) \phi(x-y) d y
$$

and so in keeping with this formula, Hörmander defines the convolution $u \star \phi$ between $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ in section 4.1 with

$$
u \star \phi(x)=u_{y}(\phi(x-y)) .
$$

Theorem 4.1.1 from Hörmander establishes that this function is $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$, with $\mathcal{D}_{\overrightarrow{\mathbf{v}}}(u \star \phi)=$ $\mathcal{D}_{\overrightarrow{\mathbf{v}}} u \star \phi=u \star \mathcal{D}_{\overrightarrow{\mathrm{v}}} \phi$, which follows immediately from Theorem 2.2.2. Furthermore, we also have $\operatorname{supp}(u \star \phi) \subseteq \operatorname{supp}(u)+\operatorname{supp}(\phi)$. Theorem 4.1.2 also establishes that convolution with a smooth function also satisfies an associative property, in the sense that if we also have $\psi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, then $(u \star \phi) \star \psi=u \star(\phi \star \psi)$.

In Theorem 4.2.1, Hörmander then establishes that for $v, w \in \mathscr{E}^{\prime}\left(\mathbb{R}^{n}\right)$, if either $v$ or $w$ has compact support, a unique distribution $u$ exists satisfying

$$
\begin{equation*}
u \star \phi=v \star(w \star \phi), \quad \phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right) \tag{2.2.5}
\end{equation*}
$$

which is then defined as the convolution of $v$ and $w$, denoted by $u=v \star w$. In particular, by resolving $u \star\{\phi(-x)\}$, we recover an explicit formula for the convolution of two distributions:

$$
\begin{equation*}
u(\phi)=v_{x}\left(w_{y}(\phi(x+y))\right) . \tag{2.2.6}
\end{equation*}
$$

This formula is found in Chapter 5 of Schwartz. Theorem 4.1.5 of Hörmander then establishes by construction through convolutions that $\mathcal{C}_{0}^{\infty}(X)$ is dense in $\mathscr{D}^{\prime}(X)$ with the weak-* topology.

The Dirac distribution, $\delta$, is defined by $\delta(\phi)=\phi(0)$. It is a quick computation to verify that $\delta \star w=w \star \delta=w$ for all $w \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$.

While Hörmander requires either $v$ or $w$ to be compactly-supported to define $v \star w$, Schwartz weakens the support restriction in Chapter 6, Section 5, to only require that $(K-\operatorname{supp}(w)) \cap \operatorname{supp}(v)$ be compact for every compact set $K$. This weaker support condition ensures that for any $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\operatorname{supp}_{x}\left(w_{y}(\phi(x+y))\right) \subseteq \operatorname{supp}(\phi)-\operatorname{supp}(w),
$$

has a compact intersection with $\operatorname{supp}(v)$.

It should be observed that it is not enough for $\left(\left\{x_{0}\right\}-\operatorname{supp}(v)\right) \cap \operatorname{supp}(w)$ to be compact for every $x_{0} \in \mathbb{R}^{n}$, as the following example illustrates:

Example 2.2.4. Consider the distribution $w$ on $\mathbb{R}^{2}$, defined by

$$
w(\phi)=\int_{\mathbb{R}} \phi\left(x, e^{x}\right) d x, \quad \phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{2}\right) .
$$

If we were to convolve $w$ with $J_{\overrightarrow{\mathbf{e}}_{1}}$, where $\overrightarrow{\mathbf{e}}_{1}=(1,0)$ in the $x y$ plane, we would consider that the support of $\left(\left\{x_{0}\right\}-\operatorname{supp}(w)\right) \cap \operatorname{supp}\left(J_{\overrightarrow{\mathbf{e}}_{1}}\right)$ is at most a single point, but $(K-\operatorname{supp}(w)) \cap \operatorname{supp}\left(J_{\overrightarrow{\mathbf{e}}_{1}}\right)$ fails to be compact if $K$ contains some open set intersecting the $x$-axis. The convolution, according to (2.2.6), would then be

$$
\begin{aligned}
w \star J_{\overrightarrow{\mathbf{e}}_{1}}(\phi) & =w_{(x, y)}\left(\int_{0}^{\infty} \phi(x+t, y) d t\right) \\
& =\int_{\mathbb{R}} \int_{0}^{\infty} \phi\left(x+t, e^{x}\right) d t d x \\
& =\int_{\mathbb{R}} \int_{x}^{\infty} \phi\left(t, e^{x}\right) d t d x \\
& =\int_{0}^{\infty} \int_{\ln y}^{\infty} \frac{1}{y} \cdot \phi(x, y) d x d y
\end{aligned}
$$

which fails to converge if $\phi$ does not identically vanish on the $x$-axis.

In view of composing a distribution with smooth functions, if we composed $w$ with a translation, e.g., $\Phi^{\star} w=w\left(x-x_{0}\right)$, it is easy to verify that

$$
\Phi^{\star}(v \star w)=\Phi^{\star} v \star w=v \star \Phi^{\star} w .
$$

### 2.2.5 The Fourier transform

The Fourier transform of a compactly-supported distribution $u$ is defined as

$$
\begin{equation*}
\hat{u}(\vec{\xi})=u_{x}\left(e^{-i x \cdot \vec{\xi}}\right) \tag{2.2.7}
\end{equation*}
$$

The right-hand side in fact is defined as an entire function of $\vec{\xi} \in \mathbb{C}^{n}$, and is known as the Fourier-Laplace transform of $u$ (Hörmander Theorem 7.1.14). If $u$ is compactly-supported with order $k$, then

$$
\begin{align*}
|\hat{u}(\vec{\xi})| & \leq C_{1}\left\|e^{i x \cdot \vec{\xi}}\right\|_{\mathcal{W}^{k, \infty}\left(\mathbb{R}^{n}\right)} \\
& \leq C_{2}(1+\|\vec{\xi}\|)^{k} \tag{2.2.8}
\end{align*}
$$

for some constants $C_{1}$ and $C_{2}$. This is quite a weakening of the Riemann-Lebesgue lemma regarding the decay of Fourier transforms of $\mathcal{L}^{1}$ functions at infinity. As can be expected, the Fourier transform of compactly-supported distributions satisfies many of the properties of the Fourier transform operator on $\mathcal{L}^{2}\left(\mathbb{R}^{n}\right)$, including the convolution theorem, as seen by

$$
\begin{aligned}
\widehat{u \star w}(\vec{\xi}) & =(u \star w)_{x}\left(e^{-i x \cdot \vec{\xi}}\right) \\
& =u_{x}\left(w_{y}\left(e^{-i(x+y) \cdot \vec{\xi}}\right)\right) \\
& =u_{x}\left(e^{-i x \cdot \vec{\xi}} w_{y}\left(e^{-i y \cdot \vec{\xi}}\right)\right) \\
& =u_{x}\left(e^{-i x \cdot \vec{\xi}}\right) w_{y}\left(e^{-i y \cdot \vec{\xi}}\right) \\
& =\hat{u}(\vec{\xi}) \hat{w}(\vec{\xi})
\end{aligned}
$$

for $u, w \in \mathscr{E}^{\prime \prime}\left(\mathbb{R}^{n}\right)$.

Inversion must be done in a distributional sense, however. Since the Fourier transform maps $\mathscr{S}\left(\mathbb{R}^{n}\right)$ to itself, we can define the Fourier transform on tempered distributions in a distributional sense by

$$
\hat{u}(\phi)=u(\hat{\phi}), \quad u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right), \phi \in \mathscr{S}\left(\mathbb{R}^{n}\right),
$$

which is compatible with $(2.2 .7)$ when $u \in \mathscr{E}^{\prime}\left(\mathbb{R}^{n}\right)$. The inverse Fourier transform is thusly defined in a similar manner, and can be applied to $\hat{u}$.

A feature of the Fourier transform which will prove useful later is the following symmetry result:

Theorem 2.2.5. If $w \in \mathscr{E}^{\prime}\left(\mathbb{R}^{n}\right)$ has odd symmetry across a hyperplane $\left\{x \cdot \overrightarrow{\mathbf{v}}=t_{0}\right\}$ for some fixed $\overrightarrow{\mathbf{v}} \in \mathcal{S}^{n-1}$ and $t_{0} \in \mathbb{R}^{n}$, i.e.,

$$
w_{x}\left(\phi\left(\bar{x}+\left(2 t_{0}-t\right) \overrightarrow{\mathbf{v}}\right)\right)=-w(\phi), \quad \phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right),
$$

where we write $x=\bar{x}+t \overrightarrow{\mathbf{v}}$ for $\bar{x} \in \overrightarrow{\mathbf{v}}^{\perp}$ and $t \in \mathbb{R}$, then $\hat{w}$ vanishes on $\overrightarrow{\mathbf{v}}^{\perp}$.

We will omit the proof of this result.

### 2.3 Wavefront Sets

The idea of the wavefront set is to not only describe the locations of singularities of $u \in \mathscr{D}^{\prime}(X)$, but also the directions of these singularities. If $x_{0} \notin \operatorname{sing} \operatorname{supp}(u)$, then one can choose an open neighborhood $U$ of $x_{0}$ for which $u$ is $\mathcal{C}^{\infty}$ on $U$, and then choose $\phi \in \mathcal{C}_{0}^{\infty}(U)$ with $\phi\left(x_{0}\right) \neq 0$. It would then follow that $\phi u \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, and as such, $\widehat{\phi u}$ rapidly decays on $\mathbb{R}^{n}$ - for each $N \geq 0$, there is a $C_{N} \geq 0$ such that:

$$
\begin{equation*}
|\widehat{\phi u}(\vec{\xi})| \leq C_{N}\left(1+\|\vec{\xi}\|^{2}\right)^{-N / 2}, \quad \vec{\xi} \in \mathbb{R}^{n} \tag{2.3.1}
\end{equation*}
$$

If $x \in \operatorname{sing} \operatorname{supp}(u)$, then the above estimate fails for all choices of $\phi \in \mathcal{C}_{0}^{\infty}(X)$ where $\phi\left(x_{0}\right) \neq 0$. The wavefront set describes on which conic subset the estimate fails for at least one value of $N$.

Definition 2.3.1 (Wavefront set). Let $u \in \mathscr{D}^{\prime}(X)$. For $x_{0} \in X$ and nonzero $\vec{\xi}_{0} \in \mathbb{R}^{n}$, we say $\left(x_{0}, \vec{\xi}_{0}\right) \notin W F(u)$ if there exists a $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with $\phi\left(x_{0}\right) \neq 0$ and open conic (closed under positive scaling) neighborhood $\Gamma$ of $\vec{\xi}_{0}$ such that the estimate (2.3.1) is valid for $\vec{\xi} \in \Gamma$, for all $N$.

This defines $W F(u)$ as a subset of $X \times \mathbb{R}^{n} \backslash 0$. Alternately, $\left(x_{0}, \vec{\xi}_{0}\right) \in W F(u)$ if for every $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with $\phi\left(x_{0}\right) \neq 0$ and open conic neighborhood $\Gamma$ of $\overrightarrow{\xi_{0}}$, the estimate (2.3.1) fails on $\Gamma$ for some $N$.

An alternate characterization of the wavefront set is that $\left(x_{0}, \overrightarrow{\xi_{0}}\right) \in W F(u)$ if and only if for every open neighborhood $U$ of $x_{0}$ and open conic neighborhood $\Gamma$ of $\vec{\xi}_{0}$, there exists $\phi \in \mathcal{C}_{0}^{\infty}(U)$ such that (2.3.1) fails on $\Gamma$ for some $N$.

Some initial results following from this definition are that

$$
\begin{gathered}
W F(\psi u) \subseteq \operatorname{supp} \psi \times \mathbb{R}^{n} \cap W F(u), \\
W F(u \pm w) \subseteq W F(u) \cup W F(w),
\end{gathered}
$$

whenever $\psi \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right), u, w \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$. The estimate (2.2.8) is essential in proving the latter of these two results.

Since the definition of conic is closure with respect to positive scaling, it follows from this definition that wavefront set of a distribution is invariant under positive scaling of the second component. However, if a distribution is real (in the sense of mapping real-valued test functions into $\mathbb{R}$ ), then we have invariance with respect to negative scaling as well.

Of greater interest is how partial differential operators and their inverses (when they exist) alter wavefront sets. Indeed, when $P$ is a linear partial differential operator with coefficients in $\mathcal{C}^{\infty}$, then $W F(P u) \subseteq W F(u)$, Hörmander formula (8.1.11), a corollary from the following result:

Theorem 2.3.2. For $u \in \mathscr{D}^{\prime}(X), W F\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}} u\right) \subseteq W F(u)$.

Proof. Suppose $\left(x_{0}, \vec{\xi}_{0}\right) \notin W F(u)$. Then there is an open neighborhood $U$ of $x_{0}$ such that $\widehat{\psi u}$ is rapidly decaying in some open conic neighborhood of $\vec{\xi}_{0}$ for all $\psi \in \mathcal{C}_{0}^{\infty}(U)$, In particular, choose $\psi$ to be equal to one on some smaller open neighborhood $V$ of $x_{0}$. Now choose $\phi \in \mathcal{C}_{0}^{\infty}(V)$ with $\phi\left(x_{0}\right) \neq 0$. Then

$$
\phi \mathcal{D}_{\overrightarrow{\mathbf{v}}}(\psi u)=\phi \psi \mathcal{D}_{\overrightarrow{\mathbf{v}}} u,
$$

and so we then have

$$
\mathcal{F}\left(\phi \psi \mathcal{D}_{\overrightarrow{\mathbf{v}}} u\right)=\hat{\phi} \star\{i \overrightarrow{\mathbf{v}} \cdot \vec{\xi} \widehat{\psi u}\} .
$$

Since $\widehat{\psi u}$ rapidly decays on open conic neighborhood of $\vec{\xi}_{0}$, so must $i \overrightarrow{\mathbf{v}} \cdot \vec{\xi} \widehat{\psi u}$, and likewise, so must the convolution $\hat{\phi} \star\{i \overrightarrow{\mathbf{v}} \cdot \vec{\xi} \widehat{\psi u}\}$.

While the above result indicates that linear partial differential operators do not add singularities, the following result describes their capacity to remove them:

Theorem 2.3.3 (Microlocal property [5]). If $P$ is a differential operator of order $m$ with $\mathcal{C}^{\infty}$ coefficients on a manifold $X$, then

$$
W F(u) \subseteq \operatorname{Char} P \cup W F(P u), \quad u \in \mathscr{D}^{\prime}(X),
$$

where the characteristic set Char $P$ is defined by

$$
\text { Char } P=\left\{(x, \vec{\xi}) \in T^{\star}(X) \mid P_{m}(x, \vec{\xi})=0\right\}
$$

and $P_{m}$ is the principal symbol of $P$.

If $P$ is merely a directional derivative, i.e., $P=\mathcal{D}_{\overrightarrow{\mathbf{v}}}$, then $P_{m}(x, \vec{\xi})=i \vec{\xi} \cdot \overrightarrow{\mathbf{v}}$, and so

$$
\text { Char } P=\mathbb{R}^{n} \times \overrightarrow{\mathbf{v}}^{\perp}
$$

Hence, $\mathcal{D}_{\vec{v}}$ may remove elements from the wavefront set of a distribution $u$ whose second components are orthogonal to the direction of differentiation.

As for antidifferentiation, we will want to make use of the following theorem:
Theorem 2.3.4 (Hörmander 8.1.5). Let $V$ be a linear subspace of $\mathbb{R}^{n}$ and $u=u_{0} d S$, where $u_{0} \in \mathcal{C}^{\infty}(V)$ and $d S$ is Euclidean surface measure (on $V$ ). That is,

$$
u(\phi)=\int_{V} u_{0}(x) \phi(x) d S(x)
$$

Then

$$
W F(u) \subseteq \operatorname{supp}(u) \times\left(V^{\perp} \backslash 0\right)
$$

Proof. If $\chi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, then

$$
\mathcal{F}_{\mathbb{R}^{n}}(\chi u)(\vec{\xi}+\vec{\eta})=\int_{V} \chi(x) u_{0}(x) e^{-i x \cdot(\vec{\xi}+\vec{\eta})} d S(x)
$$

$$
\begin{aligned}
& =\int_{V} \chi(x) u_{0}(x) e^{-i x \cdot \vec{\xi}} d S(x) \\
& =\mathcal{F}_{V}\left(\chi u_{0}\right)(\vec{\xi})
\end{aligned}
$$

for $\vec{\xi} \in V, \vec{\eta} \in V^{\perp}$. Since $\chi u_{0} \in \mathcal{C}_{0}^{\infty}(V), \mathcal{F}_{V}\left(\chi u_{0}\right)$ decays rapidly in $\vec{\xi}$. Thus, if $\Gamma$ is an open cone in $\mathbb{R}^{n},\left.\chi\right|_{V} \neq 0$, and $\int_{V} \chi u_{0} d S \neq 0$, then $\mathcal{F}_{\mathbb{R}^{n}}(\chi u)$ will rapidly decay on $\Gamma$ if and only if $\Gamma \cap V=\emptyset$.

The consequence of this result is the following:

Theorem 2.3.5. The wavefront set of $J_{\overrightarrow{\mathbf{v}}}$ is given by

$$
\begin{equation*}
W F\left(J_{\overrightarrow{\mathbf{v}}}\right)=\{0\} \times\left(\mathbb{R}^{n} \backslash 0\right) \cup \mathbb{R}^{+} \overrightarrow{\mathbf{v}} \times\left(\overrightarrow{\mathbf{v}}^{\perp} \backslash 0\right) \tag{2.3.2}
\end{equation*}
$$

Proof. We note that $J_{\overrightarrow{\mathbf{v}}}$ is equal to Euclidean line measure on $V=\mathbb{R} \overrightarrow{\mathbf{v}}$ on the half-space $H=\{x \mid x \cdot \overrightarrow{\mathbf{v}}>0\}$. Hence,

$$
W F\left(J_{\overrightarrow{\mathbf{v}}}\right) \cap H \times \mathbb{R}^{n}=\mathbb{R}^{+} \overrightarrow{\mathbf{v}} \times\left(\overrightarrow{\mathbf{v}}^{\perp} \backslash 0\right)
$$

Meanwhile, since $\delta_{0}=\mathcal{D}_{\overrightarrow{\mathbf{v}}} J_{\overrightarrow{\mathbf{v}}},\{0\} \times\left(\mathbb{R}^{n} \backslash 0\right) \subseteq W F\left(J_{\overrightarrow{\mathbf{v}}}\right)$, and since the only point of $\operatorname{supp}\left(J_{\overrightarrow{\mathbf{v}}}\right)$ outside of $H$ is at the origin, all of the elements of $W F\left(J_{\overrightarrow{\mathbf{v}}}\right)$ thus accounted for, and so

$$
W F\left(J_{\overrightarrow{\mathbf{v}}}\right)=\{0\} \times\left(\mathbb{R}^{n} \backslash 0\right) \cup \mathbb{R}^{+} \overrightarrow{\mathbf{v}} \times\left(\overrightarrow{\mathbf{v}}^{\perp} \backslash 0\right)
$$

Since $J_{\overrightarrow{\mathbf{v}}}$ is a fundamental solution to $\mathcal{D}_{\overrightarrow{\mathbf{v}}}$, our interest in $J_{\overrightarrow{\mathbf{v}}}$ is in use as a convolution kernel, and so formula (8.2.16) from Hörmander will be necessary:

$$
\begin{equation*}
W F(k \star u) \subseteq\{(x+y, \vec{\xi}) \mid(x, \vec{\xi}) \in W F(k),(y, \vec{\xi}) \in W F(u)\} \tag{2.3.3}
\end{equation*}
$$

Applying this result to $J_{\overrightarrow{\mathbf{v}}}$, we obtain the following:

Theorem 2.3.6. For $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ for which $\operatorname{supp}(u) \cap\left(K-\mathbb{R}_{\geq 0} \overrightarrow{\mathbf{v}}\right)$ is compact for every compact set $K$,

$$
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \subseteq W F(u) \cup\left\{(x+t \overrightarrow{\mathbf{v}}, \vec{\xi}) \mid(x, \vec{\xi}) \in W F(u), \vec{\xi} \in \overrightarrow{\mathbf{v}}^{\perp}, t>0\right\}
$$

We will later give a demonstration of this result independent from Hörmander (8.2.16) in Chapter 3.

It will become necessary to perform analysis in alternate coordinates in some circumstances. Recall that we define composition $\Phi^{\star} u$ when $u \in \mathscr{D}^{\prime}(Y), \Phi \in \mathcal{C}^{\infty}(X ; Y)$, and $\mathcal{D} \Phi(x)$ is surjective for all $x \in X$. Using wavefront sets, it is possible to extend composition further. Suppose $\Gamma \subseteq X \times \mathbb{R}^{n} \backslash 0$ is closed, and conic in the second component. We then define the space

$$
\mathscr{D}_{\Gamma}^{\prime}(X)=\left\{u \in \mathscr{D}^{\prime}(X) \mid W F(u) \subseteq \Gamma\right\},
$$

with which we then assign a topology through application of the following result:

Proposition 2.3.7 (Hörmander 8.2.1). A distribution $u \in \mathscr{D}^{\prime}(X)$ is in $\mathscr{D}_{\Gamma}^{\prime}(X)$ if and only if for every $\phi \in \mathcal{C}_{0}^{\infty}(X)$ and closed cone $V \subseteq \mathbb{R}^{n}$ with

$$
\begin{equation*}
\Gamma \cap \operatorname{supp}(\phi) \times V=\emptyset \tag{2.3.4}
\end{equation*}
$$

we have

$$
\sup _{\vec{\xi} \in V}\|\vec{\xi}\|^{N}|\widehat{\phi u}(\vec{\xi})|<\infty, \quad N=1,2, \ldots
$$

We then define a topology on $\mathscr{D}_{\Gamma}^{\prime}(X)$ in which we say
Definition 2.3.8 (Hörmander 8.2.2). For a sequence $u_{j} \in \mathscr{D}_{\Gamma}^{\prime}(X)$, we shall say that $u_{j} \rightarrow u$ in $\mathscr{D}_{\Gamma}^{\prime}(X)$ if and only if

$$
u_{j} \rightarrow u \text { in } \mathscr{D}^{\prime}(X) \text { (weakly) }
$$

$$
\lim _{j \rightarrow \infty} \sup _{\vec{\xi} \in V}\|\vec{\xi}\|^{N}\left|\widehat{\phi u}(\vec{\xi})-\widehat{\phi u_{j}}(\vec{\xi})\right|=0
$$

for $N=1,2, \ldots$ if $\phi \in \mathcal{C}_{0}^{\infty}(X)$ and $V$ is a closed cone in $\mathbb{R}^{n}$ such that (2.3.4) is valid.

Hormander Theorem 8.2.3 then implies that $\mathcal{C}_{0}^{\infty}(X)$ is dense in $\mathscr{D}_{\Gamma}^{\prime}(X)$ with respect to this topology. We may now define composition of a distribution with a smooth function in a more general setting.

Theorem 2.3.9 (Hörmander 8.2.4). Let $X$ and $Y$ be open subsets of $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$ respectively and let $f: X \rightarrow Y$ be a $\mathcal{C}^{\infty}$ map. Denote the set of normals of the map by

$$
\begin{equation*}
N_{f}=\left\{(f(x), \vec{\eta}) \in Y \times \mathbb{R}^{n} \mid \mathcal{D} f(x)^{T} \vec{\eta}=\overrightarrow{\mathbf{0}}\right\} . \tag{2.3.5}
\end{equation*}
$$

Then the pullback $f^{\star} u$ can be defined in one and only one way for all $u \in \mathscr{D}^{\prime}(Y)$ with

$$
\begin{equation*}
N_{f} \cap W F(u)=\emptyset \tag{2.3.6}
\end{equation*}
$$

so that $f^{\star} u=u \circ f$ when $u \in \mathcal{C}^{\infty}$ and for any closed conic subset $\Gamma$ of $Y \times \mathbb{R}^{n} \backslash 0$ with $\Gamma \cap N_{f}=\emptyset$ we have a continuous map $f^{\star}: \mathscr{D}_{\Gamma}^{\prime}(Y) \rightarrow \mathscr{D}_{f \star \Gamma}^{\prime}(X)$,

$$
\begin{equation*}
f^{\star} \Gamma=\left\{\left(x, \mathcal{D} f(x)^{T} \vec{\eta}\right) \mid(f(x), \vec{\eta}) \in \Gamma\right\} . \tag{2.3.7}
\end{equation*}
$$

In particular we have for every $u \in \mathscr{D}^{\prime}(Y)$ satisfying (2.3.6)

$$
W F\left(f^{\star} u\right) \subseteq f^{\star} W F(u)
$$

Note that if $f$ is a diffeomorphism, then the above wavefront set inclusion can be replaced with equality.

## 3 DISTRIBUTIONAL ANTIDERIVATIVES AND CONVOLUTIONS WITH DISTRIBUTIONS GIVEN BY LINE INTEGRALS

### 3.1 The distributional antiderivative

### 3.1.1 Definition

We may begin by extending the idea of directional antiderivatives to distributions, contingent on a support restriction found in subsection 2.2.4. In particular, given $\overrightarrow{\mathrm{v}} \in \mathcal{S}^{n-1}$, we want to focus on the particular directional antiderivatives of the form

$$
\mathcal{J}_{\overrightarrow{\mathbf{v}}} f(x)=\int_{0}^{\infty} f(x-t \overrightarrow{\mathbf{v}}) d t, \quad x \in \mathbb{R}^{n} .
$$

Definition 3.1.1 (Distributional antiderivative). Let $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$, and assume

$$
\begin{equation*}
\operatorname{supp}(u) \cap\left(K-\mathbb{R}_{\geq 0} \overrightarrow{\mathbf{v}}\right) \subset \subset \mathbb{R}^{n}, \quad \forall K \subset \subset \mathbb{R}^{n} \tag{3.1.1}
\end{equation*}
$$

Then we define $\mathcal{J}_{\overrightarrow{\mathbf{v}}} u=J_{\overrightarrow{\mathbf{v}}} \star u$. We may also denote $\mathcal{J}_{\overrightarrow{\mathbf{v}}} u$ with the more familiar notation

$$
\begin{equation*}
\int_{0}^{\infty} u(x-t \overrightarrow{\mathbf{v}}) d t \tag{3.1.2}
\end{equation*}
$$

Hence

$$
\begin{aligned}
\mathcal{J}_{\overrightarrow{\mathbf{v}}} u(\phi) & =u_{x}\left(\int_{0}^{\infty} \phi(x+t \overrightarrow{\mathbf{v}}) d t\right) \\
& =u\left(\mathcal{J}_{-\overrightarrow{\mathbf{v}}} \phi\right) .
\end{aligned}
$$

We note that $\operatorname{supp}\left(\mathcal{J}_{-\overrightarrow{\mathbf{v}}} \phi\right) \subseteq \operatorname{supp}(\phi)-\mathbb{R}_{\geq 0} \overrightarrow{\mathbf{v}}$, and so $u\left(\mathcal{J}_{-\overrightarrow{\mathbf{v}}} \phi\right)$ is defined in view of the support hypothesis on $w$. Furthermore, we will make (3.1.1) an implicit assumption of arbitrarily chosen distributions from $\mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ for the remainder of this section.

### 3.1.2 Microlocal analysis of the distributional antiderivative operator

We now prove a series of results necessary to establish a relationship between $W F(u)$ and $W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)$.

Proposition 3.1.2. Let $U \subseteq \mathbb{R}^{n}$ be open and assume $U$ is invariant under translation in the direction $-\overrightarrow{\mathbf{v}}$. That is, $U-t \overrightarrow{\mathbf{v}} \subseteq U$ for $t \geq 0$. If $u, w \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ are equal on $U$, then $\mathcal{J}_{\overrightarrow{\mathbf{v}}} u=\mathcal{J}_{\overrightarrow{\mathrm{v}}} w$ are equal on $U$.

Proof. Let $\phi \in \mathcal{C}_{0}^{\infty}(U)$. Then by the assumed translation invariance of $U, \operatorname{supp}\left(\mathcal{J}_{-\vec{v}} \phi\right) \subseteq$ $U$. Thus, $u\left(\mathcal{J}_{-\vec{v}} \phi\right)=w\left(\mathcal{J}_{-\vec{v}} \phi\right)$, giving us our desired result.

Convention 3.1.3. For $x \in \mathbb{R}^{n}$, we write $x=\bar{x}+t \overrightarrow{\mathbf{v}}$ for $\bar{x} \in \overrightarrow{\mathbf{v}}^{\perp}$ and $t \in \mathbb{R}$.

Proposition 3.1.4. Let $t_{0} \in \mathbb{R}$, assume $w \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ has odd symmetry across the hyperplane $\left\{t=t_{0}\right\}$. Then $\mathcal{J}_{\overrightarrow{\mathbf{v}}} w$ has even symmetry across are hyperplane $\left\{t=t_{0}\right\}$.

Proof. First, we note that due to symmetry, a stronger support restriction than (3.1.1) holds in that we may replace $t \geq 0$ with $t \in \mathbb{R}$. Furthermore, given the odd symmetry, if $\phi$ is any $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$ function whose support projected onto $\overrightarrow{\mathbf{v}}^{\perp}$ is compact, and $\mathcal{D}_{\overrightarrow{\mathbf{v}}} \phi=0$, then $w(\phi)=0$. Then for arbitrary $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, we observe

$$
\begin{aligned}
\mathcal{J}_{\overrightarrow{\mathbf{v}}} w_{x}\left(\phi\left(\bar{x}+\left(2 t_{0}-t\right) \overrightarrow{\mathbf{v}}\right)\right) & =w_{x}\left(\mathcal{J}_{-\overrightarrow{\mathbf{v}}}\left\{\phi\left(\bar{x}+\left(2 t_{0}-t\right) \overrightarrow{\mathbf{v}}\right)\right\}\right) \\
& =w_{x}\left(\int_{0}^{\infty} \phi\left(\bar{x}+\left(2 t_{0}-t-s\right) \overrightarrow{\mathbf{v}}\right) d s\right) \\
& =-w_{x}\left(\int_{0}^{\infty} \phi(\bar{x}+(t-s) \overrightarrow{\mathbf{v}}) d s\right) \\
& =-w_{x}\left(\mathcal{X}_{\overrightarrow{\mathbf{v}}} \phi(\bar{x})-\int_{0}^{\infty} \phi(\bar{x}+(t+s) \overrightarrow{\mathbf{v}}) d s\right) \\
& =-w_{x}\left(-\int_{0}^{\infty} \phi(\bar{x}+(t+s) \overrightarrow{\mathbf{v}}) d s\right) \\
& =-w\left(-\mathcal{J}_{-\overrightarrow{\mathbf{v}}} \phi\right)
\end{aligned}
$$

$$
=\mathcal{J}_{\overrightarrow{\mathbf{v}}} w(\phi) .
$$

Here, $\mathcal{X}_{\overrightarrow{\mathbf{v}}} \phi \in \mathcal{C}_{0}^{\infty}\left(\overrightarrow{\mathbf{v}}^{\perp}\right)$ denotes the X-ray transform of $\phi$, defined by

$$
\mathcal{X}_{\overrightarrow{\mathbf{v}}} \phi(\bar{x})=\int_{\mathbb{R}} \phi(\bar{x}+s \overrightarrow{\mathbf{v}}) d s, \quad \bar{x} \in \overrightarrow{\mathbf{v}}^{\perp} .
$$

We are now in a position to establish a simple relationship between $W F(u)$ and $W F\left(\mathcal{J}_{\vec{v}} u\right)$. While Theorem 2.3.3 implies that $\mathcal{J}_{\vec{v}}$ will extend the wavefront set of a distribution by at most $\mathbb{R}^{n} \times\left(\overrightarrow{\mathrm{v}}^{\perp} \backslash 0\right)$, the following result states that $\mathcal{J}_{\overrightarrow{\mathrm{v}}}$ u will not contain an element $\left(x_{0}, \vec{\eta}_{0}\right) \in \mathbb{R}^{n} \times\left(\overrightarrow{\mathbf{v}}^{\perp} \backslash 0\right)$ in its wavefront set if $W F(w)$ omits $\mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}$ altogether.

Theorem 3.1.5. Let $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$, and $\vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$. If

$$
W F(u) \cap \mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}=\emptyset,
$$

then

$$
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap \mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

Proof. Let $x_{0}=\bar{x}_{0}+t_{0} \overrightarrow{\mathbf{v}} \in \mathbb{R}^{n}$, where $\bar{x}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$, and $t_{0} \in \mathbb{R}$. Now let $U$ be an open neighborhood of $x_{0}$ that is invariant under translation in the direction $-\overrightarrow{\mathbf{v}}$, and $\psi \in$ $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$ be chosen so that $\psi$ is equal to 1 on $U$. Furthermore, we may both choose $U$ and $\psi$ so that $\operatorname{supp}(u) \cap \operatorname{supp}(\psi)$ is compact, and that $\operatorname{supp}(\psi)$ lies in some open half space $\left\{t<t_{1}\right\}$ for some $t_{1}>t_{0}$. We then construct a distibution $w$ that is equal to $u$ on $U$ and has odd symmetry across $\left\{t=t_{1}\right\}$ by

$$
w(\phi)=(\psi u)_{x}\left(\phi(x)-\phi\left(\bar{x}+\left(2 t_{1}-t\right) \overrightarrow{\mathbf{v}}\right)\right) .
$$

Then $\mathcal{J}_{\overrightarrow{\mathbf{v}}}(\psi w)=\mathcal{J}_{\overrightarrow{\mathbf{v}}} w=\mathcal{J}_{\overrightarrow{\mathbf{v}}} u$ on $X$, and furthermore, both $w$ and $\mathcal{J}_{\overrightarrow{\mathbf{v}}} w$ are compactly supported, and

$$
W F(w) \cap \mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

Because of the odd symmetry of $w$ across the plane $\left\{t=t_{1}\right\}, \hat{w}$ vanishes on $\overrightarrow{\mathbf{v}}^{\perp}$, and in fact, we have

$$
i \tau \widehat{\mathcal{J}_{\overrightarrow{\mathbf{v}}} w}(\vec{\eta}+\tau \overrightarrow{\mathbf{v}})=\hat{w}(\vec{\eta}+\tau \overrightarrow{\mathbf{v}}), \quad \vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}, \tau \in \mathbb{R} .
$$

Thus,

$$
\widehat{\mathcal{J}_{\overrightarrow{\mathbf{v}}} w}(\vec{\eta}+\tau \overrightarrow{\mathbf{v}})= \begin{cases}\frac{\hat{w}(\vec{\eta}+\tau \overrightarrow{\mathrm{v}})}{i \tau}, & \text { if } \tau \neq 0 \\ -i \mathcal{D}_{\overrightarrow{\mathbf{v}}} \hat{w}(\vec{\eta}), & \text { if } \tau=0\end{cases}
$$

for $\vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}$ and $\tau \in \mathbb{R}$. The case $\tau=0$ comes from an application of l'Hôpital's rule. However, $-i \mathcal{D}_{\overrightarrow{\mathbf{v}}} \hat{w}=-\widehat{t w}$, and:

$$
W F(-t w) \subseteq W F(w)
$$

so $-i \mathcal{D}_{\overrightarrow{\mathrm{v}}} \hat{w}(\vec{\xi})$ decays rapidly in an open conic neighborhood $\Gamma$ of $\vec{\eta}_{0}$. We may assume without loss of generality that $\Gamma$ is chosen to be convex in $\tau$, i.e., if $\vec{\eta}+\tau_{k} \overrightarrow{\mathbf{v}} \in \Gamma$ for $k=1,2$, and $\tau_{1}<\tau_{2}$, then $\vec{\eta}+\tau \overrightarrow{\mathbf{v}} \in \Gamma$ for $\tau_{1} \leq \tau \leq \tau_{2}$. In particular, we can set

$$
\Gamma=\left\{\sigma \vec{\eta}_{0}+\vec{\xi}+\tau \overrightarrow{\mathbf{v}}: \sigma, \tau>0, \vec{\xi} \in\left\{\vec{\eta}_{0}, \overrightarrow{\mathbf{v}}\right\}^{\perp}, \max \{\|\vec{\xi}\|,|\tau|\}<\varepsilon \sigma\right\},
$$

for some $\varepsilon>0$ sufficiently small. Then for each $N \geq 0$, we can choose $C_{N}$ so that

$$
\left|\mathcal{D}_{\overrightarrow{\mathbf{v}}} \hat{w}(\vec{\eta}+\tau \overrightarrow{\mathbf{v}})\right| \leq C_{N}\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}, \quad \vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}, \tau \in \mathbb{R}, \vec{\eta}+\tau \overrightarrow{\mathbf{v}} \in \Gamma
$$

We then deduce a bound on $\hat{w}$, performing integration by parts along the way. For $\tau>0$, consider:

$$
\begin{aligned}
|\hat{w}(\vec{\eta}+\tau \overrightarrow{\mathbf{v}})| & \leq C_{N} \int_{0}^{\tau}\left(1+\|\vec{\eta}\|^{2}+t^{2}\right)^{-N / 2} d t \\
& =C_{N} \int_{0}^{\tau}\left(1+\|\vec{\eta}\|^{2}+t^{2}\right)^{-N / 2} \cdot \frac{\partial}{\partial t}\{t\} d t \\
& =C_{N}\left(\tau\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}-\int_{0}^{\tau} \frac{\partial}{\partial t}\left\{\left(1+\|\vec{\eta}\|^{2}+t^{2}\right)^{-N / 2}\right\} \cdot t d t\right) \\
& =C_{N}\left(\tau\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}+N \int_{0}^{\tau} t^{2}\left(1+\|\vec{\eta}\|^{2}+t^{2}\right)^{-N / 2-1} d t\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq C_{N}\left(\tau\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}+N \tau \int_{0}^{\tau} t\left(1+\|\vec{\eta}\|^{2}+t^{2}\right)^{-N / 2-1} d t\right) \\
& =C_{N}\left(2 \tau\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}-\tau\left(1+\|\vec{\eta}\|^{2}\right)^{-N / 2}\right) \\
& \leq 2 C_{N} \tau\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}
\end{aligned}
$$

A similar estimate will be obtained in the case $\tau<0$, and will give us the following bound on $\hat{w}$ :

$$
|\hat{w}(\vec{\eta}+\tau \overrightarrow{\mathbf{v}})| \leq 2 C_{N}|\tau|\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}, \quad \vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}, \tau \in \mathbb{R}, \vec{\eta}+\tau \overrightarrow{\mathbf{v}} \in \Gamma
$$

It then follows immediately that

$$
\left|\widehat{\mathcal{J}_{\overrightarrow{\mathbf{v}}} w}(\vec{\eta}+\tau \overrightarrow{\mathbf{v}})\right| \leq 2 C_{N}\left(1+\|\vec{\eta}\|^{2}+\tau^{2}\right)^{-N / 2}, \quad \vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}, \tau \in \mathbb{R}, \vec{\eta}+\tau \overrightarrow{\mathbf{v}} \in \Gamma
$$

As this is true for arbitrary $N \geq 0$, this proves that $\left(x_{0}, \vec{\eta}_{0}\right) \notin W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} w\right)$, therefore, $\left(x_{0}, \vec{\eta}_{0}\right) \notin W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)$. Since $x_{0}$ was chosen arbitrarily, we have

$$
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap\left(\mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}\right)=\emptyset
$$

The above result implies that the only way $\mathcal{J}_{\overrightarrow{\mathbf{v}}} w$ can include an element $\left(x_{0}, \vec{\eta}_{0}\right) \in \mathbb{R}^{n} \times \overrightarrow{\mathbf{v}}^{\perp}$ in its wavefront set is if $W F(w)$ itself already contains some element of $\mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}$. The following result further refines the previous result by describing a necessary condition on $x_{0}$ in order for $\mathcal{J}_{\overrightarrow{\mathbf{v}}} w$ to contain $\left(x_{0}, \vec{\eta}_{0}\right)$ in its wavefront set. Intuition tells us that $\left(x_{0}-t \overrightarrow{\mathbf{v}}, \vec{\eta}_{0}\right)$ must already belong to the wavefront set of $w$ for some $t \geq 0$.

Proposition 3.1.6. Let $U \subseteq \mathbb{R}^{n}$ be open and assume $U$ is invariant under translation in the direction $-\overrightarrow{\mathbf{v}}$, and $\vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$. If

$$
\begin{equation*}
W F(u) \cap U \times\left\{\vec{\eta}_{0}\right\}=\emptyset \tag{3.1.3}
\end{equation*}
$$

then

$$
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap U \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

Proof. Let $U^{\star}$ be an open subset of $U$ whose closure is entirely contained in $U$, and is also closed under translation in the direction $-\overrightarrow{\mathbf{v}}$, and choose a $\psi \in \mathcal{C}^{\infty}(U)$ that is equal to one on $U^{\star}$. Then $\psi u=u$ on $U^{\star}$, so $\mathcal{J}_{\overrightarrow{\mathbf{v}}}(\psi u)=\mathcal{J}_{\overrightarrow{\mathbf{v}}} u$, and in fact, we also have $\psi \mathcal{J}_{\overrightarrow{\mathbf{v}}} u=\mathcal{J}_{\overrightarrow{\mathbf{v}}} u$ on $U^{\star}$. Furthermore, (3.1.3) implies

$$
W F(\psi u) \cap \mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}=\emptyset,
$$

and so

$$
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}}(\psi u)\right) \cap \mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\}=\emptyset .
$$

We then have

$$
\begin{aligned}
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap U^{\star} \times\left\{\vec{\eta}_{0}\right\} & =W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}}(\psi u)\right) \cap U^{\star} \times\left\{\vec{\eta}_{0}\right\} \\
& \subseteq W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}}(\psi u)\right) \cap \mathbb{R}^{n} \times\left\{\vec{\eta}_{0}\right\} \\
& =\emptyset .
\end{aligned}
$$

Since $U^{\star}$ was arbitrary, and each $x \in U$ has such an open neighborhood $U^{\star}$, we can deduce that

$$
W F\left(\mathcal{J}_{\vec{v}} u\right) \cap U \times\left\{\vec{\eta}_{0}\right\}=\emptyset .
$$

We now prove the primary result of this section.

Theorem 3.1.7 (Propagation of singularities of the distributional antiderivative). Let $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$. Then

$$
\begin{equation*}
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \subseteq W F(u) \cup\left\{(x+t \overrightarrow{\mathbf{v}}, \vec{\eta}) \mid(x, \vec{\eta}) \in W F(u), \vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}, t \geq 0\right\} \tag{3.1.4}
\end{equation*}
$$

Proof. For each $\vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}$, define

$$
V_{\vec{\eta}}=\bigcup_{(x, \vec{\eta}) \in W F(u)}\left(x+\mathbb{R}_{\geq 0} \overrightarrow{\mathbf{v}}\right), \quad U_{\vec{\eta}}=V_{\vec{\eta}}^{C}
$$

Since $\mathcal{D}_{\overrightarrow{\mathbf{v}}} \mathcal{J}_{\overrightarrow{\mathbf{v}}} u=u$, we can start with

$$
\begin{equation*}
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \subseteq W F(u) \cup \mathbb{R}^{n} \times\left(\overrightarrow{\mathbf{v}}^{\perp} \backslash 0\right) \tag{3.1.5}
\end{equation*}
$$

For each fixed $\vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}, V_{\vec{\eta}_{0}}$ is invariant under translations in the direction $\overrightarrow{\mathbf{v}}$, and furthermore is closed. To show that $V_{\vec{\eta}_{0}}$ is closed, choose a sequence $\left\{x_{k}+t_{k} \overrightarrow{\mathbf{v}}\right\}_{k \in \mathbb{N}}$ in $V_{\vec{\eta}_{0}}$ that converges to some $L \in \mathbb{R}^{n}$. We will show that $L \in V_{\vec{\eta}_{0}}$. Setting

$$
K=\overline{\left\{x_{k}+t_{k} \overrightarrow{\mathbf{v}} \mid k \geq 0\right\}},
$$

we obtain a compact set for which $x_{k} \in \operatorname{supp}(u) \cap\left(K-\mathbb{R}_{\geq 0} \overrightarrow{\mathbf{v}}\right)$. The assumption made in (3.1.1) requires this intersection to be compact, and as such, $\left\{x_{k}\right\}_{k \in \mathbb{N}}$ must have a convergent subsequence, with limit $x \in \operatorname{supp}(u) \cap\left(K-\mathbb{R}_{\geq 0} \overrightarrow{\mathbf{v}}\right)$. The corresponding subsequence of $\left\{t_{k}\right\}_{k \in \mathbb{N}}$ would then converge to a limit $t \geq 0$ so that $t \overrightarrow{\mathbf{v}}=L-x$. Furthermore, $\left(x_{k}, \vec{\eta}_{0}\right) \in W F(u)$, and as $W F(u)$ is closed, we must also have $\left(x, \vec{\eta}_{0}\right) \in W F(u)$, and so $L=x+t \overrightarrow{\mathbf{v}} \in V_{\vec{\eta}_{0}}$.

Thus, $U_{\vec{\eta}_{0}}$ is open and invariant under translations in the direction $-\overrightarrow{\mathbf{v}}$. Furthermore,

$$
W F(u) \cap U_{\vec{\eta}_{0}} \times\left\{\vec{\eta}_{0}\right\}=\emptyset,
$$

and so by Theorem 3.1.6,

$$
\begin{equation*}
W F\left(\mathcal{J}_{\vec{v}} u\right) \cap U_{\vec{\eta}_{0}} \times\left\{\vec{\eta}_{0}\right\}=\emptyset \tag{3.1.6}
\end{equation*}
$$

Therefore, if $\left(x_{0}, \vec{\eta}_{0}\right) \in W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \backslash W F(u)$, then $\vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$, and (3.1.6) requires $x_{0} \notin U_{\vec{\eta}_{0}}$, and so $\left(x_{0}, \vec{\eta}_{0}\right) \in V_{\vec{\eta}_{0}} \times\left\{\vec{\eta}_{0}\right\}$. Thus,

$$
\begin{aligned}
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \backslash W F(u) & \subseteq \bigcup_{\vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}} V_{\vec{\eta}} \times\{\vec{\eta}\} \\
& =\bigcup_{\vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}(x, \vec{\eta}) \in W F(u)}\left(x+\mathbb{R}_{\geq 0} \overrightarrow{\mathbf{v}}\right) \times\{\vec{\eta}\} \\
& =\left\{(x+t \overrightarrow{\mathbf{v}}, \vec{\eta}) \mid(x, \vec{\eta}) \in W F(u), \vec{\eta} \in \overrightarrow{\mathbf{v}}^{\perp}, t \geq 0\right\} .
\end{aligned}
$$

Hence, singularities are propagated along rays in the direction of $\overrightarrow{\mathbf{v}}$, starting at existing singularities for which the direction component $\vec{\xi}_{0}$ is orthogonal to $\overrightarrow{\mathbf{v}}$. As an example, if we consider a distribution $u$ whose wavefront set consists of a smooth curve, along with some of its normal vectors, singularities are propagated only from places where $\overrightarrow{\mathbf{v}}$ is tangent to the curve.

Figure 3.1 illustrates the propagation of singularities result for $\mathcal{J}_{\overrightarrow{\mathrm{v}}}$. Showing $W F(u)$ in blue, we see the maximum possible extent of $W F\left(\mathcal{J}_{\vec{v}} u\right) \backslash W F(u)$ is given in green. However, $W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \backslash W F(u)$ need not be the maximum possible extent of propagation. In fact, propagation may come to a halt along the ray, and intuition would tell us that such termination would happen only at another point at which $u$ has a singularity corresponding to the direction of integration. In other words, given a point $x_{0}$ and $\vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$, WF (u) must contain the endpoints


FIGURE 3.1: Visualisation of $W F(u)$, and possible extent of $W F\left(\mathcal{J}_{\overrightarrow{\mathrm{v}}} u\right) \backslash W F(u)$. of each connected component of the intersection of $W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)$ with an embedding of the real line $\left(x_{0}+\mathbb{R} \overrightarrow{\mathbf{v}}\right) \times\left\{\vec{\eta}_{0}\right\}$.

Such a result would supplement our main result of this section. To show this result, we begin with the following proposition:

Proposition 3.1.8. Let $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right), \vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$, and $U_{0}$ be a bounded open set, $t_{1}>0$, and

$$
\begin{gathered}
U_{t}=U_{0}+t \overrightarrow{\mathbf{v}}, \quad t \in \mathbb{R}, \\
U=\bigcup_{0 \leq t \leq t_{1}} U_{t} .
\end{gathered}
$$

If

$$
\begin{equation*}
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap U_{0} \times\left\{\vec{\eta}_{0}\right\}=\emptyset, \tag{3.1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
W F(u) \cap U \times\left\{\vec{\eta}_{0}\right\}=\emptyset \tag{3.1.8}
\end{equation*}
$$

then

$$
\begin{equation*}
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap U \times\left\{\vec{\eta}_{0}\right\}=\emptyset \tag{3.1.9}
\end{equation*}
$$

Proof. We may assume without loss of generality that $U_{0}$ is convex, otherwise, we can apply the following argument to every convex open subset of $U_{0}$. Let $U_{0}^{\star}$ be an open set whose closure is contained in $U_{0}$, then define $U^{\star}$ in much the same way as $U$. Now let $\psi \in \mathcal{C}_{0}^{\infty}(U)$ be equal to 1 on $U^{\star}$. Consider the distributional derivative

$$
\mathcal{D}_{\overrightarrow{\mathbf{v}}}\left(\psi \cdot \mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)=\mathcal{D}_{\overrightarrow{\mathbf{v}}} \psi \cdot \mathcal{J}_{\overrightarrow{\mathbf{v}}} u+\psi \cdot u
$$

Since $\mathcal{J}_{\overrightarrow{\mathbf{v}}} \psi$ vanishes on $U^{\star}$, we have $\mathcal{D}_{\overrightarrow{\mathbf{v}}}\left(\psi \cdot \mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)=u$ on $U^{\star}$, and since

$$
W F(u) \cap U^{\star} \times\left\{\vec{\eta}_{0}\right\} \subseteq W F(u) \cap U \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

we have

$$
W F\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}}\left(\psi \cdot \mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)\right) \cap U^{\star} \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

Furthermore, since

$$
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap U_{0} \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

it must also follow that

$$
W F\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}}\left(\psi \cdot \mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)\right) \cap U_{0} \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

and so

$$
W F\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}}\left(\psi \cdot \mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)\right) \cap\left(U_{0} \cup U^{\star}\right) \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

We can replace $U_{0} \cup U^{\star}$ with $\bigcup_{t \leq 0} U_{t} \cup U^{\star}$, as that introduces no points that are inside the support of $\psi$ (hence the requirement that $U_{0}$ be convex), and is also invariant under translation in the direction $\mathbf{-} \overrightarrow{\mathbf{v}}$, and so we again apply (3.1.5) to obtain:

$$
W F\left(\psi \cdot \mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap\left(U_{0} \cup U^{\star}\right) \times\left\{\vec{\eta}_{0}\right\}=\emptyset
$$

In particular,

$$
W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap U^{\star} \times\left\{\vec{\eta}_{0}\right\}=\emptyset,
$$

and since $U_{0}^{\star}$ was arbitrary, we can replace $U^{\star}$ with $U$ :

$$
W F\left(\mathcal{J}_{\vec{v}} w\right) \cap U \times\left\{\vec{\eta}_{0}\right\}=\emptyset .
$$

We then go on to prove the following:

Theorem 3.1.9. Let $\left(x_{0}, \vec{\eta}_{0}\right) \in W F(u)$ with $\vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$, and assume $\left(x_{0}+I \overrightarrow{\mathbf{v}}\right) \times\left\{\vec{\eta}_{0}\right\}$ is a connected component of $W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right) \cap\left(x_{0}+\mathbb{R} \overrightarrow{\mathbf{v}}\right) \times\left\{\vec{\eta}_{0}\right\}$, where either $I=\left[t_{\min }, t_{\max }\right]$ or $\left[t_{\min }, \infty\right)$. Then

$$
\left(x_{0}+t_{\min } \overrightarrow{\mathbf{v}}, \vec{\eta}_{0}\right) \in W F(u),
$$

and in the bounded case,

$$
\left(x_{0}+t_{\max } \overrightarrow{\mathbf{v}}, \vec{\eta}_{0}\right) \in W F(u) .
$$

Proof. We will focus efforts on proving the first inclusion. Choose sequence $t_{k}$, increasing to $t_{\text {min }}$, so that $\left(x_{0}+t_{k} \overrightarrow{\mathbf{v}}, \vec{\eta}_{0}\right) \notin W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)$. For each $k$, we can place $x_{0}+t_{k} \overrightarrow{\mathbf{v}}$ inside an open neighborhood $U_{0}$, with diameter less than $\frac{1}{k}$, so that (3.1.7) holds. However, (3.1.9) fails when we take

$$
U=\bigcup_{0 \leq t \leq t_{\min }-t_{k}} U_{t},
$$

and so $W F(u) \cap U \times\left\{\vec{\eta}_{0}\right\}$ is non-empty. In particular, we can find $\left(x_{k}, \vec{\eta}_{0}\right) \in W F(u) \cap$ $U_{s_{k}} \times\left\{\vec{\eta}_{0}\right\}$ for some $s_{k}$ between 0 and $t_{\min }-t_{k}$. We then notice that

$$
\begin{aligned}
\left\|x_{0}+t_{\min } \overrightarrow{\mathbf{v}}-x_{k}\right\| & \leq t_{\min }-t_{k}+s_{k}+\left\|\left(x_{0}+\left(t_{k}+s_{k}\right) \overrightarrow{\mathbf{v}}\right)-x_{k}\right\| \\
& \leq t_{\text {min }}-t_{k}+s_{k}+\frac{1}{k},
\end{aligned}
$$

which converges to 0 as $k \rightarrow \infty$. Hence, $x_{k} \rightarrow x_{0}+t_{\min } \overrightarrow{\mathbf{v}}$, and as $W F(u)$ is a closed set, we must conclude that $\left(x_{0}+t_{\min } \overrightarrow{\mathbf{v}}, \vec{\eta}_{0}\right) \in W F(u)$.

To obtain the inclusion of $\left(x_{0}+t_{\max } \overrightarrow{\mathbf{v}}, \vec{\eta}_{0}\right)$, we may repeat the above argument in terms of $\mathcal{J}_{-\overrightarrow{\mathbf{v}}}$, using a cutoff function as needed.

An implication of the above result is that if $\left(x_{0}, \vec{\eta}_{0}\right) \in W F\left(\mathcal{J}_{\vec{v}} u\right) \backslash W F(u)$, which itself requires that $\vec{\eta}_{0} \in \overrightarrow{\mathbf{v}}^{\perp}$, and $W F(u) \cap\left(x_{0}+I \overrightarrow{\mathbf{v}}\right) \times\left\{\vec{\eta}_{0}\right\}$ is empty for some open interval $I$ containing 0 in $\mathbb{R}$, then $\left(x_{0}+I \overrightarrow{\mathbf{v}}\right) \times\left\{\vec{\eta}_{0}\right\} \subseteq W F\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}} u\right)$. This result can be seen as a case of Theorem 8.3.3' from Hörmander.

### 3.2 Convolution of distributions with distributions given by (weighted) curve integrals

### 3.2.1 Definition

Now that we have given meaning to the integral (3.1.2), we now wish to give meaning to the following integral:

$$
\begin{equation*}
\int_{0}^{\infty} u(x-\gamma(t)) v(t) d t \tag{3.2.1}
\end{equation*}
$$

given $\gamma \in \mathcal{C}^{\infty}\left([0, \infty) ; \mathbb{R}^{n}\right)$ and positive-valued $v \in \mathcal{C}^{\infty}([0, \infty), \mathbb{R})$, with $\gamma(0)=0, \gamma^{\prime}(t) \neq$ 0 , and $\|\gamma(t)\| \rightarrow \infty$ as $t \rightarrow \infty$. It is necessary to investigate such integrals in order to give a distributional meaning to the Polar Broken Ray transform. In particular, it will help to understand the meaning such integrals in order to give meaning to, and investigate the wavefront set of

$$
\mathcal{Q}_{2} f(s \vec{\sigma})=\int_{0}^{\infty} f(s \vec{\sigma}+t A \vec{\sigma}) d t .
$$

We will then extend Theorem 3.1.7 to a more general result for (3.2.1).
Definition 3.2.1. The integral (3.2.1) is defined as the convolution of $u$ with the distribution $J_{\gamma, v}$ defined by

$$
J_{\gamma, v}(\phi)=\int_{0}^{\infty} \phi(\gamma(t)) v(t) d t
$$

and denoted as $\mathcal{J}_{\gamma, v} u$, subject to the support restriction

$$
\begin{equation*}
\operatorname{supp}(u) \cap(K-\{\gamma(t) \mid t \geq 0\}) \subset \subset \mathbb{R}^{n}, \quad \forall K \subset \subset \mathbb{R}^{n} \tag{3.2.2}
\end{equation*}
$$

### 3.2.2 Microlocal analysis of $\mathcal{J}_{\gamma, v}$

We will employ the use of pullbacks so that we may use the wavefront set results from the previous section. Extend $\gamma$ and $v$ to $\mathcal{C}^{\infty}$ maps defined on $\mathbb{R}$, and supported in $(-\varepsilon, \infty)$ for some $\varepsilon>0$, then define the maps $\chi: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ and $\psi_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} \times \mathbb{R}$ by

$$
\chi(x, y)=x-\gamma(y), \quad \psi_{0}(x)=(x, 0) .
$$

we will want to interpret $\mathcal{J}_{\gamma, v} u$ as the pullback

$$
\begin{equation*}
\mathcal{J}_{\gamma, v} u=\psi_{0}^{\star} \mathcal{J}_{(\overrightarrow{\mathbf{0}},-1)}\left(v \cdot \chi^{\star} u\right) \tag{3.2.3}
\end{equation*}
$$

where the multiplication by $v$ is with $v$ identified with a function in $\mathcal{C}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}\right)$ whose dependence lies only in $y$. We will prove (3.2.2) later.

First, we will interpret (3.2.3) with more familiar notation. Notice that we may use $u(x-\gamma(y))$ to denote the pullback $\chi^{\star} u$ for $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$. Multiplication of a distribution $w \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}\right)$ by $v$ is then denoted by $w(x, y) v(y)$. The operator $\mathcal{J}_{(0,-1)}$ is integration in the $y$-coordinate, and as such,

$$
\mathcal{J}_{(\overrightarrow{\mathbf{0}},-1)} w=\int_{0}^{\infty} w(x, y+t) d t .
$$

Finally, since $\psi_{0}$ simply embeds $\mathbb{R}^{n}$ inside $\mathbb{R}^{n} \times \mathbb{R}$ by setting $y=0$, we may use the notation $\left.w(x, y)\right|_{y=0}$ to denote the pullback $\psi_{0}^{\star} w$.

Putting this notation together, we write

$$
\psi_{0}^{\star} \mathcal{J}_{(\overrightarrow{\mathbf{0}},-1)}\left(v \cdot \chi^{\star} u\right)=\left.\int_{0}^{\infty} u(x-\gamma(y+t)) v(y+t) d t\right|_{y=0}
$$

Theorem 3.2.2. If $u \in \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)$ is a distribution satisfying the support restriction (3.2.2), then

$$
\begin{aligned}
& W F\left\{\int_{0}^{\infty} u(x-\gamma(t)) v(t) d t\right\} \backslash W F(u) \\
& \quad \subseteq\left\{(x, \vec{\xi}) \mid \exists t \geq 0: \vec{\xi} \perp \gamma^{\prime}(t) \&(x-\gamma(t), \vec{\xi}) \in W F(u)\right\} .
\end{aligned}
$$

Proof. We may, without loss of generality, set $v=1$, as doing so will not alter the wavefront sets involved in this proof. With

$$
\chi(x, y)=x-\gamma(y),
$$

we observe that

$$
\mathcal{D} \chi(x, y)=\left[\begin{array}{ll}
\mathcal{I}_{n} & -\gamma^{\prime}(y)
\end{array}\right], \quad \mathcal{D} \chi(x, y)^{T}=\left[\begin{array}{c}
\mathcal{I}_{n} \\
-\gamma^{\prime}(y)^{T}
\end{array}\right],
$$

where $\mathcal{I}_{n}$ is the identity map on $\mathbb{R}^{n}$, and so $\operatorname{ker} \mathcal{D} \chi(x, y)^{T}$ is trivial, indicating that the pullback $u(x-\vec{\gamma}(y))$ is indeed well-defined, and

$$
W F\{u(x-\gamma(y))\} \subseteq \chi^{\star} W F(u),
$$

where

$$
\begin{equation*}
\chi^{\star} W F(u)=\left\{\left((x, y),\left(\vec{\xi}, \gamma^{\prime}(y) \cdot \vec{\xi}\right)\right) \mid(x-\gamma(y), \vec{\xi}) \in W F(u)\right\} . \tag{3.2.4}
\end{equation*}
$$

We now wish to show that

$$
W F\{u(x-\gamma(y))\}=\chi^{\star} W F(u) .
$$

Indeed, let $y_{0}>-\varepsilon$, and define

$$
\psi_{y_{0}}(x)=\left[\begin{array}{c}
x+\gamma\left(y_{0}\right) \\
y_{0}
\end{array}\right] .
$$

Then

$$
\mathcal{D} \psi_{y_{0}}(x)=\left[\begin{array}{c}
\mathcal{I}_{n} \\
0
\end{array}\right] . \quad \mathcal{D} \psi_{y_{0}}(x)^{T}=\left[\begin{array}{ll}
\mathcal{I}_{n} & 0
\end{array}\right],
$$

and so

$$
\operatorname{ker} \mathcal{D} \psi_{y_{0}}(x)^{T}=\{0\} \times \mathbb{R}
$$

Therefore, the set of normals for $\psi_{y_{0}}$ satisfies

$$
N_{\psi_{y_{0}}} \subseteq\left(\mathbb{R}^{n} \times(-\varepsilon, \infty)\right) \times(\{0\} \times(\mathbb{R} \backslash 0))
$$

and so $N_{\psi_{y_{0}}} \cap W F\{u(x-\gamma(y))\}=\emptyset$. Thus, the pullback $\psi_{y_{0}}^{\star}\{u(x-\gamma(y))\}$ is welldefined, and is in fact equal to $u$. Then:

$$
\begin{equation*}
W F(u)=W F\left(\psi_{y_{0}}^{\star}\{u(x-\gamma(y))\}\right) \subseteq \psi_{y_{0}}^{\star} W F\{u(x-\gamma(y))\} \tag{3.2.5}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{y_{0}}^{\star} W F & \{u(x-\gamma(y))\} \\
& =\left\{(x, \vec{\xi}) \mid\left(\left(x+\gamma\left(y_{0}\right), y_{0}\right),(\vec{\xi}, \eta)\right) \in W F\{u(x-\gamma(y))\}\right\} \tag{3.2.6}
\end{align*}
$$

Thus, if we chose $\left(\left(x, y_{0}\right),\left(\vec{\xi}, \gamma^{\prime}\left(y_{0}\right) \cdot \vec{\xi}\right)\right) \in \chi^{\star} W F(u)$, this choice was based on choosing $\left(x-\gamma\left(y_{0}\right), \vec{\xi}\right) \in W F(u)$. We then have by (3.2.5) that

$$
\left(x-\gamma\left(y_{0}\right), \vec{\xi}\right) \in \psi_{y_{0}}^{\star} W F\{u(x-\gamma(y))\}
$$

That is,

$$
\left(\left(x, y_{0}\right),(\vec{\xi}, \eta)\right)=\left(\left(x-\gamma\left(y_{0}\right)+\gamma\left(y_{0}\right), y_{0}\right),(\vec{\xi}, \eta)\right) \in W F\{u(x-\gamma(y))\}
$$

for some $\eta$. Of course, one only needs to choose $\eta=\gamma^{\prime}\left(y_{0}\right) \cdot \vec{\xi}$, and this will yield the desired set inclusion.

Next, we can use (3.1.7) to describe $W F\left\{\int_{0}^{\infty} u(x-\gamma(y+t)) d t\right\}$ as follows:

$$
W F\left\{\int_{0}^{\infty} u(x-\gamma(y+t)) d t\right\} \backslash W F\{u(x-\gamma(y))\}
$$

$$
\begin{aligned}
& \subseteq\{((x, y-t),(\vec{\xi}, \eta)) \mid(\vec{\xi}, \eta) \perp(\overrightarrow{\mathbf{0}},-1) \\
& \qquad((x, y),(\vec{\xi}, \eta)) \in W F\{u(x-\gamma(y))\}, t \geq 0\} \\
& =\left\{((x, y-t),(\vec{\xi}, 0)) \mid((x, y),(\vec{\xi}, 0)) \in \chi^{\star} W F(u), t \geq 0\right\} \\
& =\left\{((x, y-t),(\vec{\xi}, 0)) \mid(x-\gamma(y), \vec{\xi}) \in W F(u), \vec{\xi} \perp \gamma^{\prime}(y), t \geq 0\right\} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
W F & \left\{\left.\int_{0}^{\infty} u(x-\gamma(y+t)) d t\right|_{y=0}\right\} \\
\subseteq & \chi_{0}^{\star} W F\{u(x-\gamma(y))\} \cup \chi_{0}^{\star}\{((x, y-t),(\vec{\xi}, 0)): \\
& \left.\xi \in \gamma(y)^{\perp},(x-\gamma(y), \vec{\xi}) \in W F(u), t \geq 0\right\} \\
= & W F(u) \\
& \cup\left\{(x, \vec{\xi}) \mid \exists t \geq 0:(x-\gamma(t), \vec{\xi}) \in W F(u), \vec{\xi} \in \vec{\gamma}(t)^{\perp}\right\} .
\end{aligned}
$$

Reintroducing the weight function $v$, we write the above result as

$$
\begin{align*}
W F & \left\{\left.\int_{0}^{\infty} u(x-\gamma(y+t)) v(t) d t\right|_{y=0}\right\} \\
& \subseteq W F(u) \cup\left\{(x, \vec{\xi}) \mid \exists t \geq 0:(x-\gamma(t), \vec{\xi}) \in W F(u), \vec{\xi} \in \vec{\gamma}(t)^{\perp}\right\} . \tag{3.2.7}
\end{align*}
$$

Finally, to show that $\mathcal{J}_{\gamma, v} u$ is in fact given by (3.2.3), let $u_{k} \in \mathcal{C}_{0}^{\infty}(\mathbb{R})$ converge in distribution to $u$. Then for $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
\mathcal{J}_{\gamma, v} u(\phi) & =u_{x}\left(\int_{0}^{\infty} \phi(x+\gamma(t)) v(t) d t\right) \\
& =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{n}} u_{k}(x) \int_{0}^{\infty} \phi(x+\gamma(t)) v(t) d t d x \\
& =\lim _{k \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{n}} u_{k}(x) \phi(x+\gamma(t)) v(t) d x d t \\
& =\lim _{k \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{n}} u_{k}(x-\gamma(t)) \phi(x) v(t) d x d t
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{n}} \int_{0}^{\infty} u_{k}(x-\gamma(t)) v(t) d t \phi(x) d x \\
& =\left.\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{n}} \int_{0}^{\infty} u_{k}(x-\gamma(y+t)) v(y+t) d t\right|_{y=0} \phi(x) d x \\
& =\psi_{0}^{\star} \mathcal{J}_{(0,-1)}\left(v \cdot \chi^{\star} u\right)(\phi)
\end{aligned}
$$

The last of these equalities follows from the proof of Theorem 8.2.4 from Hörmander which defines the pullback of distributions in this manner.

The propagation result (3.2.7) may be reparametrized as

$$
\begin{aligned}
W F & \left\{\int_{0}^{\infty} u(x-\gamma(t)) v(t) d t\right\} \\
& \subseteq W F(u) \cup\left\{(x+\gamma(t), \vec{\xi}) \mid t \geq 0,(x, \vec{\xi}) \in W F(u), \vec{\xi} \in \vec{\gamma}(t)^{\perp}\right\}
\end{aligned}
$$

Figure 3.2 illustrates the propagation of singularities result for $\mathcal{J}_{\gamma, v}$. Here, $u$ is depicted as having only three singularities. Again, $W F(u)$ is depicted in blue, while the maximum possible extent of $W F\left(\mathcal{J}_{\gamma, v} u\right) \backslash W F(u)$ is shown in green. The curve $\gamma$ is shown in maroon, with its translates shown as red dashed curves.


FIGURE 3.2: Visualisation of $W F(u)$, and possible extent of $W F\left(\mathcal{J}_{\gamma, v} u\right) \backslash W F(u)$. previous section when $\gamma$ parametrizes a ray:

$$
\gamma(t)=t \overrightarrow{\mathbf{v}}, \quad t \geq 0, \overrightarrow{\mathbf{v}} \in \mathcal{S}^{n-1} .
$$

Furthermore, the result obtained in Theorem 3.2.2 in this case is:

$$
W F\left\{\int_{0}^{\infty} u(x-\gamma(t)) v(t) d t\right\} \backslash W F(u)
$$

$$
\begin{aligned}
& \subseteq\left\{(x+\gamma(t), \vec{\xi}) \mid t \geq 0,(x, \vec{\xi}) \in W F(u), \vec{\xi} \in \gamma^{\prime}(t)^{\perp}\right\} \\
& =\left\{(x+t \overrightarrow{\mathbf{v}}, \vec{\xi}) \mid t \geq 0,(x, \vec{\xi}) \in W F(u), \vec{\xi} \in \overrightarrow{\mathbf{v}}^{\perp}\right\}
\end{aligned}
$$

and so the above theorem agrees with (3.1.4) for this choice of $\gamma$.

## 4 THE BROKEN RAY TRANSFORM

### 4.1 Introduction

In this chapter, we will explore the various flavors of the Broken Ray transform previously investigated by Florescu, Markel, and Schotland, [1], Gouia-Zarrad and Ambartsoumian, [3], and Katsevich and Krylov, [6]. We start with verifying an inversion formula in the case of fixed inital and terminal directions, and then perform microlocal analysis of the Broken Ray transform, describing the scattering of singularities by both the transform itself, and its inversion formulas (a so-called "two-sided" microlocal analysis). We then investigate the setting of having two sets of simultaneous measurements with differing terminal directions, and also perform microlocal analysis in this setting.

We will also find explicit inversion formulas for Katsevich and Krylov's curved detector settings, as well as determining restrictions on support necessary to guarantee injectivity of these transforms, as well as restrictions required to give a distributional meaning to the inversion formulas. We then follow up with a two-sided microlocal analysis of the curved detector setting.

### 4.2 Broken Ray transform with fixed direction parameters

If $\overrightarrow{\mathbf{v}}_{1}$ and $\overrightarrow{\mathbf{v}}_{2}$ are distinct and held as fixed parameters, then for $f \in \mathcal{C}_{0}^{2}\left(\mathbb{R}^{n}\right)$, one can easily apply the Fundamental Theorem of Calculus to verify that an inversion formula for (1.1.2) is given by:

$$
\begin{equation*}
f(x)=\int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s \tag{4.2.1}
\end{equation*}
$$

Indeed:

$$
\begin{aligned}
& \int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s \\
&= \int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}}\left\{\int _ { 0 } ^ { \infty } \left(f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)-t \overrightarrow{\mathbf{v}}_{1}\right)\right.\right. \\
&\left.\left.+f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)+t \overrightarrow{\mathbf{v}}_{2}\right)\right)\right\} d t d s \\
&= \int_{0}^{\infty} \int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)-t \overrightarrow{\mathbf{v}}_{1}\right) d t d s \\
& \quad+\int_{0}^{\infty} \int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)+t \overrightarrow{\mathbf{v}}_{2}\right) d t d s \\
&= \int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s-\int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s \\
&= \int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s \\
&= f(x) .
\end{aligned}
$$

Recall that the Fundamental Theorem of Calculus gives us the identity

$$
\int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}} g(x \pm t \overrightarrow{\mathbf{v}}) d t=\mp g(x), \quad \overrightarrow{\mathbf{0}} \neq \overrightarrow{\mathbf{v}} \in \mathbb{R}^{n}, g \in \mathcal{C}_{0}^{1}\left(\mathbb{R}^{n}\right)
$$

which we have used three times in the above computation.

This is not the only possible inversion formula, as we can verify the following alternate inversion in a similar manner:

$$
\begin{equation*}
f(x)=-\int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B} f\left(x+s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s \tag{4.2.2}
\end{equation*}
$$

Notice this alternate inversion formula differs from the first in that the integration occurs in the reverse direction from the first. We can then combine these two inversion formulas to arrive at a more symmetric inversion formula:

$$
\begin{equation*}
f(x)=\frac{1}{2} \int_{\mathbb{R}} \operatorname{sgn}(s) \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B} f\left(x-s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s \tag{4.2.3}
\end{equation*}
$$

For a numerical implementation of (4.2.3), see Appendix A.

We can also reveal Gouia-Zarrad and Ambartsoumian's inversion formula, [3], by replacing $\mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}}$ in (4.2.2) with $\frac{1}{4}\left(\mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}+\overrightarrow{\mathbf{v}}_{2}}^{2}-\mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}-\overrightarrow{\mathbf{v}}_{2}}^{2}\right)$ and performing the appropriate simplifcation:

$$
\begin{equation*}
f(x)=\frac{1}{4} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}-\overrightarrow{\mathbf{v}}_{2}} \mathcal{B} f(x)-\frac{1}{4} \int_{0}^{\infty} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}+\overrightarrow{\mathbf{v}}_{2}}^{2} \mathcal{B} f\left(x+s\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)\right) d s \tag{4.2.4}
\end{equation*}
$$

Gouia-Zarrad and Ambartsoumian take $\overrightarrow{\mathbf{v}}_{1}=(\sin \beta,-\cos \beta)$ and $\overrightarrow{\mathbf{v}}_{2}=(\sin \beta, \cos \beta)$, with $f$ supported in $\left[0, x_{\max }\right] \times\left[0, y_{\max }\right]$, which of course gives $\mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}-\overrightarrow{\mathbf{v}}_{2}}=-2 \cos \beta \frac{\partial}{\partial y}$ and $\mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}+\overrightarrow{\mathbf{v}}_{2}}^{2}=$ $4 \sin ^{2} \beta \frac{\partial^{2}}{\partial x^{2}}$.

### 4.2.1 Microlocal analysis of the Broken Ray transform with fixed initial and terminal directions

We can easily extend the Broken Ray transform in a distributional sense. In view of (1.1.2), we define $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}}$, with two distinct direction parameters $\overrightarrow{\mathbf{v}}_{1}$ and $\overrightarrow{\mathbf{v}}_{2}$ in $\mathcal{S}^{n-1}$, in a distributional sense as

$$
\begin{align*}
\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u & =\int_{0}^{\infty} u\left(x-t \overrightarrow{\mathbf{v}}_{1}\right) d t+\int_{0}^{\infty} u\left(x+t \overrightarrow{\mathbf{v}}_{2}\right) d t \\
& =\mathcal{J}_{\overrightarrow{\mathbf{v}}_{1}} u+\mathcal{J}_{-\overrightarrow{\mathbf{v}}_{2}} u, \quad u \in \mathscr{E}^{\prime}\left(\mathbb{R}^{n}\right) \tag{4.2.5}
\end{align*}
$$

The inversions given in (4.2.1) and (4.2.2) also hold in a distributional sense, in that

$$
\begin{equation*}
u=\mathcal{J}_{\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u=-\mathcal{J}_{\overrightarrow{\mathbf{v}}_{1}-\overrightarrow{\mathbf{v}}_{2}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u \tag{4.2.6}
\end{equation*}
$$

for $u \in \mathscr{E}^{\prime}\left(\mathbb{R}^{n}\right)$.

In view of (4.2.5) and (4.2.6), we can use Theorem 3.1.7 to describe the relationship between $W F(u)$ and $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$, and note that Theorem 3.1.9 applies to all directions of integration in both the Distributional Broken Ray transform and its inversion.

Proposition 4.2.1 (Propagation of singularities of the Distributional Broken Ray transform). Let $u \in \mathscr{E}^{\prime}\left(\mathbb{R}^{n}\right)$. Then

$$
W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right) \subseteq W F(u)
$$

$$
\cup\left\{\left(x+t \overrightarrow{\mathbf{v}}_{1}, \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F(u), \vec{\xi} \in \overrightarrow{\mathbf{v}}_{1}^{\perp}, t>0\right\}
$$

$\cup\left\{\left(x-t \overrightarrow{\mathbf{v}}_{2}, \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F(u), \vec{\xi} \in \overrightarrow{\mathbf{v}}_{2}^{\perp}, t>0\right\}$,
and
$W F(u) \subseteq W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$

$$
\begin{equation*}
\cup\left\{\left(x+t\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right), \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right), \vec{\xi} \in\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)^{\perp}, t>0\right\} \tag{4.2.7}
\end{equation*}
$$

$W F(u) \subseteq W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$

$$
\begin{equation*}
\cup\left\{\left(x+t\left(\overrightarrow{\mathbf{v}}_{1}-\overrightarrow{\mathbf{v}}_{2}\right), \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right), \vec{\xi} \in\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)^{\perp}, t>0\right\} \tag{4.2.8}
\end{equation*}
$$

Moreover, in view of Theorem 3.1.9, if $\left(x_{0}, \vec{\xi}_{0}\right) \in W F(u) \backslash W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$, then $\vec{\xi}_{0} \in$ $\left(\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}\right)^{\perp}$, and $x_{0}$ must lie on some line segment $x_{0}+I \overrightarrow{\mathbf{v}}$ for which $\left(x_{0}+I \overrightarrow{\mathbf{v}}\right) \times\left\{\vec{\xi}_{0}\right\} \subseteq$ $W F(u)$, and whose endpoints lie in $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$.

The following example shows that $W F(u) \backslash W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$ can in fact be nonempty:

Example 4.2.2. A distribution $u \in \mathscr{E}^{\prime}\left(\mathbb{R}^{n}\right)$ exists such that

$$
W F(u) \nsubseteq W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)
$$

Proof. Let $\overrightarrow{\mathbf{v}}_{1}=(\cos \theta,-\sin \theta)$ and $\overrightarrow{\mathbf{v}}_{2}=(\cos \theta, \sin \theta)$. We now take $u \in \mathcal{L}^{1}\left(\mathbb{R}^{2}\right)$ with

$$
u(x, y)= \begin{cases}-1, & \text { if }-1<x<0,|y|<1+2 \tan \theta \\ 1, & \text { if } 0<x<1,|y|<1+2 \tan \theta \\ 0, & \text { otherwise }\end{cases}
$$

so that $W F(u)$ contains $\ell \times\left\{\overrightarrow{\mathbf{e}}_{1}\right\}$, where $\ell$ is the portion of the $y$-axis where $|y| \leq 1+2 \tan \theta$. However, $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u(x, y)=0$ whenever $|y|<1$, and so $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$ omits that part of the $y$-axis.

A numerical inversion of a similar function in shown in Appendix A, Figure A.4.

Figure 4.1 depicts the wavefront of a distribution $u$ in blue, illustrating the maximum extent to which $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}}$ will extend (in green) and remove (in red) singularities from $u$.

### 4.2.2 Inversion and microlocal analysis with two sets of data with common incident beams



FIGURE 4.1: Visualisation of $W F(u)$, and $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}} u\right)$.

If we have two sets of data, $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f$ and $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f$, and we have

$$
\begin{equation*}
\overrightarrow{\mathbf{v}}_{0}=a_{1} \overrightarrow{\mathbf{v}}_{1}+a_{2} \overrightarrow{\mathbf{v}}_{2} \tag{4.2.9}
\end{equation*}
$$

for some coefficients $a_{1}$ and $a_{2}$ subject to the condition $a_{1}+a_{2} \neq 1$, and unit vectors $\overrightarrow{\mathbf{v}}_{0}$, $\overrightarrow{\mathbf{v}}_{1}$, and $\overrightarrow{\mathbf{v}}_{2}$, then the inversion from both sets of data turns out to be far simpler than the inversion from one set of data. Consider:

$$
\begin{aligned}
a_{1} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f+a_{2} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f & =a_{1} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}}\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}_{0}}+\mathcal{J}_{-\overrightarrow{\mathbf{v}}_{1}}\right) f+a_{2} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}}\left(\mathcal{J}_{\overrightarrow{\mathbf{v}}_{0}}+\mathcal{J}_{-\overrightarrow{\mathbf{v}}_{2}}\right) f \\
& =a_{1} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{J}_{\overrightarrow{\mathbf{v}}_{0}} f-a_{1} f+a_{2} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{J}_{\overrightarrow{\mathbf{v}}_{0}} f-a_{2} f \\
& =\mathcal{D}_{a_{1} \overrightarrow{\mathbf{v}}_{1}+a_{2} \overrightarrow{\mathbf{v}}_{2}} \mathcal{J}_{\overrightarrow{\mathbf{v}}_{0}} f-a_{1} f-a_{2} f \\
& =f-a_{1} f-a_{2} f
\end{aligned}
$$

which then yields the following inversion:

$$
\begin{equation*}
f=\frac{a_{1} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f+a_{2} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f}{1-a_{1}-a_{2}} \tag{4.2.10}
\end{equation*}
$$

The inversion formula, of course, requires that $a_{1}+a_{2} \neq 1$. If it were the case that equality did hold, then

$$
\left\|a_{1} \overrightarrow{\mathbf{v}}_{1}+a_{2} \overrightarrow{\mathbf{v}}_{2}\right\|^{2}=a_{1}^{2}+2 a_{1} a_{2} \overrightarrow{\mathbf{v}}_{1} \cdot \overrightarrow{\mathbf{v}}_{2}+a_{2}^{2}
$$

$$
\begin{aligned}
& =a_{1}^{2}+2 a_{1} a_{2} \overrightarrow{\mathbf{v}}_{1} \cdot \overrightarrow{\mathbf{v}}_{2}+a_{2}^{2} \\
& =\left(a_{1}+a_{2}\right)^{2}+2 a_{1} a_{2} \overrightarrow{\mathbf{v}}_{1} \cdot \overrightarrow{\mathbf{v}}_{2}-2 a_{1} a_{2} \\
& =1+2 a_{1} a_{2}\left(\overrightarrow{\mathbf{v}}_{1} \cdot \overrightarrow{\mathbf{v}}_{2}-1\right)
\end{aligned}
$$

which then would imply that either $a_{1}$ or $a_{2}$ would be zero, which would mean that $\overrightarrow{\mathbf{v}}_{0}$ is either $\overrightarrow{\mathbf{v}}_{1}$ or $\overrightarrow{\mathbf{v}}_{2}$, or that $\overrightarrow{\mathbf{v}}_{1} \cdot \overrightarrow{\mathbf{v}}_{2}=1$, which would mean $\overrightarrow{\mathbf{v}}_{1}=\overrightarrow{\mathbf{v}}_{2}$, all of which are uninteresting degenerate cases.

It follows from this inversion formula that

$$
W F(f) \subseteq W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f\right) \cup W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f\right)
$$

and so whatever $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f\right)$ omits from $W F(f), W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f\right)$ will not, and vice versa. Also, since $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f\right)$ and $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f\right)$ add at most $\mathbb{R} \times\left(\overrightarrow{\mathbf{v}}_{0}^{\perp} \cup \overrightarrow{\mathbf{v}}_{1}^{\perp}\right)$ and $\mathbb{R} \times\left(\overrightarrow{\mathbf{v}}_{0}^{\perp} \cup \overrightarrow{\mathbf{v}}_{2}^{\perp}\right)$, respectively, we can be certain that

$$
\begin{aligned}
& \left(W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f\right) \cup W_{1}\right) \cap\left(W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f\right) \cup W_{2}\right) \backslash V_{0} \\
& \quad \subseteq W F(f) \\
& \quad \subseteq\left(W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f\right) \backslash V_{1}\right) \cup\left(W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f\right) \backslash V_{2}\right)
\end{aligned}
$$

where

$$
\begin{gathered}
V_{k}=\mathbb{R}^{n} \times\left(\overrightarrow{\mathbf{v}}_{k}^{\perp} \backslash 0\right), k=0,1,2, \\
W_{k}=\mathbb{R}^{n} \times\left(\left(\overrightarrow{\mathbf{v}}_{k}-\overrightarrow{\mathbf{v}}_{0}\right)^{\perp} \backslash 0\right), k=1,2 .
\end{gathered}
$$

The only degree of uncertainty lies in what portion of $V_{0}$ that $W F(f)$ will contain in relation to $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{1}} f\right)$ and $W F\left(\mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{2}} f\right)$.

### 4.3 Broken Ray transform with curved detectors

In Katsevich and Krylov's two-detector setting, [6], inversion is given by the following differential equation, in terms of pairwise differences between Broken Ray transforms:

$$
\begin{equation*}
\left(\ell_{j}-\ell_{i}\right)\left(1-c_{i j}\right) f+\left(\mathcal{D}_{\vec{\beta}_{i}}-\mathcal{D}_{\vec{\beta}_{j}}\right) f=\mathcal{D}_{\vec{\beta}_{j}} \mathcal{D}_{\vec{\beta}_{i}} g_{i j}-\left(\ell_{i} c_{i j}+\ell_{j}\right) \mathcal{D}_{\vec{\beta}_{i}} g_{i j}, \tag{4.3.1}
\end{equation*}
$$

where $c_{i j}=\vec{\beta}_{i} \cdot \vec{\beta}_{j}$, and $\ell_{i}$ satisfies

$$
\mathcal{D}_{\vec{\beta}_{i}^{\perp}} \vec{\beta}_{i}=-\ell_{i} \vec{\beta}_{i}^{\perp}
$$

and is in fact given by

$$
\ell_{i}(x)= \begin{cases}0, & \text { if detector } i \text { is flat, } \\ -\left\|x-x_{i}\right\|^{-1}, & \text { if detector } i \text { is concave, with focal point at } x_{i} \\ \left\|x-x_{i}\right\|^{-1}, & \text { if detector } i \text { is convex, with focal point at } x_{i}\end{cases}
$$

In the three-detector setting, an inversion is given directly as

$$
f=-\frac{s_{32} \mathcal{D}_{\vec{\beta}_{1}} g_{12}+s_{21} \mathcal{D}_{\vec{\beta}_{3}} g_{32}}{s_{32}+s_{21}+s_{13}},
$$

where $s_{j k}=\vec{\beta}_{j} \cdot \vec{\beta}_{k}^{\perp}$. If $g_{i}$ is chosen for $i=1,2,3$ so that $g_{j k}=g_{j}-g_{k}$, e.g., when $g_{i}$ are three different measurements with a common initial beam for each scattering location $x$, then we can arrive at a more symmetric inversion:

$$
\begin{equation*}
f=-\frac{s_{32} \mathcal{D}_{\vec{\beta}_{1}} g_{1}+s_{13} \mathcal{D}_{\vec{\beta}_{2}} g_{2}+s_{21} \mathcal{D}_{\vec{\beta}_{3}} g_{3}}{s_{32}+s_{21}+s_{13}} . \tag{4.3.2}
\end{equation*}
$$

Note that this inversion formula can also be used to verify (4.2.10) by using $\mathcal{B}_{\overrightarrow{\mathbf{v}_{0}}, \overrightarrow{\mathbf{v}}_{0}} f$ as the third set of data, even though $\mathcal{B}_{\overrightarrow{\mathrm{v}}_{0}, \overrightarrow{\mathrm{v}}_{0}}$ is not invertible. Notice, of course, that $\mathcal{D}_{\overrightarrow{\mathbf{v}}_{0}} \mathcal{B}_{\overrightarrow{\mathbf{v}}_{0}, \overrightarrow{\mathbf{v}}_{0}} f=0$.

### 4.3.1 Solutions to (4.3.1)

In this subsection, we shall use $x$ as a coordinate variable instead of as a point in an open set. Furthermore, we shall let

$$
h_{i j}=\mathcal{D}_{\vec{\beta}_{j}} \mathcal{D}_{\vec{\beta}_{i}} g_{i j}-\left(\ell_{i} c_{i j}+\ell_{j}\right) \mathcal{D}_{\vec{\beta}_{i}} g_{i j} .
$$

By reversing the roles of $i$ and $j$ in (4.3.1), and performing the appropriate simplifications, we will find that

$$
h_{i j}=\mathcal{D}_{\vec{\beta}_{j}} \mathcal{D}_{\vec{\beta}_{i}} g_{i j}-\left(\ell_{j} c_{i j}+\ell_{i}\right) \mathcal{D}_{\vec{\beta}_{j}} g_{i j} .
$$

In the case that both detectors are flat in Katsevich and Krylov, then the $\ell_{i}$ vanish, and the inversion is identical to that of $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}}$ given in (4.2.1), with $\overrightarrow{\mathbf{v}}_{i}=\vec{\beta}_{i}$. We will solve (4.3.1) for $f$ in the various cases where at least one detector is curved using the method of characteristics.

## Concave and flat detectors

Suppose detector 1 is concave, detector 2 is flat, and assume without loss of generaltiy that the focal point of detector 1 is at the origin, and detector 2 detects rays in the direction $\overrightarrow{\mathbf{e}}_{1}$. This gives us $\vec{\beta}_{1}=\frac{z}{\|z\|}$ and $\vec{\beta}_{2}=\overrightarrow{\mathbf{e}}_{1}$. Generalizations from this case is obtained via translations, and rotations. Consider the parabolic coordinate system, given by the change of variables

$$
\begin{aligned}
& z=\left[\begin{array}{l}
x \\
y
\end{array}\right]=\Phi(\sigma, \tau) \stackrel{\text { def }}{=}\left[\begin{array}{c}
\frac{1}{2}\left(\sigma^{2}-\tau^{2}\right) \\
\sigma \tau
\end{array}\right], \\
& \sigma \in \mathbb{R}, \tau>0 .
\end{aligned}
$$



FIGURE 4.2: Concave and flat detectors with $\sigma \tau$ grid.

This coordinate system is a variation on that given in Hazewinkel's Encyclopedia of Mathematics, [4]. Note that in terms of complex variables, this is the same as $z=w^{2}$ for $\Re w>0$. The coordinate grid consists of parabolas opening either to the right or left, with focus at the origin. Notice that

$$
\begin{aligned}
\vec{\beta}_{2}-\vec{\beta}_{1} & =\overrightarrow{\mathbf{e}}_{1}-\frac{z}{\|z\|} \\
& =\overrightarrow{\mathbf{e}}_{1}-\frac{2 z}{\sqrt{\left(\sigma^{2}-\tau^{2}\right)^{2}+4 \sigma^{2} \tau^{2}}} \\
& =\frac{\left(\sigma^{2}+\tau^{2}\right) \overrightarrow{\mathbf{e}}_{1}-2 z}{\sigma^{2}+\tau^{2}} \\
& =\frac{1}{\sigma^{2}+\tau^{2}} \cdot\left[\begin{array}{c}
\left(\sigma^{2}+\tau^{2}\right)-\left(\sigma^{2}-\tau^{2}\right) \\
-2 \sigma \tau
\end{array}\right] \\
& =\frac{1}{\sigma^{2}+\tau^{2}} \cdot\left[\begin{array}{c}
2 \tau^{2} \\
-2 \sigma \tau
\end{array}\right] \\
& =-\frac{2 \tau}{\sigma^{2}+\tau^{2}} \cdot \frac{\partial \Phi}{\partial \tau}
\end{aligned}
$$

and so $\mathcal{D}_{\vec{\beta}_{2}}-\mathcal{D}_{\vec{\beta}_{1}}=-\frac{2 \tau}{\sigma^{2}+\tau^{2}} \cdot \frac{\partial}{\partial \tau}$. Thus, in this coordinate system, (4.3.1) with simplification, and multiplication by the proper integrating factor becomes

$$
\begin{equation*}
2 \tau \cdot f+\left(\sigma^{2}+\tau^{2}\right) \cdot \frac{\partial}{\partial \tau} f=\frac{\left(\sigma^{2}+\tau^{2}\right)^{2}}{2 \tau} \cdot h_{21} \tag{4.3.3}
\end{equation*}
$$

which has solution

$$
\begin{equation*}
f(x, y)=\left.\frac{\sigma^{2}+\tau_{0}^{2}}{\sigma^{2}+\tau^{2}} \cdot f\right|_{\tau=\tau_{0}}+\frac{1}{\sigma^{2}+\tau^{2}} \int_{\tau_{0}}^{\tau} \frac{\left(\sigma^{2}+t^{2}\right)^{2}}{2 t} \Phi^{\star} h_{21}(\sigma, t) d t \tag{4.3.4}
\end{equation*}
$$

where $\left.f\right|_{\tau=\tau_{0}}$ is understood as $\Phi^{\star} f\left(\sigma, \tau_{0}\right)$. It should be noted that if $f$ is at least $\mathcal{C}^{1}$ in a neighborhood of of $\tau=0$, then $h_{21}$ will vanish at $\tau=0$, which would then imply convergence of the above integral if we choose $\tau_{0}=0$.

If $f$ is supported away from positive $x$-axis, then

$$
\begin{equation*}
f(x, y)=\frac{1}{\sigma^{2}+\tau^{2}} \int_{0}^{\tau} \frac{\left(\sigma^{2}+t^{2}\right)^{2}}{2 t} \Phi^{\star} h_{21}(\sigma, t) d t . \tag{4.3.5}
\end{equation*}
$$

Viewing this inversion formula in a distributional sense, however, will require that the support of $h_{21}$ be bounded away from $\tau=0$, so that the division in the above integrand by $2 t$, and also by $\sigma^{2}+\tau^{2}$ after the integration, are both valid. Notice that in this setting, while we may require that the support of $f$ is bounded away from $\tau=0, g_{i j}$ will not generally inherit this requirement. We note, however, that $\mathcal{D}_{\vec{\beta}_{1}} g_{21}=-f-\mathcal{D}_{\vec{\beta}_{1}} \mathcal{J}_{-\vec{\beta}_{2}} f$, and since $\mathcal{J}_{-\vec{\beta}_{2}}$ spreads support only in the horizontal direction in the $x y$-plane, the desired support condition on $h_{21}$ is satisfied.

We then interpret integration from 0 to $\tau$ in a distributional sense by considering $\Phi^{\star} h_{21}$ as a distribution on the entire $\sigma \tau$-plane whose support is contained in the open half-space $\{\tau>0\}$. After multiplication of the integrand by $\frac{\left(\sigma^{2}+t^{2}\right)^{2}}{2 t}$, we apply $\mathcal{J}_{(0,1)}$, resulting in a distribution also supported in the open half space $\{\tau>0\}$.

## Convex and flat detectors

If instead, detector 1 was convex, we can still use the parabolic coordinates, but instead imposing the domain restriction $\sigma>0, \tau \in \mathbb{R}$ on the formula given for $\Phi$. We then have $\overrightarrow{\beta_{1}}=-\frac{z}{\|z\|}$, and find that

$$
\begin{aligned}
\vec{\beta}_{2}-\vec{\beta}_{1} & =\overrightarrow{\mathbf{e}}_{1}+\frac{z}{\|z\|} \\
& =\overrightarrow{\mathbf{e}}_{1}+\frac{2 z}{\sqrt{\left(\sigma^{2}-\tau^{2}\right)^{2}+4 \sigma^{2} \tau^{2}}} \\
& =\frac{\left(\sigma^{2}+\tau^{2}\right) \overrightarrow{\mathbf{e}}_{1}+2 z}{\sigma^{2}+\tau^{2}} \\
& =\frac{1}{\tau^{2}+\sigma^{2}} \cdot\left[\begin{array}{c}
\left(\sigma^{2}-\tau^{2}\right)+\left(\tau^{2}+\sigma^{2}\right) \\
2 \sigma \tau
\end{array}\right] \\
& =\frac{1}{\tau^{2}+\sigma^{2}} \cdot\left[\begin{array}{l}
2 \sigma^{2} \\
2 \sigma \tau
\end{array}\right]
\end{aligned}
$$

$$
=\frac{2 \sigma}{\tau^{2}+\sigma^{2}} \cdot \frac{\partial \Phi}{\partial \sigma}
$$

Thus, $\mathcal{D}_{\vec{\beta}_{2}}-\mathcal{D}_{\vec{\beta}_{1}}=\frac{2 \sigma}{\sigma^{2}+\tau^{2}} \cdot \frac{\partial}{\partial \sigma}$, so we then write (4.3.1) as

$$
\begin{equation*}
2 \sigma \cdot f+\left(\sigma^{2}+\tau^{2}\right) \cdot \frac{\partial}{\partial \sigma} f=-\frac{\left(\sigma^{2}+\tau^{2}\right)^{2}}{2 \tau} \cdot h_{21} \tag{4.3.6}
\end{equation*}
$$

which has solution

$$
\begin{equation*}
f(x, y)=\left.\frac{\sigma_{0}^{2}+\tau^{2}}{\sigma^{2}+\tau^{2}} \cdot f\right|_{\sigma=\sigma_{0}}-\frac{1}{\sigma^{2}+\tau^{2}} \int_{\sigma_{0}}^{\sigma} \frac{\left(s^{2}+\tau^{2}\right)^{2}}{2 s} \Phi^{\star} h_{21}(s, \tau) d s \tag{4.3.7}
\end{equation*}
$$

and if $f$ is supported away from the negative $x$-axis, then

$$
\begin{equation*}
f(x, y)=-\frac{1}{\sigma^{2}+\tau^{2}} \int_{0}^{\sigma} \frac{\left(s^{2}+\tau^{2}\right)^{2}}{2 s} \Phi^{\star} h_{21}(s, \tau) d s \tag{4.3.8}
\end{equation*}
$$

In the same manner determined in the concave/flat setting, we impose a support restriction on $f$, this time requiring the support be bounded away from $\sigma=0$.

## Two concave detectors

Now suppose both detectors are concave, and assume without loss of generality that the focal points are at $e_{1}=(1,0)$ and $-e_{1}=(-1,0)$, giving us $\vec{\beta}_{1}=\frac{z-e_{1}}{\left\|z-e_{1}\right\|}$ and $\vec{\beta}_{2}=\frac{z+e_{1}}{\left\|z+e_{1}\right\|}$. Generalizing to an arbitrary pair of focal points entails using translations, dialations, and rotations.


FIGURE 4.3: Two concave detectors with $\mu \nu$ grid. [4], given by the change of variables

$$
z=\left[\begin{array}{l}
x  \tag{4.3.9}\\
y
\end{array}\right]=\Psi(\mu, \nu) \stackrel{\text { def }}{=}\left[\begin{array}{c}
\cosh \mu \cos \nu \\
\sinh \mu \sin \nu
\end{array}\right], \quad \mu \geq 0,0 \leq \nu \leq 2 \pi
$$

In terms of complex variables, this is equivalent to $z=\cosh w$ for $0 \leq \Im w \leq 2 \pi$. The coordinate grid consists of ellipses and hyperbolas whose focal points are $e_{1}$ and $-e_{1}$. After use of trigonometric and hyperbolic trigonometric identities, we find that $\left\|z \pm e_{1}\right\|=$ $\cosh \mu \pm \cos \nu$. Thus, in the case that both detectors are concave, we compute

$$
\begin{aligned}
\vec{\beta}_{2}-\vec{\beta}_{1} & =\frac{z+e_{1}}{\left\|z+e_{1}\right\|}-\frac{z-e_{1}}{\left\|z-e_{1}\right\|} \\
& =\frac{z+e_{1}}{\cosh \mu+\cos \nu}-\frac{z-e_{1}}{\cosh \mu-\cos \nu} \\
& =\frac{(\cosh \mu-\cos \nu)\left(z+e_{1}\right)-(\cosh \mu+\cos \nu)\left(z-e_{1}\right)}{\cosh ^{2} \mu-\cos ^{2} \nu} \\
& =2 \frac{e_{1} \cosh \mu-z \cos \nu}{\cosh ^{2} \mu-\cos ^{2} \nu} \\
& =\frac{2}{\cosh ^{2} \mu-\cos ^{2} \nu}\left[\begin{array}{c}
\cosh \mu-\cosh \mu \cos ^{2} \nu \\
-\sinh \mu \sin \nu \cos \nu
\end{array}\right] \\
& =\frac{2}{\cosh ^{2} \mu-\cos ^{2} \nu}\left[\begin{array}{c}
\cosh \mu \sin ^{2} \nu \\
-\sinh \mu \sin \nu \cos \nu
\end{array}\right] \\
& =\frac{-2 \sin \nu}{\cosh ^{2} \mu-\cos ^{2} \nu}\left[\begin{array}{c}
-\cosh \mu \sin \nu \\
\sinh \mu \cos \nu
\end{array}\right] \\
& =\frac{-2 \sin \nu}{\cosh ^{2} \mu-\cos ^{2} \nu} \cdot \frac{\partial \Psi}{\partial \nu} .
\end{aligned}
$$

Hence, $\mathcal{D}_{\vec{\beta}_{2}}-\mathcal{D}_{\vec{\beta}_{1}}=\frac{-2 \sin \nu}{\cosh ^{2} \mu-\cos ^{2} \nu} \cdot \frac{\partial}{\partial \nu}$, and the characteristic curves associated with the differential equation (4.3.1) are in fact the aforementioned ellipses. We can therefore write (4.3.1) in this case as

$$
2 \sin \nu \cos \nu \cdot f+\left(\cosh ^{2} \mu-\cos ^{2} \nu\right) \cdot \frac{\partial}{\partial \nu} f=\frac{\left(\cosh ^{2} \mu-\cos ^{2} \nu\right)^{2}}{2 \sin \nu} \cdot h_{21},
$$

which has solution

$$
\begin{aligned}
& f(x, y)=\left.\frac{\cosh ^{2} \mu-\cos ^{2} \nu_{0}}{\cosh ^{2} \mu-\cos ^{2} \nu} f\right|_{\nu=\nu_{0}} \\
& \quad \\
& \quad+\frac{1}{\cosh ^{2} \mu-\cos ^{2} \nu} \int_{\nu_{0}}^{\nu} \frac{1}{\sin t} \frac{\left(\cosh ^{2} \mu-\cos ^{2} t\right)^{2}}{2} \Psi^{\star} h_{21}(\mu, t) d t .
\end{aligned}
$$

Given that the characteristic curves are ellipses, this suggests that the mapping $f \mapsto g_{i j}$ is not injective. Non-injectivity is verfied by choosing

$$
f(x, y)=\frac{\cosh ^{2} \mu-1}{\cosh ^{2} \mu-\cos ^{2} \nu} f_{0}(\mu)
$$

where $f_{0}$ is a choice of boundary conditions on $\eta=0$. consider the following reparametrization of (1.1.3):

$$
\begin{equation*}
g_{21}\left(z_{0}\right)=\int_{p_{0}}^{\infty} f\left(-e_{1}+p \vec{\beta}_{2}\right) d p-\int_{q_{0}}^{\infty} f\left(e_{1}+q \vec{\beta}_{1}\right) d q \tag{4.3.10}
\end{equation*}
$$

where $p_{0}, q_{0}, \vec{\beta}_{1}$, and $\vec{\beta}_{2}$ are held to the constraint

$$
z_{0}=\Psi\left(\mu_{0}, \eta_{0}\right)=-e_{1}+p_{0} \vec{\beta}_{2}=e_{1}+q_{0} \vec{\beta}_{1}
$$

With regards to the ray along which we integrate $f$ in the first integral,

$$
-e_{1}+p \vec{\beta}_{2}=\Psi(\mu, \nu)
$$

defines both $\mu$ and $\nu$ implicitly as functions of $p$, and implicit differentiation with respect to $p$ yields

$$
\vec{\beta}_{2}=\mathcal{D} \Psi(\mu, \nu) \cdot\left[\begin{array}{ll}
\frac{\partial \mu}{\partial p} & \frac{\partial \nu}{\partial p}
\end{array}\right]
$$

and so

$$
\frac{\partial \mu}{\partial p}=\pi_{1} \mathcal{D} \Psi(\mu, \nu)^{-1} \vec{\beta}_{2}=\frac{\sinh \mu}{\cosh ^{2} \mu-\cos ^{2} \nu}
$$

Hence, a substitution allows us to express the first integral in (4.3.10) as follows:

$$
\begin{aligned}
\int_{p_{0}}^{\infty} f\left(-e_{1}+p \vec{\beta}_{2}\right) d p & =\int_{p_{0}}^{\infty} f(\Psi(\mu, \nu)) d p \\
& =\int_{p_{0}}^{\infty} \frac{\cosh ^{2} \mu-1}{\cosh ^{2} \mu-\cos ^{2} \nu} f_{0}(\mu) d p \\
& =\int_{p_{0}}^{\infty} \sinh \mu f_{0}(\mu) \frac{\partial \mu}{\partial p} d p \\
& =\int_{\mu_{0}}^{\infty} \sinh \mu f_{0}(\mu) d \mu
\end{aligned}
$$

A similar substitution in the second integral in (4.3.10) will yield the same integral in $\mu$, and hence the two integrals will cancel. Hence, knowledge of boundary data independent of knowledge of $g_{i j}$ is necessary. Knowledge that $f$ is supported away from $\nu=0$ or $\nu=\pi$ will be sufficient. Notice that $\nu=0$ and $\nu=\pi$ are parts of the $x$-axis, the former being where $x>1$, and the latter corresponding to $x<-1$.

Thus, for $f$ supported away from $\nu=0$, we write

$$
f(x, y)=\frac{1}{\cosh ^{2} \mu-\cos ^{2} \nu} \int_{0}^{\nu} \frac{1}{\sin t} \frac{\left(\cosh ^{2} \mu-\cos ^{2} t\right)^{2}}{2} \Psi^{\star} h_{21}(\mu, t) d t
$$

whereas for $f$ supported away from $\nu=\pi$, we write

$$
f(x, y)=-\frac{1}{\cosh ^{2} \mu-\cos ^{2} \nu} \int_{\nu}^{\pi} \frac{1}{\sin t} \frac{\left(\cosh ^{2} \mu-\cos ^{2} t\right)^{2}}{2} \Psi^{\star} h_{21}(\mu, t) d t
$$

## Two convex detectors

Not surprisingly, the case of two convex detectors is not exceedingly different from two convex detectors. With the focal points still kept at $e_{1}$ and $e_{2}$, we find that $\mathcal{D}_{\vec{\beta}_{2}}-\mathcal{D}_{\vec{\beta}_{1}}$ is merely the negation of that given in the concave case. Therefore, the characteristics remain the same as those in the concave/concave case. Thus, the result is that the inversion instead becomes

$$
\begin{aligned}
f(x, y)= & \left.\frac{\cosh ^{2} \mu-\cos ^{2} \nu_{0}}{\cosh ^{2} \mu-\cos ^{2} \nu} f\right|_{\nu=\nu_{0}} \\
& \quad-\frac{1}{\cosh ^{2} \mu-\cos ^{2} \nu} \int_{\nu_{0}}^{\nu} \frac{1}{\sin t} \frac{\left(\cosh ^{2} \mu-\cos ^{2} t\right)^{2}}{2} \Psi^{\star} h_{21}(\mu, t) d t .
\end{aligned}
$$

This case still suffers from the same non-injectivity as the concave case in the absense of known boundary data. A similar computation will verify that $g_{i j}$ vanishes if $f(x, y)=$ $\frac{\cosh ^{2} \mu-\cos ^{2} \nu_{0}}{\cosh ^{2} \mu-\cos ^{2} \nu} f_{0}(\mu)$.

In the case of the detectors being either both concave or both convex, requiring the support of $f$ to be compact and bounded away from the $x$-axis will guarantee that $h_{i j}$ be supported away from the $x$-axis as well, which makes multiplication in the distributional sense by $\frac{1}{\sin \nu}$ and $\frac{1}{\cosh ^{2} \mu-\cos ^{2} \nu}$ possible.

## Concave and convex detectors, different focal points

While the unmixed concave/concave and convex/convex cases presented above are strikingly similar to each other, the mixed case presents a different geometry, with the only commonality with the unmix case being that we may continue to use the elliptic coordinate system. In the mixed case, we will let detector 1 be concave and detector 2 convex, with focal points placed at $e_{1}$ and $-e_{1}$ as before. We
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$$
\begin{aligned}
\vec{\beta}_{2}-\vec{\beta}_{1} & =\frac{z+e_{1}}{\left\|z+e_{1}\right\|}+\frac{z-e_{1}}{\left\|z-e_{1}\right\|} \\
& =\frac{z+e_{1}}{\cosh \mu+\cos \nu}+\frac{z-e_{1}}{\cosh \mu-\cos \nu} \\
& =\frac{(\cosh \mu-\cos \nu)\left(z+e_{1}\right)+(\cosh \mu+\cos \nu)\left(z-e_{1}\right)}{\cosh ^{2} \mu-\cos ^{2} \nu} \\
& =2 \frac{z \cosh \mu-e_{1} \cos \nu}{\cosh ^{2} \mu-\cos ^{2} \nu} \\
& =\frac{2}{\cosh ^{2} \mu-\cos ^{2} \nu}\left[\begin{array}{c}
\cosh ^{2} \mu \cos \nu-\cos \nu \\
\sinh \mu \cosh \mu \sin \nu
\end{array}\right] \\
& =\frac{2}{\cosh ^{2} \mu-\cos ^{2} \nu}\left[\begin{array}{c}
\sinh 2 \mu \cos \nu \\
\sinh \mu \cosh \mu \sin \nu
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{2 \sinh \mu}{\cosh ^{2} \mu-\cos ^{2} \nu}\left[\begin{array}{l}
\sinh \mu \cos \nu \\
\cosh \mu \sin \nu
\end{array}\right] \\
& =\frac{2 \sinh \mu}{\cosh ^{2} \mu-\cos ^{2} \nu} \frac{\partial \Psi}{\partial \mu}
\end{aligned}
$$

Therefore, the characteristic curves are then the hyperbolas, and as a result, no boundary data is necessary if $f$ is known to have compact support.

In this coordinate system, (4.3.1) becomes

$$
\frac{2 \cosh \mu}{\cosh ^{2} \mu-\cos ^{2} \nu} \cdot \frac{2 \sinh ^{2} \mu}{\cosh ^{2} \mu-\cos ^{2} \nu} \cdot f+\frac{2 \sinh \mu}{\cosh ^{2} \mu-\cos ^{2} \nu} \cdot \frac{\partial f}{\partial \mu}=h_{21}
$$

and multiplication by $\frac{\left(\cosh ^{2} \mu-\cos ^{2} \nu\right)^{2}}{2 \sinh \mu}$, we obtain

$$
2 \sinh \mu \cosh \mu \cdot f+\left(\cosh ^{2} \mu-\cos ^{2} \nu\right) \cdot \frac{\partial f}{\partial \mu}=-\frac{\left(\cosh ^{2} \mu-\cos ^{2} \nu\right)^{2}}{2 \sinh \mu} h_{21}
$$

and so a solution is

$$
\begin{aligned}
f= & \left.\frac{\cosh ^{2} \mu_{0}-\cos ^{2} \nu}{\cosh ^{2} \mu-\cos ^{2} \nu} f\right|_{\mu=\mu_{0}} \\
& \quad-\frac{1}{\cosh ^{2} \mu-\cos ^{2} \nu} \int_{\mu_{0}}^{\mu} \frac{\left(\cosh ^{2} t-\cos ^{2} \nu\right)^{2}}{2 \sin t} \Psi^{\star} h_{21}(t, \nu) d t
\end{aligned}
$$

## Concave and convex detectors, common focal point

Finally, if the focal points are at the origin, then $g_{21}$ is obtained by integrating $f$ in the radial direction as follows:

$$
g_{21}(r \vec{\theta})=\int_{r}^{\infty} f(t \vec{\theta}) d t-\int_{0}^{r} f(t \vec{\theta}) d t, \quad r>0, \vec{\theta} \in \mathcal{S}^{1}
$$

Hence, we can short circuit (4.3.1) and immediately see that

$$
f=-\frac{1}{2} \frac{\partial}{\partial r} g_{21}
$$

### 4.3.2 Microlocal analysis of the Broken Ray transform with curved detectors

Define the following pair of transforms:

$$
\begin{gathered}
\breve{\mathcal{J}} f(r \vec{\theta})=\int_{0}^{r} f(t \vec{\theta}) d t, \quad \widehat{\mathcal{J}} f(r \vec{\theta})=\int_{r}^{\infty} f(t \vec{\theta}) d t, \\
r>0, \vec{\theta} \in \mathcal{S}^{1}, f \in \mathcal{C}_{0}^{0}\left(\mathbb{R}^{2} \backslash 0\right) .
\end{gathered}
$$

We observe that $\breve{\mathcal{J}}$ models a convex detector, while $\widehat{\mathcal{J}}$ models a concave detector, with the origin serving as the focus for both. We can use an arbitrary point $x_{0}$ in $\mathbb{R}^{2}$ as a focus by conjugating these transforms with a translation, defining

$$
\begin{aligned}
& \breve{\mathcal{J}}_{x_{0}} f\left(x_{0}+r \vec{\theta}\right)=\int_{0}^{r} f\left(x_{0}+t \vec{\theta}\right) d t, \\
& \widehat{\mathcal{J}}_{x_{0}} f\left(x_{0}+r \vec{\theta}\right)=\int_{r}^{\infty} f\left(x_{0}+t \vec{\theta}\right) d t
\end{aligned}
$$

for $r>0, \vec{\theta} \in \mathcal{S}^{1}$, and $f \in \mathcal{C}_{0}^{0}\left(\mathbb{R}^{2} \backslash\left\{x_{0}\right\}\right)$. We can then characterize each $g_{i j}$ as the difference between any pair of transforms of the form $\mathcal{J}_{\overrightarrow{\mathbf{v}}}, \breve{\mathcal{J}}_{x_{0}}$, and $\widehat{\mathcal{J}}_{x_{0}}$.

Since $\breve{\mathcal{J}}_{x_{0}}$ and $\widehat{\mathcal{J}}_{x_{0}}$ differ from $\breve{\mathcal{J}}$ and $\widehat{\mathcal{J}}$ by only conjugation with a translation, it will suffice to examine $\breve{\mathcal{J}}$ and $\widehat{\mathcal{J}}$. If we pull back $f, \breve{\mathcal{J}} f$, and $\widehat{\mathcal{J}} f$ by the map $\Psi(\rho, \theta)=$ ( $e^{\rho} \cos \theta, e^{\rho} \sin \theta$ ), and performing the proper substitutions, we obtain

$$
\begin{aligned}
& \Psi^{\star} \breve{\mathcal{J}} f(\rho, \theta)=\int_{-\infty}^{\rho} e^{\tau} \Psi^{\star} f(\tau, \theta) d \tau, \\
& \Psi^{\star} \widehat{\mathcal{J}} f(\rho, \theta)=\int_{\rho}^{\infty} e^{\tau} \Psi^{\star} f(\tau, \theta) d \tau .
\end{aligned}
$$

This gives us a method of defining both $\breve{\mathcal{J}}$ and $\widehat{\mathcal{J}}$ in a distributional sense when $f \in$ $\mathscr{E}^{\prime \prime}\left(\mathbb{R}^{n} \backslash 0\right)$ :

$$
\breve{\mathcal{J}}=\Psi^{-\star} \mathcal{J}_{(1,0)}\left(e^{\tau} \Psi^{\star} f\right), \quad \widehat{\mathcal{J}}=\Psi^{-\star} \mathcal{J}_{(-1,0)}\left(e^{\tau} \Psi^{\star} f\right)
$$

Hence, we can identify the following wavefront set relationships:

$$
\begin{aligned}
& W F\left(\Psi^{\star} \breve{\mathcal{J}} f\right) \subseteq W F\left(\Psi^{\star} f\right) \cup\left\{((\rho+t, \theta),(0, \eta)) \mid((\rho, \theta),(0, \eta)) \in W F\left(\Psi^{\star} f\right), t>0\right\}, \\
& W F\left(\Psi^{\star} \widehat{\mathcal{J}} f\right) \subseteq W F\left(\Psi^{\star} f\right) \cup\left\{((\rho-t, \theta),(0, \eta)) \mid((\rho, \theta),(0, \eta)) \in W F\left(\Psi^{\star} f\right), t>0\right\}
\end{aligned}
$$

Undoing the pullback, we arrive at:

$$
\begin{gathered}
W F(\breve{J} f) \subseteq W F(f) \cup\left\{(t x, \vec{\xi}) \mid(x, \vec{\xi}) \in W F(f), t>1, \vec{\xi} \in x^{\perp}\right\} \\
W F(\widehat{\mathcal{J}} f) \subseteq W F(f) \cup\left\{(t x, \vec{\xi}) \mid(x, \vec{\xi}) \in W F(f), 0<t<1, \vec{\xi} \in x^{\perp}\right\} .
\end{gathered}
$$

Then by pulling back by translation, we obtain the following:

$$
\begin{aligned}
& W F\left(\breve{\mathcal{J}}_{x_{0}} f\right) \subseteq W F(f) \\
& \quad \cup\left\{\left(t\left(x-x_{0}\right)+x_{0}, \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F(f), t>1, \vec{\xi} \in\left(x-x_{0}\right)^{\perp}\right\} \\
& W F\left(\widehat{\mathcal{J}}_{x_{0}} f\right) \subseteq W F(f) \\
& \quad \cup\left\{\left(t\left(x-x_{0}\right)+x_{0}, \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F(f), 0<t<1, \vec{\xi} \in\left(x-x_{0}\right)^{\perp}\right\} .
\end{aligned}
$$

Hence, with $f$ and $g_{i j}$ as given in (1.1.3), regardless of the curvature of the detectors, we have

$$
\begin{aligned}
W F\left(g_{i j}\right) \subseteq W F & (f) \\
& \cup\left\{\left(x-t \vec{\beta}_{1}(x), \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F(f), \vec{\xi} \in \vec{\beta}_{1}^{\perp}(x), t \geq 0\right\} \\
& \cup\left\{\left(x-t \vec{\beta}_{2}(x), \vec{\xi}\right) \mid(x, \vec{\xi}) \in W F(f), \vec{\xi} \in \vec{\beta}_{2}^{\perp}(x), t \geq 0\right\}
\end{aligned}
$$

In the case that a detector is convex, then one must include the restriction $t<\|x\|$ in the corresponding part of the formula above.

As much as inversion of $\mathcal{B}_{\overrightarrow{\mathbf{v}}_{1}, \overrightarrow{\mathbf{v}}_{2}}$ propagates singularities along rays in the direction $\overrightarrow{\mathbf{v}}_{2}-\overrightarrow{\mathbf{v}}_{1}$, inversion of (4.3.1) will propagate singularities along the parabolas, hyperbolas, and ellipses over which the inversion formulas found in Section 4.3.1. Since the inversion formula for the mixed convex-concave case with common origin is given only by differentiation, inversion in that case propagates no singularities. We will omit the details of these results.

## 5 THE POLAR BROKEN RAY TRANSFORM

Of particular interest is investigating conditions for which $f$ can be recovered from $\mathcal{Q} f$, as defined in (1.2.1). An immediate observation that uniqueness of $f$ is known if the support in $\theta$ of $f$ is sufficiently small, since this then the limited angle X-ray transform problem. Specifically, if the support of $f$ contained in the sector $0 \leq \theta \leq \theta_{\max }$ with $\theta_{\max }<\phi$, then for $0<\theta<\phi$,

$$
\mathcal{P}_{\vec{\theta}} f(p)=\mathcal{Q} f\left(p \csc \phi \cdot A^{-1} \vec{\theta}\right), \quad \vec{\theta}=(\cos \theta, \sin \theta) .
$$

However, reconstructions of $f$ in the limited angle problem are unstable.

### 5.1 Mapping Properties

Our next few observations will be of mapping properties of $\mathcal{Q}$.

Proposition 5.1.1. Let $p \geq 1$, and $\hat{w}:\left[0, r_{\max }\right] \rightarrow \mathbb{R}$ be a nonnegative weight function, and define

$$
\begin{aligned}
& w(r)=\frac{1}{r} \int_{r}^{r_{\max }} s^{2-1 / p} \hat{w}(s) d s \\
& \quad+\int_{0}^{r} \frac{s\left(\sqrt{r_{\max }^{2}-s^{2} \sin ^{2} \phi}-s \cos \phi\right)^{1-1 / p} \hat{w}(s)}{\sqrt{r^{2}-s^{2} \sin ^{2} \phi}} d s, \quad r_{\min } \leq r \leq r_{\max }
\end{aligned}
$$

Then $\mathcal{Q}$ continuously maps $\mathcal{L}^{p}(\Omega, w)$ to $\mathcal{L}^{p}(\hat{\Omega}, \hat{w})$.

Proof. We let $f \in \mathcal{L}^{p}(\Omega, w)$, set $t_{\text {max }}=\sqrt{r_{\text {max }}^{2}-s^{2} \sin ^{2} \phi}-s \cos \phi$ and observe:

$$
\|\mathcal{Q} f\|_{\mathcal{L}^{p}(\hat{\Omega}, \hat{w})}^{p} \int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} s|\mathcal{Q} f(s \vec{\sigma})|^{p} \hat{w}(s) d s d \vec{\sigma}
$$

$$
\begin{aligned}
&= \int_{\mathcal{S}^{1}} \\
& \int_{0}^{r_{\max }} s\left|\int_{0}^{s} f(t \vec{\sigma}) d t+\int_{0}^{t_{\max }} f(s \vec{\sigma}+t A \vec{\sigma}) d t\right|^{p} \hat{w}(s) d s d \vec{\sigma} \\
& \leq 2^{p-1}\left(\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} s\left|\int_{0}^{s} f(t \vec{\sigma}) d t\right|^{p} \hat{w}(s) d s d \vec{\sigma}\right. \\
&\left.+\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} s\left|\int_{0}^{t_{\max }} f(s \vec{\sigma}+t A \vec{\sigma}) d t\right|^{p} \hat{w}(s) d s d \vec{\sigma}\right) \\
& \leq 2^{p-1}\left(\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} s \cdot s^{1-1 / p} \int_{0}^{s}|f(t \vec{\sigma})|^{p} d t \hat{w}(s) d s d \vec{\sigma}\right. \\
&\left.+\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} s t_{\max }^{1-1 / p} \int_{0}^{\infty}|f(s \vec{\sigma}+t A \vec{\sigma})|^{p} d t \hat{w}(s) d s d \vec{\sigma}\right) \\
& \leq 2^{p-1}\left(\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} \int_{0}^{s} s^{2-1 / p}|f(t \vec{\sigma})|^{p} \hat{w}(s) d t d s d \vec{\sigma}\right. \\
& \quad\left.+\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} \int_{0}^{t_{\max }} s t_{\max }^{1-1 / p}|f(s \vec{\sigma}+t A \vec{\sigma})|^{p} \hat{w}(s) d t d s d \vec{\sigma}\right) \\
&=2^{p-1}\left(\int_{0}^{r_{\max }} s \hat{w}(s) \int_{\mathcal{S}^{1}} \int_{0}^{s}|f(t \vec{\sigma})|^{p} d t d \vec{\sigma} d s\right. \\
& \quad\left.\quad \int_{0}^{r_{\max }} s t_{\max }^{1-1 / p} \hat{w}(s) \int_{\mathcal{S}^{1}} \int_{0}^{t_{\max }}|f(s \vec{\sigma}+t A \vec{\sigma})|^{p} d t d \vec{\sigma} d s\right) .
\end{aligned}
$$

At this point, we shall relabel $t$ and $\vec{\sigma}$ as $r$ and $\vec{\theta}$ in the first integral, and make the multivariable substitution $r \vec{\theta}=s \vec{\sigma}+t A \vec{\sigma}$ in the second integral, holding $s$ as a parameter:

$$
\begin{aligned}
&\|\mathcal{Q} f\|_{\mathcal{L}^{p}(\hat{\Omega}, \hat{w})}^{p} \leq 2^{p-1}\left(\int_{0}^{r_{\max }} s^{2-1 / p} \hat{w}(s) \int_{\mathcal{S}^{1}} \int_{0}^{s}|f(r \vec{\theta})|^{p} d r d \vec{\theta} d s\right. \\
&\left.+\int_{0}^{r_{\max }} s t_{\max }^{1-1 / p} \hat{w}(s) \int_{\mathcal{S}^{1}} \int_{s}^{r_{\max }}|f(r \vec{\theta})|^{p} \cdot \frac{r}{\sqrt{r^{2}-s^{2} \sin ^{2} \phi}} d r d \vec{\theta} d s\right) \\
&=2^{p-1}\left(\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }}|f(r \vec{\theta})|^{p} \int_{r}^{r_{\max }} s^{2-1 / p} \hat{w}(s) d s d r d \vec{\theta}\right. \\
&\left.+\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }}|f(r \vec{\theta})|^{p} \cdot \int_{0}^{r} \frac{r t_{\max }^{1-1 / p}}{\sqrt{r^{2}-s^{2} \sin ^{2} \phi}} s \hat{w}(s) d s d r d \vec{\theta}\right) \\
&=2^{p-1}\left(\int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} r|f(r \vec{\theta})|^{p} \cdot \frac{1}{r} \int_{r}^{r_{\max }} s^{2-1 / p} \hat{w}(s) d s d r d \vec{\theta}\right. \\
&\left.+\int_{0}^{r_{\max }} \int_{\mathcal{S}^{1}} r|f(r \vec{\theta})|^{p} \cdot \int_{0}^{r} \frac{s t_{\max }^{1-1 / p} \hat{w}(s)}{\sqrt{r^{2}-s^{2} \sin ^{2} \phi}} d s d r d \vec{\theta}\right) \\
&=2^{p-1} \int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} r|f(r \vec{\theta})|^{p}\left(\frac{1}{r} \int_{r}^{r_{\max }} s^{2-1 / p} \hat{w}(s) d s\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\quad+\int_{0}^{r} \frac{s t_{\max }^{1-1 / p} \hat{w}(s)}{\sqrt{r^{2}-s^{2} \sin ^{2} \phi}} d s\right) d r d \vec{\theta} \\
& =2^{p-1} \int_{\mathcal{S}^{1}} \int_{0}^{r_{\max }} r|f(r \vec{\theta})|^{p} w(r) d r d \vec{\theta} \\
& =2^{p-1}\|f\|_{\mathcal{L}^{p}(\Omega, w)}^{p}
\end{aligned}
$$

Thus, $\|\mathcal{Q} f\|_{\mathcal{L}^{p}(\hat{\Omega}, \hat{w})} \leq 2^{1-1 / p}\|f\|_{\mathcal{L}^{p}(\Omega, w)}$. If $r_{\text {min }}>0$, we may set $\hat{w}(s)=1$, and find that $w$ is bounded on $\left[r_{\min }, r_{\max }\right]$, and so we can drop the weight functions to describe $\mathcal{Q}$ as mapping $\mathcal{L}^{p}(\Omega)$ continuously into $\mathcal{L}^{p}(\hat{\Omega})$.

In view of the substitution in the second integral, we will take:

$$
r \vec{\theta}=s \vec{\sigma}+t A \vec{\sigma}
$$

in the context of the second integral for the rest of this chapter, which defines $r$ as a function of $s$ and $t$, and $\theta$ as a function of $s, \sigma$, and $t$.

Next, we will see how $\mathcal{Q}$ acts on Sobolev Spaces. First, we should see how $\mathcal{Q}$ interacts with partial derivative operators. For convenience, we shall look at partial differentiation with respect to polar variables. Since $\mathcal{Q}$ commutes with rotations, it is easy to see that $\mathcal{Q}$ also commutes with differentiation with respect to the angular variable, i.e., $\frac{\partial \mathcal{Q} f}{\partial \sigma}=\mathcal{Q}\left(\frac{\partial f}{\partial \theta}\right)$, whenever $\frac{\partial f}{\partial \theta}$ also exists in $\mathcal{L}^{p}(\Omega)$.

Proposition 5.1.2. Let $f \in \mathcal{L}^{p}(\Omega, w)$, and suppose $\frac{\partial f}{\partial \theta}$ exists. Then

$$
\frac{\partial \mathcal{Q} f}{\partial \sigma}=\mathcal{Q}\left(\frac{\partial f}{\partial \theta}\right)
$$

Proof. This is a straightforward computation. Recall that $\frac{\partial}{\partial \sigma} \vec{\sigma}=\vec{\sigma}^{\perp}$ and for any nonzero vector $\overrightarrow{\mathbf{v}}, \overrightarrow{\mathbf{v}}^{\perp} \cdot \nabla f(\overrightarrow{\mathbf{v}})=\frac{\partial f}{\partial \theta}(\overrightarrow{\mathbf{v}})$, where $\overrightarrow{\mathbf{v}}^{\perp}$ denotes a counter-clockwise rotation of $\overrightarrow{\mathbf{v}}$ by an angle of $\frac{\pi}{2}$ :

$$
\frac{\partial \mathcal{Q} f}{\partial \sigma}=\int_{0}^{s} t \vec{\sigma}^{\perp} \cdot \nabla f(t \vec{\sigma}) d t+\int_{0}^{\infty}\left(s \vec{\sigma}^{\perp}+t A \vec{\sigma}^{\perp}\right) \cdot \nabla f(s \vec{\sigma}+t A \vec{\sigma}) d t
$$

$$
\begin{aligned}
& =\int_{0}^{s} \frac{\partial f}{\partial \theta}(t \vec{\sigma}) d t+\int_{0}^{\infty} \frac{\partial f}{\partial \theta}(s \vec{\sigma}+t A \vec{\sigma}) d t \\
& =\mathcal{Q}\left(\frac{\partial f}{\partial \theta}\right)
\end{aligned}
$$

Proposition 5.1.3. Let $f \in \mathcal{L}^{p}(\Omega, w)$, and suppose $f$ vanishes at the boundary $r=r_{\max }$ and $\frac{\partial f}{\partial r}$ exists in $\mathcal{L}^{p}(\Omega, w)$. Then:

$$
s \frac{\partial \mathcal{Q} f}{\partial s}=\mathcal{Q}\left(\frac{\partial}{\partial r}\{r f\}\right)
$$

Proof. Recall that $\mathcal{D}_{\overrightarrow{\mathbf{v}}} f(\overrightarrow{\mathbf{v}})=\|\overrightarrow{\mathbf{v}}\| \frac{\partial f}{\partial r}(\overrightarrow{\mathbf{v}})$ for nonzero vectors $\overrightarrow{\mathbf{v}}$. Then

$$
\begin{aligned}
s \frac{\partial \mathcal{Q} f}{\partial s}= & s f(s \vec{\sigma})+\int_{0}^{\infty} s \mathcal{D}_{\vec{\sigma}} f(s \vec{\sigma}+t A \vec{\sigma}) d t \\
= & \left.\int_{0}^{s} \frac{\partial}{\partial r}\{r f(r \vec{\theta})\}\right|_{r \vec{\theta}=t \vec{\sigma}} d t+\int_{0}^{\infty} \mathcal{D}_{s \vec{\sigma}+t A \vec{\sigma}} f(s \vec{\sigma}+t A \vec{\sigma}) d t \\
& -\int_{0}^{\infty} t \mathcal{D}_{A \vec{\sigma}} \cdot \nabla f(s \vec{\sigma}+t A \vec{\sigma}) d t \\
= & \left.\int_{0}^{s} \frac{\partial}{\partial r}\{r f(r \vec{\theta})\}\right|_{r \vec{\theta}=t \vec{\sigma}} d t+\int_{0}^{\infty}\|s \vec{\sigma}+t A \vec{\sigma}\| \frac{\partial f}{\partial r}(s \vec{\sigma}+t A \vec{\sigma}) d t \\
& -\int_{0}^{\infty} t \frac{\partial}{\partial t}\{f(s \vec{\sigma}+t A \vec{\sigma})\} d t \\
= & \left.\int_{0}^{s} \frac{\partial}{\partial r}\{r f(r \vec{\theta})\}\right|_{r \vec{\theta}=t \vec{\sigma}} d t+\int_{0}^{\infty}\|s \vec{\sigma}+t A \vec{\sigma}\| \frac{\partial f}{\partial r}(s \vec{\sigma}+t A \vec{\sigma}) d t \\
& -[t f(s \vec{\sigma}+t A \vec{\sigma})]_{t=0}^{\infty}+\int_{0}^{\infty} f(s \vec{\sigma}+t A \vec{\sigma}) d t \\
= & \left.\int_{0}^{s} \frac{\partial}{\partial r}\{r f(r \vec{\theta})\}\right|_{r \vec{\theta}=t \vec{\sigma}} d t \\
& +\int_{0}^{\infty}\left(\|s \vec{\sigma}+t A \vec{\sigma}\| \frac{\partial f}{\partial r}(s \vec{\sigma}+t A \vec{\sigma})+f(s \vec{\sigma}+t A \vec{\sigma})\right) d t \\
= & \left.\int_{0}^{s} \frac{\partial}{\partial r}\{r f(r \vec{\theta})\}\right|_{r \vec{\theta}=t \vec{\sigma}} d t+\left.\int_{0}^{\infty} \frac{\partial}{\partial r}\{r f(r \vec{\theta})\}\right|_{r \vec{\theta}=s \vec{\sigma}+t A \vec{\sigma}} d t \\
= & \mathcal{Q}\left(\frac{\partial}{\partial r}\{r f\}\right) .
\end{aligned}
$$

We next consider higher order derivatives. It is clear that $\frac{\partial^{n} \mathcal{Q} f}{\partial \sigma^{n}}=\mathcal{Q}\left(\frac{\partial^{n} f}{\partial \theta^{n}}\right)$ whenever $\frac{\partial^{n} f}{\partial \theta^{n}}$ exists in $\mathcal{L}^{p}(\Omega, \hat{w})$. The real work is in resolving $\frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}$.

Proposition 5.1.4. Let $f \in \mathcal{L}^{p}(\Omega, w)$ and suppose $\frac{\partial^{n} f}{\partial r^{n}}$ exists, and also that $f$ vanishes at the boundary $r=R$, along with each of $\frac{\partial^{k} f}{\partial r^{k}}$, for $1 \leq k<n$. Then:

$$
s^{n} \frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}=\mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}\right\}\right) .
$$

Proof. We will use induction.
(Basis.) We observe the base case is:

$$
s \frac{\partial \mathcal{Q} f}{\partial s}=\mathcal{Q}\left(\frac{\partial}{\partial r}\{r f\}\right)
$$

which we have already proven in (5.1.3).
(Induction.) Now let $n \geq 1$ and suppose:

$$
s^{n} \frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}=\mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}\right\}\right) .
$$

We will now show:

$$
s^{n+1} \frac{\partial^{n+1} \mathcal{Q} f}{\partial s^{n+1}}=\mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n+1} \frac{\partial^{n} f}{\partial r^{n}}\right\}\right) .
$$

Indeed, we find that

$$
\begin{aligned}
s^{n+1} \frac{\partial^{n+1} \mathcal{Q} f}{\partial s^{n+1}} & =s^{n+1} \frac{\partial}{\partial s}\left\{\frac{1}{s^{n}} \cdot s^{n} \frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}\right\} \\
& =s^{n+1}\left(\frac{-n}{s^{n+1}} \cdot s^{n} \frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}+\frac{1}{s^{n}} \cdot \frac{\partial}{\partial s}\left\{s^{n} \frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}\right\}\right) \\
& =-n s^{n} \frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}+s \frac{\partial}{\partial s}\left\{s^{n} \frac{\partial^{n} \mathcal{Q} f}{\partial s^{n}}\right\} \\
& =-n \mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}\right\}\right)+s \frac{\partial}{\partial s}\left\{\mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}\right\}\right)\right\} \\
& =-n \mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}\right\}\right)+\mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r \frac{\partial}{\partial r}\left\{r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}\right\}\right\}\right) \\
& =-n \mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}\right\}\right)+\mathcal{Q}\left(\frac{\partial}{\partial r}\left\{n r^{n} \frac{\partial^{n-1} f}{\partial r^{n-1}}+r^{n+1} \frac{\partial^{n} f}{\partial r^{n}}\right\}\right) .
\end{aligned}
$$

Then by exploiting linearity of $\mathcal{Q}$ and $\frac{\partial}{\partial r}$, this reduces down to:

$$
\frac{\partial^{n+1} \mathcal{Q} f}{\partial s^{n+1}}=\frac{1}{s^{n+1}} \mathcal{Q}\left(\frac{\partial}{\partial r}\left\{r^{n+1} \frac{\partial^{n} f}{\partial r^{n}}\right\}\right),
$$

which is our desired result.

We can now deduce Sobolev estimates on $\mathcal{Q}$. We will define $\mathcal{W}^{n, p}(\Omega, w)$ and $\mathcal{W}^{n, p}(\hat{\Omega}, \hat{w})$ by:

$$
\begin{aligned}
\mathcal{W}^{n, p}(\Omega, w) & =\left\{f \in \mathcal{L}^{p}(\Omega, w) \left\lvert\, \frac{\partial^{k} f}{\partial r^{j} \partial \theta^{k-j}} \in \mathcal{L}^{p}\left(\Omega, r^{p j} w\right)\right., 0 \leq j \leq k \leq n\right\} \\
\mathcal{W}^{n, p}(\hat{\Omega}, \hat{w}) & =\left\{g \in \mathcal{L}^{p}(\hat{\Omega}, \hat{w}) \left\lvert\, \frac{\partial^{k} g}{\partial s^{j} \partial \sigma^{k-j}} \in \mathcal{L}^{p}\left(\hat{\Omega}, s^{p j} \hat{w}\right)\right., 0 \leq j \leq k \leq n\right\},
\end{aligned}
$$

with norms defined by:

$$
\begin{aligned}
& \|f\|_{\mathcal{W}^{n, p}(\Omega ; w)}^{p}=\sum_{k=0}^{n} \sum_{j=0}^{k}\left\|\frac{\partial^{k} f}{\partial r^{j} \partial \theta^{k-j}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{p j} w\right)}^{p}, \\
& \|g\|_{\mathcal{W}^{n, p}(\hat{\Omega} ; \hat{w})}^{p}=\sum_{k=0}^{n} \sum_{j=0}^{k}\left\|\frac{\partial^{k} g}{\partial s^{j} \partial \sigma^{k-j}}\right\|_{\mathcal{L}^{p}\left(\hat{\Omega}, s^{p j} \hat{w}\right)}^{p} .
\end{aligned}
$$

Then define:

$$
\mathcal{W}_{0}^{n, p}(\Omega, w)=\left\{f \in \mathcal{W}^{n, p}(\Omega, w) \left\lvert\, \frac{\partial^{j} f}{\partial r^{j}}=0\right. \text { on } \partial \Omega, 0 \leq j<n\right\} .
$$

First, we consider an estimate on seminorms.
Proposition 5.1.5. For $f \in \mathcal{W}_{0}^{k, p}(\Omega ; w)$ :

$$
\left\|\frac{\partial^{k} \mathcal{Q} f}{\partial s^{k}}\right\|_{\mathcal{L}^{p}\left(\hat{\Omega}, s^{p k} \hat{w}(s)\right)}^{p} \leq 2^{2 p-2}\left(k^{p}\left\|\frac{\partial^{k-1} f}{\partial r^{k-1}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{p(k-1)} w\right)}^{p}+\left\|\frac{\partial^{k} f}{\partial r^{k}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{k p} w\right)}^{p}\right) .
$$

Proof. Observe:

$$
\begin{aligned}
\left\|\frac{\partial^{k} \mathcal{Q} f}{\partial s^{k}}\right\|_{\mathcal{L}^{p}\left(\hat{\Omega}, s^{p} k \hat{w}\right)}^{p} & =\left\|s^{k} \frac{\partial^{k} \mathcal{Q} f}{\partial s^{k}}\right\|_{\mathcal{L}^{p}(\hat{\Omega}, \hat{w})}^{p} \\
& =\left\|\mathcal{Q}\left(k r^{k-1} \frac{\partial^{k-1} f}{\partial r^{k-1}}+r^{k} \frac{\partial^{k} f}{\partial r^{k}}\right)\right\|_{\mathcal{L}^{p}(\hat{\Omega}, \hat{w})}^{p} \\
& \leq 2^{p-1}\left\|k r^{k-1} \frac{\partial^{k-1} f}{\partial r^{k-1}}+r^{k} \frac{\partial^{k} f}{\partial r^{k}}\right\|_{\mathcal{L}^{p}(\Omega, w)}^{p} \\
& \leq 2^{2 p-2}\left(\left\|k r^{k-1} \frac{\partial^{k-1} f}{\partial r^{k-1}}\right\|_{\mathcal{L}^{p}(\Omega, w)}^{p}+\left\|r^{k} \frac{\partial^{k} f}{\partial r^{k}}\right\|_{\mathcal{L}^{p}(\Omega, w)}^{p}\right) \\
& =2^{2 p-2}\left(k^{p}\left\|\frac{\partial^{k-1} f}{\partial r^{k-1}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{p}(k-1) w\right)}^{p}+\left\|\frac{\partial^{k} f}{\partial r^{k}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{k p} w\right)}^{p}\right) .
\end{aligned}
$$

Theorem 5.1.6. For $n \geq 1$ and $f \in \mathcal{W}_{0}^{n, p}(\Omega ; w)$,

$$
\|\mathcal{Q} f\|_{\mathcal{W}^{n, p}(\hat{\Omega} ; \hat{w})}^{p} \leq 2^{2 p-2}\left[(n-1)^{p}+1\right]\|f\|_{\mathcal{W}^{n, p}(\Omega, w)}^{p} .
$$

Proof. Observe:

$$
\begin{aligned}
\|\mathcal{Q} f\|_{\mathcal{W}^{n, p}(\hat{\Omega} ; \hat{w})}^{p}= & \sum_{j=0}^{n} \sum_{k=0}^{j}\left\|\frac{\partial^{j} \mathcal{Q} f}{\partial s^{k} \partial \sigma^{j-k}}\right\| \|_{\mathcal{L}^{p}\left(\hat{\Omega}, s^{p j} \hat{w}\right)}^{p} \\
\leq & 2^{2 p-2}\left(\sum_{j=1}^{n} \sum_{k=1}^{j} k^{p}\left\|\frac{\partial^{j-1} f}{\partial r^{k-1} \partial \sigma^{j-k}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{p(k-1)} w\right)}^{p}\right. \\
& \left.\quad+\sum_{j=0}^{n} \sum_{k=0}^{j}\left\|\frac{\partial^{j} f}{\partial r^{k} \partial \sigma^{j-k}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{p k} w\right)}^{p}\right) \\
= & 2^{2 p-2}\left(\sum_{j=0}^{n-1} \sum_{k=0}^{j-1}(k+1)^{p}\left\|\frac{\partial^{j} f}{\partial r^{k} \partial \sigma^{j-k}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{p k} w\right)}^{p}\right. \\
& \left.\quad+\sum_{j=0}^{n} \sum_{k=0}^{j}\left\|\frac{\partial^{j} f}{\partial r^{k} \partial \sigma^{j-k}}\right\|_{\mathcal{L}^{p}\left(\Omega, r^{p k} w\right)}^{p}\right) \\
\leq & 2^{2 p-2}\left[(n-1)^{p}+1\right]\|f\|_{\mathcal{W}^{n, p}(\Omega, w)}^{p} .
\end{aligned}
$$

### 5.2 Inversion via Fourier Series from one set of data

Because of the rotationally-invariant behavior of $\mathcal{Q}$, we are motivated to look at how the Fourier transform with respect to the angular variable interacts with $\mathcal{Q}$. In this setting, the partial Fourier transforms of $f$ and $\mathcal{Q} f$, with respect to $\vec{\theta}$ and $\vec{\sigma}$ respectively, are as follows:

$$
\tilde{f}(r, n)=\frac{1}{\sqrt{2 \pi}} \int_{\mathcal{S}^{1}} f(r \vec{\theta}) e^{-i n \theta} d \vec{\theta}, \quad \widetilde{\mathcal{Q} f}(s, n)=\frac{1}{\sqrt{2 \pi}} \int_{\mathcal{S}^{1}} \mathcal{Q} f(s \vec{\sigma}) e^{-i n \sigma} d \vec{\sigma},
$$

where we identify a real number $\theta$ with the vector $\vec{\theta}=\langle\cos \theta, \sin \theta\rangle$, and similarly for $\sigma$ and $\vec{\sigma}$. These integrals are well-defined for every $r$ and $s$ for which the restrictions $\left.f\right|_{r \mathcal{S}^{1}}$
and $\left.\mathcal{Q} f\right|_{s \mathcal{S}^{1}}$ are integrable. The inversions are given as

$$
\begin{equation*}
f(r \vec{\theta})=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}} \tilde{f}(r, n) e^{i n \theta}, \quad \mathcal{Q} f(s \vec{\sigma})=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}} \widetilde{\mathcal{Q} f}(s, n) e^{i n \sigma}, \tag{5.2.1}
\end{equation*}
$$

for every $r$ and $s$ where $\tilde{f}(r, \cdot), \widetilde{\mathcal{Q} f}(s, \cdot) \in \ell^{1}$.
These mappings then extend continuously to $\mathcal{L}^{2}$ isometries, from $\Omega$ and $\hat{\Omega}$ to $\left[r_{\text {min }}, r_{\max }\right] \times \mathbb{Z}$ and $\left[0, r_{\text {max }}\right] \times \mathbb{Z}$ respectively, where

$$
\|\tilde{f}\|_{\mathcal{L}^{2}}^{2}=\sum_{n \in \mathbb{N}} \int_{r_{\min }}^{r_{\max }} r|\tilde{f}(r, n)|^{2} w(r) d r, \quad\|\widetilde{\mathcal{Q} f}\|_{\mathcal{L}^{2}}^{2}=\sum_{n \in \mathbb{N}} \int_{0}^{r_{\max }} s|\widetilde{\mathcal{Q} f}(s, n)|^{2} \hat{w}(s) d s
$$

We then compute the partial Fourier transform $\widetilde{\mathcal{Q} f}$ as follows:

$$
\begin{aligned}
\widetilde{\mathcal{Q} f}(s, n) & =\frac{1}{\sqrt{2 \pi}} \int_{\mathcal{S}^{1}}\left(\int_{0}^{s} f(t \vec{\sigma}) d t+\int_{0}^{\infty} f(s \vec{\sigma}+t A \vec{\sigma}) d t\right) e^{-i n \sigma} d \vec{\sigma} \\
& =\frac{1}{\sqrt{2 \pi}}\left(\int_{0}^{s} \int_{\mathcal{S}^{1}} f(t \vec{\sigma}) e^{-i n \sigma} d \vec{\sigma} d t+\int_{0}^{\infty} \int_{\mathcal{S}^{1}} f(s \vec{\sigma}+t A \vec{\sigma}) e^{-i n \sigma} d \vec{\sigma} d t\right) .
\end{aligned}
$$

Much as we did in the proof of (5.1.1), we relabel $t \vec{\sigma}=r \vec{\theta}$ in the first integral, and perform the multivariable substitution $s \vec{\sigma}+t A \vec{\sigma}=r \vec{\theta}$ in the second integral to obtain:

$$
\begin{align*}
\widetilde{\mathcal{Q} f}(s, n)= & \frac{1}{\sqrt{2 \pi}}\left(\int_{0}^{s} \int_{\mathcal{S}^{1}} f(r \vec{\theta}) e^{-i n \theta} d \vec{\theta} d r\right. \\
& \left.+\int_{s}^{\infty} \int_{\mathcal{S}^{1}} f(r \vec{\theta}) e^{-i n\left(\theta-\phi+\arcsin \left(\frac{s}{r} \sin \phi\right)\right)} \cdot \frac{1}{\sqrt{1-\left(\frac{s}{r}\right)^{2} \sin ^{2} \phi}} d \vec{\theta} d r\right) \\
= & \int_{0}^{s} \tilde{f}(r, n) d r+\int_{s}^{\infty} \tilde{f}(r, n) e^{i n\left(\phi-\arcsin \left(\frac{s}{r} \sin \phi\right)\right)} \cdot \frac{1}{\sqrt{1-\left(\frac{s}{r}\right)^{2} \sin ^{2} \phi}} d r \\
= & \int_{0}^{\infty} \tilde{f}(r, n) K\left(\frac{s}{r}, n\right) d r  \tag{5.2.2}\\
= & \widetilde{r f} \star K(s, n),
\end{align*}
$$

where $\star$ is convolution only in the first variable, and

$$
K(q, n)= \begin{cases}1 & \text { if } q>1, \\ e^{i n(\phi-\arcsin (q \sin \phi))} \cdot \frac{1}{\sqrt{1-q^{2} \sin ^{2} \phi}} & \text { if } q \leq 1 .\end{cases}
$$

While the inversion formula given in (4.2.1) required $f$ to be $\mathcal{C}^{2}$ in order to be valid in a classical sense, we merely require $f$ be continuous here. From this assumption, we differentiate result (5.2.2) with respect to $s$, to obtain

$$
\begin{align*}
\frac{\partial \widetilde{\mathcal{Q} f}}{\partial s}(s, n) & =\tilde{f}(s, n)+\int_{s}^{\infty} \tilde{f}(r, n) \cdot \frac{1}{r} \frac{\partial K}{\partial q}\left(\frac{s}{r}, n\right) d r-\tilde{f}(s, n) K(1, n) \\
& =(1-\sec \phi) \tilde{f}(s, n)+\tilde{f} \star \frac{\partial K}{\partial q}(s, n) \tag{5.2.3}
\end{align*}
$$

which is a Volterra integral equation of the second kind in convolution form, (2.1.1), for which a solution $\tilde{f}$ is given by

$$
\begin{equation*}
\tilde{f}=\frac{1}{1-\sec \phi}\left(\frac{\partial \widetilde{\mathcal{Q} f}}{\partial s}+\sum_{\nu=1}^{\infty}\left(\frac{-1}{1-\sec \phi}\right)^{\nu}\left(\frac{\partial K}{\partial q}\right)^{\star \nu} \star \frac{\partial \widetilde{\mathcal{Q} f}}{\partial s}\right) \tag{5.2.4}
\end{equation*}
$$

Alternately, if we multiply both sides of (5.2.3) by $s$, we obtain

$$
\begin{aligned}
s \frac{\partial \widetilde{\mathcal{Q} f}}{\partial s}(s, n) & =(1-\sec \phi) s \tilde{f}(s, n)+\int_{s}^{\infty} \tilde{f}(r, n) \cdot \frac{s}{r} \frac{\partial K}{\partial q}\left(\frac{s}{r}, n\right) d r \\
& =(1-\sec \phi) \widetilde{r f}(s, n)+\widetilde{r f} \star\left(q \frac{\partial K}{\partial q}\right)(s, n),
\end{aligned}
$$

and obtain yet another Volterra Integral Equation of the Second Kind, also in convolution form, in which the solution $\widetilde{r f}$ is given by

$$
\begin{equation*}
\widetilde{r f}=\frac{1}{1-\sec \phi}\left(s \frac{\partial \widetilde{\mathcal{Q} f}}{\partial s}+\sum_{\nu=1}^{\infty}\left(\frac{-1}{1-\sec \phi}\right)^{\nu}\left(q \frac{\partial K}{\partial q}\right)^{\star \nu} \star\left(s \frac{\partial \widetilde{\mathcal{Q} f}}{\partial s}\right)\right) . \tag{5.2.5}
\end{equation*}
$$

One does notice, however, that reconstructing $f$ (by way of reconstructing $\tilde{f}$ ) for $r \geq r_{\text {min }}$ only requires knowledge of $\mathcal{Q} f$ for $s \geq r_{\min }$, and thus the problem of reconstructing $f$ when $\mathcal{Q} f$ is also known for $s<r_{\text {min }}$ is in a sense overdetermined.

### 5.3 Numerical Inversion of the Polar Broken Ray transform

We will assume $\mathcal{Q} f$ will be sampled on a polar grid, and wish to reconstruct $f$ on the same grid. If we let $H>0$ and $W>0, \Delta r=\frac{r_{\max }-r_{\min }}{W-1}$, and $\Delta \theta=\frac{2 \pi}{H}$, let

$$
\begin{gathered}
s_{k}=r_{k}=r_{\min }+k \Delta r, \\
\sigma_{k}=\theta_{k}=j \Delta \theta, \\
\mathbf{f}[j, k]=f\left(r_{k} \vec{\theta}_{j}\right), \quad 0 \leq j<H, 0 \leq k<W,
\end{gathered}
$$

and

$$
\operatorname{Qf}[j, k]=\mathcal{Q} f\left(s_{k} \vec{\sigma}_{j}\right), \quad 0 \leq j<H, 0 \leq k<W .
$$

Here, $\mathbf{f}$ and $\mathbf{Q f}$ represent sampled values of $f$ and $\mathcal{Q} f$.

Formula (5.2.4) indicates we would reconstruct $f$ by reconstructing $\tilde{f}(\cdot, n)$ from $\widetilde{Q f}(\cdot, n)$ for each $n$, a task which is easily parallelizable. However, since the inversion formula is an infinite sum, it is impractical to devise a numerical implementation of the inversion formula directly, and instead, we will model the forward transform (5.2.3) instead. For $n \in \mathbb{Z}$, define

$$
\mathcal{A}_{n} g(s)=(1-\sec \phi) g(s)+\int_{s}^{r_{\max }} g(r) B_{n}(r, s) d r, \quad B_{n}(r, s)=\frac{1}{r} \frac{\partial K}{\partial q}\left(\frac{s}{r}, n\right) .
$$

If $\widetilde{\mathcal{Q} f}(s, n)$ is zero for $|n|>\frac{H}{2}$ then so will $\tilde{f}(r, n)$, and then $f$ and $\mathcal{Q} f$ are uniquely determined on each circle $r=r_{k}$ and $s=s_{k}$, for $0 \leq k<W$. Furthermore, values of $\tilde{f}\left(r_{k}, n\right)$ and $\widetilde{\mathcal{Q} f}\left(s_{k}, n\right)$ are given exactly by the partial Discrete Fourier transforms $\tilde{\mathbf{f}}$ and $\widetilde{\mathbf{Q f}}$ of $\mathbf{f}$ and $\mathbf{Q f}$ with respect to $j$.

We then proceed with an a priori assumption that $f$ is interpolated linearly in $r$ between sampled values, giving us

$$
f\left(r \vec{\theta}_{j}\right)=\sum_{k=0}^{W-1} \mathbf{f}[j, k] \kappa\left(r-r_{k}\right)
$$

where

$$
\kappa(r)= \begin{cases}1-\frac{|r|}{\Delta r} & \text { if }|r| \leq \Delta r \\ 0 & \text { if }|r|>\Delta r\end{cases}
$$

Then $\tilde{f}$ is interpolated in the same way:

$$
\tilde{f}(r, j)=\sum_{k=0}^{W-1} \tilde{\mathbf{f}}[j, k] \kappa\left(r-r_{k}\right),
$$

and

$$
\begin{aligned}
\mathcal{A}_{n} \tilde{f}\left(s_{m}, n\right) & =(1-\sec \phi) \tilde{f}\left(s_{m}, n\right)+\int_{s}^{r_{\max }} \tilde{f}(r, n) B_{n}\left(r, s_{m}\right) d r \\
& =(1-\sec \phi) \tilde{\mathbf{f}}[n, m]+\int_{s}^{r_{\max }} \sum_{k=0}^{W-1} \tilde{\mathbf{f}}[n, k] \kappa\left(r-r_{k}\right) B_{n}\left(r, s_{m}\right) d r \\
& =(1-\sec \phi) \tilde{\mathbf{f}}[n, m]+\sum_{k=0}^{W-1} \tilde{\mathbf{f}}[n, k] \int_{s}^{r_{\max }} \kappa\left(r-r_{k}\right) B_{n}\left(r, s_{m}\right) d r \\
& =(1-\sec \phi) \tilde{\mathbf{f}}[n, m]+\sum_{k=0}^{W-1} \tilde{\mathbf{f}}[n, k] \cdot \kappa * B_{n}\left(r_{k}, s_{m}\right) .
\end{aligned}
$$

Thus, for each fixed $n, \mathbf{g}[n, m]=\mathcal{V}_{n} \tilde{f}\left(s_{m}, n\right)$ is the result of a matrix multiplication $\mathbf{g}[n]=\mathbf{A}_{n} \cdot \tilde{\mathbf{f}}[n]$, where

$$
\begin{equation*}
\mathbf{A}_{n}[m, k]=\kappa * B_{n}\left(r_{k}, s_{m}\right)+(1-\sec \phi) \delta_{m, k}, \tag{5.3.1}
\end{equation*}
$$

where $\delta_{m, k}$ is the Kronecker delta. Notice that $\mathbf{A}_{n}$ is an upper triangular matrix, making inversion feasible. Thus, the reconstruction scheme is to approximate $\mathbf{g}$ by applying an appropriate numerical differentiation scheme to $\widetilde{\mathbf{Q f}}$, solving the upper triangular system for $\tilde{\mathbf{f}}[n]$, from which then recover $\mathbf{f}$ via inverse FFT.

For further details and Python scripts implementing this inversion, see Appendix B.

### 5.4 Microlocal analysis of the distributional Polar Broken Ray transform

Recall:

$$
\mathcal{Q} f(s \vec{\sigma})=\int_{0}^{s} f(t \vec{\sigma}) d t+\int_{0}^{\infty} f(s \vec{\sigma}+t A \vec{\sigma}) d t
$$

Also recall that in the case of the second integral, we take

$$
\begin{equation*}
r \vec{\theta}=s \vec{\sigma}+t A \vec{\sigma} \tag{5.4.1}
\end{equation*}
$$

and so we rewrite our formula for $\mathcal{Q} f$ as

$$
\mathcal{Q} f(s \vec{\sigma})=\int_{0}^{s} f(t \vec{\sigma}) d t+\int_{s}^{\infty} f(r \vec{\theta}) \cdot \frac{\partial t}{\partial r} d r,
$$

where in the second integral, we view $t$ and $\theta$ as implicitly being functions of $r$ and $s$ in view of (5.4.1).

Pulling both $f$ and $\mathcal{Q} f$ by the map

$$
\omega(\ell, \sigma)=\left(e^{\ell} \cos \sigma, e^{\ell} \sin \sigma\right)
$$

and making the subtitution $t=e^{\ell-\tau}$ in the first integral, and $r=e^{\ell+\tau}$ in the second integral, we can find that

$$
\theta=\sigma+\phi-\arcsin \left(e^{-\tau} \sin \phi\right) .
$$

This gives us the following:

$$
\begin{aligned}
& \omega^{\star} \mathcal{Q} f(\ell, \sigma)=\int_{0}^{\infty} e^{\ell-\tau} \omega^{\star} f(\ell-\tau, \sigma) d \tau \\
& \quad+\left.\int_{0}^{\infty} e^{\ell+\tau} \omega^{\star} f\left(\ell+\tau, \sigma+\phi-\arcsin \left(e^{-\tau} \sin \phi\right)\right) \cdot \frac{\partial t}{\partial r}\right|_{\frac{r}{s}=e^{\tau}} d \tau .
\end{aligned}
$$

Definition 5.4.1 (The Distributional Polar Broken Ray transform). Let $f \in \mathcal{E}^{\prime}\left(\mathbb{R}^{2} \backslash 0\right)$. Then $\mathcal{Q} f$ is defined as the distribution satisfying

$$
\omega^{\star} \mathcal{Q} f(\ell, \sigma)=\int_{0}^{\infty} e^{\ell-\tau} \omega^{\star} f(\ell-\tau, \sigma) d \tau
$$

$$
+\left.\int_{0}^{\infty} e^{\ell+\tau} \omega^{\star} f\left(\ell+\tau, \sigma+\phi-\arcsin \left(e^{-\tau} \sin \phi\right)\right) \cdot \frac{\partial t}{\partial r}\right|_{\frac{r}{s}=e^{\tau}} d \tau
$$

The first of these integrals is interpreted as the integral (3.1.2), with $\overrightarrow{\mathbf{v}}=(1,0)$, and the second integral is interpreted as the integral (3.2.1) with:

$$
\gamma(\tau)=\left(-\tau, \arcsin \left(e^{-\tau} \sin \phi\right)-\phi\right), \quad v(\tau)=\left.\frac{\partial t}{\partial r}\right|_{\frac{r}{s}=e^{\tau}}=\frac{1}{\sqrt{1-e^{-2 \tau} \sin ^{2} \phi}} .
$$

In both of these integrals, we take $u=e^{\ell} \omega^{\star} f$. In setting $s=e^{\ell}$, and making the substitution $r=e^{\ell+\tau}$ in the second integral, we observe that $\tau$ is implicitly a function of $s$ and $t$.

Since $\omega^{\star} \mathcal{Q} f$, as defined above, is obtained from convolving $\omega^{\star} f$ with some distribution, $\omega^{\star} \mathcal{Q} f$ inherits the necessary and sufficient condition for being in the range of $\omega^{\star}$ - namely that $\omega^{\star} \mathcal{Q} f$ is $2 \pi$-periodic in $\sigma$. Thus, the above is a valid definition of $\mathcal{Q} f$.

Theorem 5.4.2 (Propagation of singularities of the Distributional Polar Broken Ray transform). For $f \in \mathcal{E}^{\prime}\left(\mathbb{R}^{2}\right)$ with support bounded away from the origin:

$$
\begin{align*}
W F(\mathcal{Q} f) & \subseteq W F(f) \\
\cup & \{(s \vec{\sigma}, \vec{\xi}) \mid \exists t \leq s:(t \vec{\sigma}, \vec{\xi}) \in W F(f), \vec{\xi} \perp \vec{\sigma}\} \\
\cup & \left\{\left(s \vec{\sigma}, \rho_{\sigma-\theta} \vec{\xi}\right) \mid \exists t \geq 0:(r \vec{\theta}, \vec{\xi}) \in W F(f), \vec{\xi} \perp A \vec{\sigma}\right\}, \tag{5.4.2}
\end{align*}
$$

where $r \vec{\theta}=s \vec{\sigma}+t A \vec{\sigma}$ in (5.4.2), and $\rho_{\sigma-\theta}$ is counterclockwise rotation by an angle of $\sigma-\theta$.

Proof. From Theorem 3.2.2, we observe that

$$
\begin{aligned}
& W F\left\{\int_{0}^{\infty} e^{\ell-\tau} \omega^{\star} f(\ell-\tau, \sigma) d \tau\right\} \backslash W F\left(\omega^{\star} f\right) \\
& \\
& \quad \subseteq\left\{((\ell, \sigma), \vec{\eta}) \mid \exists \tau \geq 0:((\ell-\tau, \sigma), \vec{\eta}) \in W F\left(\omega^{\star} f\right), \vec{\eta} \perp(-1,0)\right\},
\end{aligned}
$$

and

$$
W F\left\{\int_{0}^{\infty} e^{\ell+\tau} \omega^{\star} f((\ell, \sigma)-\vec{\gamma}(\tau)) \cdot \frac{1}{\sqrt{1-e^{-2 \tau} \sin ^{2} \phi}} d \tau\right\} \backslash W F\left(\omega^{\star} f\right)
$$

$$
\subseteq\left\{((\ell, \sigma), \vec{\eta}) \mid \exists \tau \geq 0: \vec{\eta} \perp \vec{\gamma}^{\prime}(\tau) \&((\ell, \sigma)-\vec{\gamma}(\tau), \vec{\eta}) \in W F\left(\omega^{\star} f\right)\right\} .
$$

Hence:

$$
\begin{align*}
W F & \left(\omega^{\star} \mathcal{Q} f\right) \subseteq W F\left(\omega^{\star} f\right) \\
& \cup\left\{((\ell, \sigma), \vec{\eta}) \mid \exists \tau \geq 0:((\ell-\tau, \sigma), \vec{\eta}) \in W F\left(\omega^{\star} f\right), \vec{\eta} \perp(-1,0)\right\}  \tag{5.4.3}\\
& \cup\left\{((\ell, \sigma), \vec{\eta}) \mid \exists \tau \geq 0:((\ell, \sigma)-\vec{\gamma}(\tau), \vec{\eta}) \in W F\left(\omega^{\star} f\right), \vec{\eta} \perp \vec{\gamma}^{\prime}(\tau)\right\} . \tag{5.4.4}
\end{align*}
$$

In applying $\omega^{-\star}$ to (5.4.3), we recall that

$$
\mathcal{D} \omega(\ell, \sigma)=s \rho_{\sigma},
$$

when we set $s=e^{\ell}$. We also set $t=e^{\ell-\tau}$, and compute

$$
\begin{aligned}
& \omega^{-\star}\left\{((\ell, \sigma), \vec{\eta}) \mid \exists \tau \geq 0:((\ell-\tau, \sigma), \vec{\eta}) \in W F\left(\omega^{\star} f\right), \vec{\eta} \perp(-1,0)\right\} \\
&=\left\{\left(\omega(\ell, \sigma),\left(s \rho_{\sigma}\right)^{-T} \vec{\eta}\right) \mid\right. \\
&\left.\exists \tau \geq 0:\left(\omega(\ell-\tau, \sigma),\left(s \rho_{\sigma}\right)^{-T} \vec{\eta}\right) \in W F(f), \vec{\eta} \perp(-1,0)\right\} \\
&=\left\{\left(s \vec{\sigma}, \rho_{\sigma} \vec{\eta}\right) \mid \exists t \leq s:\left(t \vec{\sigma}, \rho_{\sigma} \vec{\eta}\right) \in W F(f), \vec{\eta} \perp(-1,0)\right\} \\
&=\left\{(s \vec{\sigma}, \vec{\xi}) \mid \exists t \leq s:(t \vec{\sigma}, \vec{\xi}) \in W F(f), \rho_{-\sigma} \vec{\xi} \perp(-1,0)\right\} \\
&=\left\{(s \vec{\sigma}, \vec{\xi}) \mid \exists t \leq s:(t \vec{\sigma}, \vec{\xi}) \in W F(f), \vec{\xi} \perp \rho_{\sigma}(-1,0)\right\} \\
&=\{(s \vec{\sigma}, \vec{\xi}) \mid \exists t \leq s:(t \vec{\sigma}, \vec{\xi}) \in W F(f), \vec{\xi} \perp \vec{\sigma}\} .
\end{aligned}
$$

Applying $\omega^{-\star}$ to (5.4.4), we recall that

$$
\omega((\ell, \sigma)-\vec{\gamma}(\tau))=r \vec{\theta}
$$

and so

$$
\mathcal{D} \omega((\ell, \sigma)-\vec{\gamma}(\tau))=r \rho_{\theta}
$$

We also notice that $t$ and $\tau$ are implicitly functions of each other, and so

$$
\begin{aligned}
& \omega^{-\star}\left\{((\ell, \sigma), \vec{\eta}) \mid \exists \tau \geq 0:((\ell, \sigma)-\vec{\gamma}(\tau), \vec{\eta}) \in W F\left(\omega^{\star} f\right), \vec{\eta} \perp \vec{\gamma}^{\prime}(\tau)\right\} \\
&=\left\{\left(\omega(\ell, \sigma),\left(s \rho_{\sigma}\right)^{-T} \vec{\eta}\right) \mid \exists \tau \geq 0:\left(r \vec{\theta},\left(r \rho_{\theta}\right)^{-T} \vec{\eta}\right) \in W F(f), \vec{\eta} \perp \vec{\gamma}^{\prime}(\tau)\right\} \\
&=\left\{\left(s \vec{\sigma}, \rho_{\sigma} \vec{\eta}\right) \mid \exists \tau \geq 0:\left(r \vec{\theta}, \rho_{\theta} \vec{\eta}\right) \in W F(f), \vec{\eta} \perp \vec{\gamma}^{\prime}(\tau)\right\} \\
&=\left\{\left(s \vec{\sigma}, \rho_{\sigma-\theta} \vec{\xi}\right) \mid \exists \tau \geq 0:(r \vec{\theta}, \vec{\xi}) \in W F(f), \rho_{-\theta} \vec{\xi} \perp \vec{\gamma}^{\prime}(\tau)\right\} \\
&=\left\{\left(s \vec{\sigma}, \rho_{\sigma-\theta} \vec{\xi}\right) \mid \exists \tau \geq 0:(r \vec{\theta}, \vec{\xi}) \in W F(f), \vec{\xi} \perp \rho_{\theta} \vec{\gamma}^{\prime}(\tau)\right\} .
\end{aligned}
$$

Fixing $s \vec{\sigma}$, and differentiating both sides of

$$
r \vec{\theta}=\omega((\ell, \sigma)-\vec{\gamma}(\tau)),
$$

with respect to $t$, we obtain

$$
A \vec{\sigma}=-\mathcal{D} \omega((\ell, \sigma)-\vec{\gamma}(\tau)) \vec{\gamma}^{\prime}(\tau) \cdot \frac{\partial \tau}{\partial t}=-r \rho_{\theta} \vec{\gamma}^{\prime}(\tau) \cdot \frac{\partial \tau}{\partial t} .
$$

This indicates that we can replace $\rho_{\theta} \vec{\gamma}^{\prime}(\tau)$ with $A \vec{\sigma}$. We can also replace $\tau \geq 0$ with $t \geq 0$ to obtain

$$
\begin{gathered}
\omega^{-\star}\left\{((\ell, \sigma), \vec{\eta}) \mid \exists \tau \geq 0: \vec{\eta} \perp \vec{\gamma}^{\prime}(\tau) \&((\ell+\tau, \theta), \vec{\eta}) \in W F\left(\omega^{\star} f\right)\right\} \\
=\left\{\left(s \vec{\sigma}, \rho_{\sigma-\theta} \vec{\xi}\right) \mid \exists t \geq 0:(r \vec{\theta}, \vec{\xi}) \in W F(f), \vec{\xi} \perp A \vec{\sigma}\right\} .
\end{gathered}
$$

Therefore,

$$
\begin{aligned}
W F(\mathcal{Q} f) & \subseteq \omega^{-\star} W F\left(\omega^{\star} \mathcal{Q} f\right) \\
\subseteq & \subseteq W(f) \\
& \cup\{(s \vec{\sigma}, \vec{\xi}) \mid \exists t \leq s:(t \vec{\sigma}, \vec{\xi}) \in W F(f), \vec{\xi} \perp \vec{\sigma}\} \\
& \cup\left\{\left(s \vec{\sigma}, \rho_{\sigma-\theta} \vec{\xi}\right) \mid \exists t \geq 0:(r \vec{\theta}, \vec{\xi}) \in W F(f), \vec{\xi} \perp A \vec{\sigma}\right\} .
\end{aligned}
$$

Unfortunately, since our inversion formula for the Polar Broken Ray transform is expressed in terms of an infinite series, and also in terms of partial Fourier transforms, we are left
with a one-sided microlocal analysis result as opposed to the two-sided results found in Chapter 4 for the Florescu, et. al., and Katsevich and Krylov Broken Ray transforms.

Shown below are figures illustrating the propagation of singularities result obtained for the Polar Broken Ray transform.

Using a scattering angle of $\phi=\frac{\pi}{3}$, figure 5.1 shows the maximum extent of $W F(\mathcal{Q} f)$, where $f$ is the characteristic function of a disc. Here, $W F(f)$ is depicted by the circle, along with its normal vectors. The green curve and its normal vectors are the maximum extent of $W F(\mathcal{Q} f) \backslash W F(f)$. The green curves that meet at the origin are due to the second integral in $\mathcal{Q} f$, and correspond to points $s \vec{\sigma}$ for which the terminal ray, parametrized by $s \vec{\sigma}+t A \vec{\sigma}$,


FIGURE 5.1: Wavefront sets of $f$ and $\mathcal{Q} f$. $t \geq 0$, is tangent to $\operatorname{sing} \operatorname{supp}(f)$. Two broken rays of integration are shown to illustrate this.


FIGURE 5.2: Wavefront sets of the characteristic function of a square and its Polar Broken Ray transform.

Figure 5.2 shows the propagation of singularities of the characteristic function of a square. Each of the vertices propagate singularities both outward from the origin radially, and inward along circular arcs connecting each vertex to the origin. The circular arcs correspond to broken rays of integration for which the terminal ray passes through a vertex of the square; such a broken ray of integration is shown in the figure.

Zooming in near the lower left corner of the square reveals a single point at which one of the circular arcs intersects the left edge. This intersection corresponds with a broken ray of integration for which the terminal ray coincides with much of the left side of the square.

As a result, singularities are propagated into an interval of directions at this point. This behavior is also seen at a point on the right edge.


FIGURE 5.3: Propagation of singularities along an oscillatory curve by the Polar Broken Ray transform.

The propagation of singularities by the Polar Broken Ray transform become more interesting when we view how the Polar Broken Ray transform acts on distributions having a
portion of its singular support fall along an oscillatory curve, as shown in Figure 5.3. The resulting propagation in this case is given along a path that intersects with itself several times, and furthermore, is bounded away from both the origin and the original curve. Notice the amplification of the oscillations.



FIGURE 5.4: The effects of rotating the oscillatory curve on the propagation of singularities.

Of further interest to seeing how the Polar Broken Ray transform propagates singularities coming from an oscillatory curve is what would happen if the curve was rotated. The effects are seen in Figure 5.4. On the left, we see singularities being propagated all the way to the origin, as well as propagation in the radial direction being introduced. On the right, we see propagation into multiple paths that terminate at the curve.

## 6 DISCUSSION

We have investigated the variations of the Broken Ray transform introduced by Florescu, et. al., and by Katsevich and Krylov, and furthermore introduced the Polar Broken Ray transform. The results for the Florescu, et. al. and the Katsevich and Krylov Broken Ray transforms are remarkably similar in that they and their inversions differ only in multiplication by smooth functions and a change of coordinates. As such, the microlocal analysis of these two transforms are essentially identical.

The Polar Broken Ray transform presented a peculiar geometry. To analyze this transform in the distributional setting, we represented the transform as a composition of whose factors we could analyze. This factorization required the introduction of the operator $\mathcal{J}_{\gamma, v}$, which itself required further factorization in terms of pullbacks and integration to perform microlocal analysis. In performing microlocal analysis on each of these factors, we obtained a propagation of singularities result that presented a behavior not seen with the Florescu, et. al. and Katsevich and Krylov Broken Ray transforms.

Upon discovery of the propagation of singularities result for the Polar Broken Ray transform, (5.4.2), and viewing illustrations of this result, it was realized that an operator $A$ giving an inversion for the Polar Broken Ray must necessarily have the capacity to remove the singularities of $Q f$ that resulted from propagation. The case illustrated in Figure 5.2 indicates it is possible that an entire interval of directions at a single point be found in $W F(\mathcal{Q} f) \backslash W F(f)$. Nonvanishing partial differential operators with smooth coefficients lack the capacity to cancel out an entire interval of directions at a single point in a wavefront set, and as such, if a closed-form inversion for the Polar Broken Ray transform is to be found, it will not be a composition of such a partial differential operator with an integration operator, as was the case with the Florescu, et. al., and by Katsevich and Krylov

Broken Ray transforms.

In Chapter 5, the injectivity result of the Polar Broken Ray transform was established for continuous functions $f$ with compact support in $\mathbb{R}^{2} \backslash 0$. As such, an injectivity result for distributions in general has yet to be established. A future area of investigation is to check for injectivity of the Polar Broken Ray transform for distributions $u \in \mathscr{E}^{\prime}\left(\mathbb{R}^{2} \backslash 0\right)$. In the short term, however, one may pursue a result for distributions $u$ whose Fourier coefficients with respect to the angular variable are in $\mathcal{L}^{2}\left(\mathbb{R}^{+}\right)$, as such a result would prove injectivity on $\mathcal{L}^{2}\left(\mathbb{R}^{2} \backslash 0\right)$.

Future work also includes continuing the search for a closed-form inversion formula for the Polar Broken Ray transform. Such an inversion formula may also establish injectivity result for the Polar Broken Ray transform defined on $\mathscr{E}^{\prime}\left(\mathbb{R}^{2} \backslash 0\right)$. Additionally, alternate sampling used in numerical inversion may also yield better results than those shown in Appendix B. In particular, since the Polar Broken Ray transform is a two-dimensional convolution when expressed in $\ell \sigma$-coordinates, we may wish to try logarithmic sampling in the radial variable.

Since the propagation of singularities results presented in this thesis make no distinction between a discontinuity of a function and a discontinuity on any of its derivatives, one may also pursue $\mathcal{H}^{s}$ propagation of singularities results, in which we replace rapid decay of the Fourier transform in the definition of wavefront set with decay on the order of $\|\vec{\xi}\|^{-s}$.
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APPENDICES

## A Numerical inversion of the Florescu, et. al. Broken Ray transform

A numerical implementation of formula (4.2.3) to recover $f$ is performed by way of reconstructing the approximation

$$
\phi_{\alpha} \star f=\mathcal{B}^{-1} \phi_{\alpha} \star \mathcal{B} f=\left(\kappa \star \mathcal{B}^{-1} \phi_{\alpha}\right) * \mathbf{B f},
$$

where we view $\mathcal{B} f$ as being obtained through bilinear interpolation of an array $\mathbf{B f}$ sampling on a mesh grid with the step sizes in $x$ and $y$ being given as $\Delta x$ and $\Delta y$, respectively. Here, $\phi_{\alpha}$ is an approximation to the Dirac delta distribution on $\mathbb{R}^{2}$ with weak derivatives to at least the second order, and $\kappa$ is a bilinear interpolation kernel given by

$$
\kappa(x, y)= \begin{cases}\left(1-\frac{|x|}{\Delta x}\right)\left(1-\frac{|y|}{\Delta y}\right) & |x| \leq \Delta x,|y| \leq \Delta y \\ 0 & \text { otherwise }\end{cases}
$$

and $*$ denotes discrete convolution between the data $\mathbf{B f}$ and an array sampling values of $\kappa \star \mathcal{B}^{-1} \phi_{\alpha}$.

In our reconstructions here, we choose $\phi_{\alpha}(x, y)=\frac{1}{\alpha^{2}} \phi\left(\frac{x}{\alpha}, \frac{y}{\alpha}\right)$, where

$$
\phi(x, y)= \begin{cases}\left(\frac{15}{16}\right)^{2}\left(1-x^{2}\right)^{2}\left(1-y^{2}\right)^{2} & \text { if }|x| \leq 1 \&|y| \leq 1 \\ 0 & \text { otherwise }\end{cases}
$$

Reconstruction is carried out in two stages. In stage one, we use SAGE 6.9 to compute $\Phi=\Phi_{1}$ symbollically, where $\Phi_{\alpha}$ satisfies the differential equation

$$
\frac{\partial^{4}}{\partial x^{2} \partial y^{2}} \Phi_{\alpha}=\mathcal{B}^{-1} \phi_{\alpha} .
$$

It then follows that

$$
\begin{equation*}
\kappa \star \mathcal{B}^{-1} \phi_{\alpha}=\Delta x \cdot \Delta y \cdot \mathbf{D}_{y}^{2} \mathbf{D}_{x}^{2} \Phi_{\alpha}, \tag{A.1}
\end{equation*}
$$

where second-order difference operator $\mathbf{D}^{2}$ with respect to a variable $t$ is defined by

$$
\mathbf{D}^{2} g(t)=\frac{g(t+\Delta t)+g(t-\Delta t)-2 g(t)}{\Delta t^{2}},
$$

and is applied in both in $x$ and $y$.

The direction of integration in the inversion formula is given in the direction $(a, b)$, where $a=\cos \theta-1$, and $b=\sin \theta$. We will chose $\Phi_{\alpha}$ to be obtained from integrating over right triangles with a hypotenuse along the line $b x-a y=0$. Notice that

$$
\begin{aligned}
& \Phi_{\alpha}(x, y)= \int_{\frac{b}{a} x}^{y} \int_{\frac{a}{b} v}^{x}(x-u)(y-v) \mathcal{B}^{-1} \phi_{\alpha}(u, v) d u d v \\
&= \frac{1}{2} \int_{\frac{b}{a} x}^{y} \int_{\frac{a}{b} v}^{x}(x-u)(y-v) \int_{\mathbb{R}} \operatorname{sgn}(s) \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \phi_{\alpha}(u-s a, v-s b) d s d u d v \\
&= \frac{1}{2} \int_{\mathbb{R}} \int_{\frac{b}{a} x-s b}^{y-s b} \int_{\frac{a}{b} v}^{x-s a} \operatorname{sgn}(s)(x-u-s a)(y-v-s b) \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \phi_{\alpha}(u, v) d u d v d s \\
&= \frac{\alpha}{2} \int_{\mathbb{R}} \int_{\frac{b}{a} \frac{x}{\alpha}-s b}^{\frac{y}{\alpha}-s b} \int_{\frac{a}{b} v}^{\frac{x}{\alpha}-s a} \operatorname{sgn}(s)\left(\frac{x}{\alpha}-u-s a\right)\left(\frac{y}{\alpha}-v-s b\right) \\
& \quad \cdot \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \phi(u, v) d u d v d s \\
&=\alpha \Phi\left(\frac{x}{\alpha}, \frac{y}{\alpha}\right) .
\end{aligned}
$$

Thus, we can compute $\Phi_{\alpha}$ from $\Phi$, using

$$
\begin{gathered}
\Phi(x, y)=\int_{\mathbb{R}} \int_{\frac{b}{a} x-s b}^{y-s b} \int_{\frac{a}{b} v}^{x-s a} \operatorname{sgn}(s) \Psi(x, y ; u, v, s) d u d v d s \\
\Psi(x, y ; u, v, s)=\frac{1}{2}(x-u-s a)(y-v-s b) \mathcal{D}_{\overrightarrow{\mathbf{v}}_{1}} \mathcal{D}_{\overrightarrow{\mathbf{v}}_{2}} \phi(u, v) .
\end{gathered}
$$

We find that $\Phi$ is a piecewise-defined function on the plane, and we will then convert the constituent formulas for $\Phi$ into RPN code, and exported for use inside a Python environment independent of SAGE.

Stage two is where the actual inversion occurs, importing the RPN code obtained in stage one to generate the convolution kernel according to (A.1), and performing extension and cropping of arrays as needed.

## A. 1 Kernel-generating functions (Stage 1)

The code presented in this section is written for a SAGE environment. As of this writing, updates to the SAGE worksheet file containing the following code will be found at http://github.com/shersonb/brokenray/. Two modules, rpncalc and sageextras, are required by the worksheet. The rpncalc module, and successive versions, can be downloaded from http://github.com/shersonb/python-rpncalc/, whereas sageextras is packaged with brokenray. Both rpncalc and sageextras should be placed in \$SAGE_ROOT/local/lib/ python/site-packages/.

Additionally, the array2im.py file provides functionality to convert two-dimensional NumPy arrays into graphic files, and can be imported as a module, and be invoked as a command line utility. As of this writing, successive versions of array2im.py can be found at http://github.com/shersonb/python-array2im/,

Here, we define our choice of $\phi$, and set up initial assumptions for use in the symbolic computation of $\Phi$.

```
# Initialization of required modules and variables.
import rpncalc
import bz2
4 from sageextras import *
5 from itertools import product
6
7 # \Phi will be given as a piecewise-defined function, where the pieces are
8 # obtained by dividing xy-plane across the lines }x=-1,x=1,x=-a/b
9 # x =a/b, y= -1, y=1, p=a-b, p=-2a, p=-a-b, p=a+b, p= 2a,
```

```
# p=b-a, and p=0, where p=bx-ay.
11
var("x, y, p, q, s, u, v, a, b")
3 phi(x, y) = (15/16)^2*(1 - x^2)^2*(1 - y^2)^2
14
5 # Case 0<0<arctan (\frac{3}{4})(b>-3a):
case1 = [a < 0, b > 0, -a < b, b > -3*a]
17
8 # Case arctan (\frac{3}{4})<0<\frac{\pi}{2}\quad(b<-3a):
case2 = [a < 0, b > 0, -a < b, b < -3*a]
20
# Boundary cases - Not for use with 'Phi_symbolic'. Here, "equal" will
# mean "close enough" to get around floating point error.
23
24 Case 0=\frac{\pi}{2}
bdcase1 = [abs(a+1) < 1e-14, abs(b-1) < 1e-14]
bdsubs1 = dict(a=-1, b=1)
# Case }0=\operatorname{arctan}(\frac{3}{4}
bdcase2 = [abs(a+0.2) < 1e-14, abs(b-0.6) < 1e-14]
bdsubs2 = dict(a=-1/5, b=3/5)
```

Here, for a scattering angle $0<\theta \leq \frac{\pi}{2}$, it is always the case that $a<0$ and $b>0$. However, the computation of $\Phi$ depends on knowledge of the ordering of $\{-a, b,-3 a\}$. The boundary cases $\theta=\frac{\pi}{2}(a=-1, b=1)$ and $\theta=2 \arctan \left(\frac{1}{3}\right)\left(a=-\frac{1}{5}, b=\frac{3}{5}\right)$, are done with fewer cases, and may be obtained by making the proper substitutions into the formulas obtained from the second case.
uvs_integral function

This function evaluates a single instance of the integral

$$
\int_{s_{\min }}^{s_{\max }} \int_{v_{\min }}^{v_{\max }} \int_{u_{\min }}^{u_{\max }} \operatorname{sgn}(s) \Psi(x, y ; u, v, s) d u d v d s
$$

where the limits on the two inner integrals are determined from $s_{\text {min }}$ and $s_{\text {max }}$.

```
def uvs_integral(integrand, smin, smax):
    # Evaluates }\mp@subsup{\int}{\mp@subsup{s}{\operatorname{min}}{}}{\mp@subsup{s}{\operatorname{max}}{*}}\mp@subsup{\int}{\frac{b}{a}x-sb}{y-sb}\mp@subsup{\int}{\frac{a}{b}v}{x-sa}\operatorname{sgn}(s)\Psi(x,y;u,v,s) du dv ds for
    # the given }\mp@subsup{s}{\mathrm{ min }}{}\mathrm{ and }\mp@subsup{s}{\mathrm{ max }}{}\mathrm{ .
    u_limits = {x - s*a, -1, 1}
    v_limits_lower = {b/a*x - s*b, -1, 1}
    v_limits_upper = {y - s*b, -1, 1}
    u_limits = sorted(u_limits, cmp=cmp_symbolic)
    v_limits_lower = sorted(v_limits_lower, cmp=cmp_symbolic)
    v_limits_upper = sorted(v_limits_upper, cmp=cmp_symbolic)
    # Since }\phi\mathrm{ is supported in the square [-1,1] 2,
    # we must choose the }u\mathrm{ and v limits accordingly.
    umin = a/b*v
    umax = min([x-s*a, 1], key=u_limits.index)
    umax = max([-1, umax], key=u_limits.index)
```

```
    vmin = min([b/a*x - s*b, 1], key=v_limits_lower.index)
    vmin = max([-1, vmin], key=v_limits_lower.index)
    vmax = min([y - s*b, 1], key=v_limits_upper.index)
    vmax = max([-1, vmax], key=v_limits_upper.index)
    uvs_limits = (u, umin, umax), (v, vmin, vmax), (s, smin, smax)
    s_integral = multivar_integral(integrand, *uvs_limits)
    return sgn(s).simplify()*s_integral
```


## Phi_symbolic_part function

This function evaluates

$$
\Phi(x, y)=\sum_{k} \int_{s_{\min }}^{(k)} s_{v_{\min }^{(k)}}^{(k)} \int_{u_{\min }^{(k)}}^{v_{\max }^{(k)}} \int_{\max }^{u_{\max }^{(k)}} \operatorname{sgn}(s) \Psi(x, y ; u, v, s) d u d v d s,
$$

given the case $x_{\text {min }} \leq x \leq x_{\text {max }}, y_{\text {min }} \leq y \leq y_{\text {max }}$, and $p_{\text {min }} \leq p \leq p_{\max }$, The limits on $x, y$, and $p$, along with additional assumptions on $x, y$, and $p=b x-a y$ put in place as needed, allows us to determine the order of 's_limits', after which, we integrate over each $s$ interval $\left[s_{\min }^{(k)}, s_{\text {max }}^{(k)}\right]$ separately.

```
def Phi_symbolic_part(phi, xmin, xmax, ymin, ymax, pmin, pmax):
    # Evaluates \Phi(x,y) symbolically for }\mp@subsup{x}{\operatorname{min}}{}<x<\mp@subsup{x}{\operatorname{max}}{}\mathrm{ ,
    # y ymin < < < ymax , and p mmin <p< mmax .
```

```
psi = phi.diff(x, x)*(a + 1) + phi.diff(x, y)*b
Psi = (x - u - s*a)*(y - v - s*b)*psi(x=u, y=v)/2
s_limits = {0, (y - 1)/b, (y + 1)/b, (x - 1)/a, (x + 1)/a, \
    1/b + x/a, -1/b + x/a}
s_limits = sorted(s_limits, cmp=cmp_symbolic)
s_intervals = intervals(s_limits, unbounded=True)
integrals = []
for (smin, smax) in s_intervals:
    s_assumptions = []
    if smin is not -infinity:
        for sk in s_limits[:s_limits.index(smin)+1]:
            s_assumptions.append(sk<s)
    if smax is not infinity:
        for sk in s_limits[s_limits.index(smax):]:
            s_assumptions.append(s<sk)
    s_assumptions = assume2(*s_assumptions)
    try:
        uvs_integ = uvs_integral(Psi, smin, smax)
```

Phi_symbolic function

This function, given cases, iterates over all possible cases of $x, y$, and $p$ which produce different orderings of s_limits in Phi_symbolic_part.

```
def Phi_symbolic(phi, case):
    # We generate }\Phi\mathrm{ by specifying a function }\phi\mathrm{ defined by formula on the
    # square [-1,1] '2. The returned value will be in the format accepted by
    # the function 'rpncalc.piecewise_to_rpn':
    # [(case1, formula1), (case2, formula2), ... ]
    # We first initialize all limits on }x,y,p,s,u, and v
    x_limits = {-1, 1, -a/b, a/b}
    y_limits = {-1, 1}
    p_limits = {a - b, -2*a, -a - b, a + b, 2*a, b - a, 0*x}
    formulas = [ ]
    case = assume2(*case)
```

```
# Sort the x, y, and p limits in ascending order.
x_limits = sorted(x_limits, cmp=cmp_symbolic)
y_limits = sorted(y_limits, cmp=cmp_symbolic)
p_limits = sorted(p_limits, cmp=cmp_symbolic)
x_intervals = intervals(x_limits, unbounded=True)
y_intervals = intervals(y_limits, unbounded=True)
p_intervals = intervals(p_limits, unbounded=True)
# We iterate over the x, y, p intervals.
for (xmin, xmax), (ymin, ymax), (pmin, pmax) in \
        product(x_intervals, y_intervals, p_intervals):
        # Determine if this is an empty case
    max_ay = a*ymin if ymin is not -infinity else infinity
    min_ay = a*ymax if ymax is not infinity else -infinity
    max_bx = b*xmax if xmax is not infinity else infinity
    min_bx = b*xmin if xmin is not -infinity else -infinity
    if bool(pmax <= min_bx - max_ay) or bool(pmin >= max_bx - min_ay):
        continue
    conditions = [ ]
```

```
if xmin is not -infinity:
        conditions.append(xmin <= x)
if xmax is not infinity:
        conditions.append(x <= xmax)
if ymin is not -infinity:
        conditions.append(ymin <= y)
if ymax is not infinity:
        conditions.append(y <= ymax)
if pmin is not -infinity:
    conditions.append(pmin <= p)
if pmax is not infinity:
        conditions.append(p <= pmax)
k1 = x_intervals.index((xmin, xmax))
k2 = y_intervals.index((ymin, ymax))
k3 = p_intervals.index((pmin, pmax))
xyp_assumptions = [ ]
if xmin is not -infinity:
        for xk in x_limits[:k1]:
            xyp_assumptions.append(xk < x)
if ymin is not -infinity:
    for yk in y_limits[:k2]:
            xyp_assumptions.append(yk < y)
if pmin is not -infinity:
    for pk in p_limits[:k3]:
```

```
            xyp_assumptions.append(pk < b*x - a*y)
if xmax is not infinity:
        for xk in x_limits[k1:]:
            xyp_assumptions.append(x < xk)
if ymax is not infinity:
    for yk in y_limits[k2:]:
            xyp_assumptions.append(y < yk)
if pmax is not infinity:
    for pk in p_limits[k3:]:
            xyp_assumptions.append(b*x - a*y < pk)
xyp_assumptions = assume2(*xyp_assumptions)
try:
    formula = Phi_symbolic_part(phi, xmin, xmax, \
                ymin, ymax, pmin, pmax)
finally:
    if xyp_assumptions:
        forget(*xyp_assumptions)
    if pmin is not -infinity and pmax is not infinity \
        and (xmin is -infinity or xmax is infinity) \
        and (ymin is -infinity or ymax is infinity):
    formula = formula(x=(b*p+a*q)/(a^2+b^2), \
        y=(-a*p+b*q)/(a^2+b^2))
```

```
forget(*case)
```

return formulas

```
reduce_formulas function
```

This function is used to simplify the formulas obtained from the Phi_symbolic function. This is particularly useful in computing the aforementioned boundary cases.

```
def reduce_formulas(formulas, case, **subs):
    # Reduces formulas to a simpler form given substitutions.
    # Useful in computing boundary cases.
    formula_dict = {tuple(case): formula for (case, formula) in formulas}
    x_limits = {-1, 1, -a/b, a/b}
    y_limits = {-1, 1}
    p_limits = {a - b, -2*a, -a - b, a + b, 2*a, b - a, 0*x}
    formulas = [ ]
    case = assume2(*case)
    # Sort the x, y, and p limits in ascending order.
    x_limits = sorted(x_limits, cmp=cmp_symbolic)
    y_limits = sorted(y_limits, cmp=cmp_symbolic)
```

```
p_limits = sorted(p_limits, cmp=cmp_symbolic)
x_intervals = intervals(x_limits, unbounded=True)
y_intervals = intervals(y_limits, unbounded=True)
p_intervals = intervals(p_limits, unbounded=True)
# We iterate over the x, y, p intervals.
for (xmin, xmax), (ymin, ymax), (pmin, pmax) in \
        product(x_intervals, y_intervals, p_intervals):
    # Determine if this is an empty case.
    max_ay = a*ymin if ymin is not -infinity else infinity
    min_ay = a*ymax if ymax is not infinity else -infinity
    max_bx = b*xmax if xmax is not infinity else infinity
    min_bx = b*xmin if xmin is not -infinity else -infinity
    if bool(pmax <= min_bx - max_ay) or bool(pmin >= max_bx - min_ay):
        continue
    # And also check if this is a degenerate case.
    xmin_sub = xmin(**subs) if type(xmin) \
        is sage.symbolic.expression.Expression \
        else xmin
```

```
xmax_sub = xmax(**subs) if type(xmax) \
    is sage.symbolic.expression.Expression \
    else xmax
ymin_sub = ymin(**subs) if type(ymin) \
    is sage.symbolic.expression.Expression \
    else ymin
ymax_sub = ymax(**subs) if type(ymax) \
    is sage.symbolic.expression.Expression \
    else ymax
pmin_sub = pmin(**subs) if type(pmin) \
    is sage.symbolic.expression.Expression \
    else pmin
pmax_sub = pmax(**subs) if type(pmax) \
    is sage.symbolic.expression.Expression \
    else pmax
if bool(xmin_sub == xmax_sub) or \
        bool(ymin_sub == ymax_sub) or \
        bool(pmin_sub == pmax_sub):
    continue
conditions = [ ]
conditions_sub = [ ]
if xmin is not -infinity:
    conditions.append(xmin <= x)
```

        conditions_sub.append (xmin_sub <= x)
        if xmax is not infinity:
        conditions.append ( \(\mathrm{x}<=\mathrm{xmax}\) )
        conditions_sub.append(x <= xmax_sub)
        if ymin is not -infinity:
        conditions.append (ymin \(<=y\) )
        conditions_sub.append (ymin_sub <= y)
        if ymax is not infinity:
        conditions.append (y <= ymax)
        conditions_sub.append (y <= ymax_sub)
        if pmin is not -infinity:
        conditions.append (pmin <= p)
        conditions_sub.append (pmin_sub <= p)
        if pmax is not infinity:
        conditions.append (p <= pmax)
        conditions_sub.append(p <= pmax_sub)
        formula \(=\) formula_dict[tuple(conditions)](**subs)
        formulas.append((conditions_sub, formula))
    forget (*case)
    return formulas
    
## Generation and export of RPN code

The following generate formulas for all the cases of $\theta$, and writes to files for use by the brokenray module.

```
kernel = rpncalc.PW_Function()
2
for case in (case1, case2):
    formulas = Phi_symbolic(phi, case)
    formulas = [(subcase, hornerrational(formula, x, y, p, a, b))
        for (subcase, formula) in formulas]
    kernel_part = rpncalc.piecewise_to_rpn(formulas)
    case_rpn = rpncalc.conditions_to_rpn(*case)
    kernel.append((case_rpn, kernel_part))
    # Compute the boundary cases
        if case is case2:
        for bdcase, subs in ((bdcase1, subs1), (bdcase2, subs2)):
            reduced = reduce_formulas(formulas, case, **subs)
            reduced = [(subcase,
                hornerrational(formula, x, y, p, a, b))
                for (subcase, formula) in reduced]
            case_rpn = rpncalc.conditions_to_rpn(*bdcase)
            kernel_part = rpncalc.piecewise_to_rpn(reduced)
            kernel.insert(0, (case_rpn, kernel_part))
24 f = bz2.BZ2File("fmsbrt-inv-kernel.rpn.bz2", "w")
25 print >>f, kernel.encode().encode("utf8")
f.close()
```

${ }^{23}$
3 f = bz2.BZ2File("fbrt-inv-kernel-placeholder.rpn.bz2", "w")
39 print >>f, placeholder.encode().encode("utf8")
f.close()

## A. 2 Reconstruction

## FMSBrokenRayInversion class

This is the Python class used to generate a convolution kernel and perform inversion. This class depends on the existence of all the files generated in the previous section. The code is contained in brokenray/florescu.py, part of the brokenray module. The module can either be imported directly into Python, or be used as command line utility to perform the inversions. This module requires the numpy, scipy, and rpncalc modules, as well as the fmsbrt-inv-kernel.*.rpn.bz2 files generated in stage 1. This module does not require SAGE.

```
#!/usr/bin/python
# -*- coding: utf-8 -*-
3
```

4 from numpy import array, zeros, linspace, meshgrid, ndarray
5 from numpy import float64, float128, complex128, complex256
6 from numpy import exp, sin, cos, tan, arcsin, arctan
7 from numpy import floor, ceil
8 from numpy.fft import fft, ifft
9 from numpy import pi
10 from numpy import concatenate as concat
11 from scipy.signal import fftconvolve as conv
12
13 import os
4 import bz2
5 import rpncalc
16
17
18 class FMSBrokenRayInversion(object):

```
    # This class defines a series of methods used in the reconstruction
    # of a function \mut from its Florescu, et. al. Broken Ray transform
    # given as an H\timesW array, sampling values on
    # ROI = [ }\mp@subsup{x}{\operatorname{min}}{},\mp@subsup{x}{\operatorname{max}}{}]\times[\mp@subsup{y}{\operatorname{min}}{},\mp@subsup{y}{\operatorname{max}}{}]
    # It will be assumed that 0<0\leq\frac{\pi}{2}. Scattering angles greater than }\frac{\pi}{2
    # are not supported.
```

26

```
# Initialize 'kernel_generator'. Currently a placeholder that does
    # not actually hold the RPN code needed. This class will load the
    # proper RPN code from an external file as it is needed.
dirname, fname = os.path.split(__file__)
src = "fbrt-inv-kernel-placeholder.rpn.bz2"
f = bz2.BZ2File(os.path.join(dirname, src), "r")
rpn = f.read().decode("utf8")
f.close()
kernel_generator = rpncalc.decode(rpn)
del dirname, fname, src, f, rpn
def __init__(self, H, W, xmin, xmax, ymin, ymax, theta):
    # Creates an instance of FMSBrokenRayInversion,
    # with the following parameters:
    # H, W -- The shape of the data.
    # xmin, xmax -- The x bounds on the data.
    # ymin, ymax -- The y bounds on the data.
    # theta -- The fixed scattering angle.
    self.H = H
    self.W = W
    self.xmin = xmin
```

```
    self.xmax = xmax
        self.ymin = ymin
        self.ymax = ymax
        self.theta = theta
        if not (0 < self.theta <= pi / 2):
        raise ValueError, \
            "Values of theta outside of (0, pi/2) not supported."
```

@property
def $d x(s e l f):$
return float128(self.xmax - self.xmin) / (self.W - 1)
@property
def dy(self):
return float128(self.ymax - self.ymin) / (self.H - 1)
def _extend(self, data, alpha):
\# Extend data to a larger array needed to perform
\# inversion. With an a priori assumption that a function
\# $\mu_{t}$ to be reconstructed is supported in ROI, then
\# knowledge of $\mathcal{B} \mu_{t}$ on ROI is sufficient, given that $\mathcal{B} \mu_{t}$
\# is then uniquely determined by its values on $\partial \mathrm{ROI}$.
\# Since an approximation to $\mu_{t}$ is obtained via convolution
\# of $\mathcal{B} \mu_{t}$ with $\mathcal{B}^{-1} \phi_{\alpha}$, it is necessary to extend the data
\# to a rectangle $R$ so that $\operatorname{supp}\left(\mathcal{B}^{-1} \phi_{\alpha}(z-\cdot) \mathcal{B} \mu_{t}\right) \subseteq R$
\# for each $z \in \mathrm{ROI}$.
\# To reduce the amount of self.* in the code below...
$d x, d y=s e l f . d x$, self.dy
xmin, $x \max =$ self. xmin, self. xmax
ymin, ymax $=$ self.ymin, self.ymax
theta = self.theta
H, $W=$ self. $H$, self. $W$
\# A very quick validation test, that 'data' is an
\# $H \times W$ array.
if data.shape $!=(H, W):$
raise ValueError, \}
"data.shape must be (\%d, \%d)." \% (H, W)
\# At a minimium, we take $R=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{\max }\right]$, where:
\# $\quad-x_{1}=x_{\text {min }}-\left((\alpha-h) \tan \frac{\theta}{2}-\alpha\right) \cos \theta$
\# $--x_{2}=x_{\max }+(\alpha+h) \tan \frac{\theta}{2}+\alpha$
\# $\quad-y_{1}=y_{\text {min }}-\left(\alpha \tan \frac{\theta}{2}-\alpha-w\right) \sin (\theta)$
\# $\quad--w=x_{\max }-x_{\min }$
\# $\quad-\quad h=y_{\max }-y_{\min }$
\# It is not necessary to extend above the existing ROI.
ext_left = ((ymax - ymin - alpha)
* tan(theta / 2) - alpha) $* \cos ($ theta)
ext_right $=(a l p h a+y m a x-y m i n) * \tan ($ theta / 2)

```
ext_down = (alpha * tan(theta / 2) + alpha
    + xmax - xmin) * sin(theta)
```

    \# If this module is running inside an instance of SAGE,
    \# coerce these variables into float128, because numpy
    \# does not play well with SAGE data types.
    ```
xmin_ext = float128(xmin - ext_left)
xmax_ext = float128(xmax + ext_right)
ymin_ext = float128(ymin - ext_down)
```

W_ext = W + int (ceil(ext_left / dx)
+ ceil(ext_right / dx))
H_ext $=H+\operatorname{int}($ ceil (ext_down / dy) )
\# Extending to the right is easy.
\# Repeat the boundary data at the right.
\# But we will do that later.
\# Extending to the left and downard takes more effort.
\# We must take boundary data and translate it as it is
\# extended. We use a Fourier multiplier in both
\# extensions to perform the job.
\# Extract left boundary data, pad it in the $y$ direction

```
# by extleft \cdot tan }0\mathrm{ , then repeat it in the }x\mathrm{ direction by
```


# by extleft \cdot tan }0\mathrm{ , then repeat it in the }x\mathrm{ direction by

# ext left

# ext left

pad_up = int(ceil(
(-(alpha - ymax + ymin) * tan(theta / 2) - alpha) *
sin(theta) / dy))
pad_left = int(ceil(ext_left / dx))

# Left boundary data, padded upward so that we may later

# throw away the garbage data that will appear when we

    # perform the translation needed to repeat the data
    # in the direction of - 豆}2
    left = concat((data[::, 0], zeros(pad_up)))
    # ... then repeated to have width 'pad_left'.
    left = array((left,) * pad_left).transpose()
    # We now prepare the Fourier multiplier.
    # Initialize the x\eta-grid.
    X = float128(linspace(xmin_ext, xmin - dx,
        pad_left))
        H_up = H + pad_up
    eta_max = float128(2 * pi * (1 - 1.0 / H_up) / dy)
    ```
```

Eta = float128(linspace(0, eta_max, H_up))
Eta[H_up / 2:] -= float128(2 * pi / dy)

```
X, Eta = meshgrid (X, Eta)
\# 'translation' - array giving amount of translation
\# to be performed in the vertical direction.
translation \(=\) float128(tan(theta)) \(*(X-x m i n)\)
\# The Fourier multiplier used to perform the translation.
multiplier \(=\exp (-1 j *\) Eta \(*\) translation)
    \# Note the 'axis=0' keyword argument.
    left_fft = fft(complex128(left), axis=0)
    left \(=\) ifft(left_fft * multiplier, axis=0)
    \# Concatenate 'left' to 'data', after discarding
    \# garbage data.
    data_ext \(=\) concat((left[:-pad_up], data), axis=1)
    \# We now do the same in extending the data downward.
    pad_right \(=\) int (ceil(ext_down \(* \cos (\) theta) \(/ \sin (\) theta \() / d x))\)
    pad_down \(=\) int (ceil(ext_down / dy))
    \# Start with the bottom row of the data...
    bottom = concat((data_ext[0], zeros(pad_right)))
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```


# ...repeated to have height 'pad_down'.

```
# ...repeated to have height 'pad_down'.
bottom = array((bottom,) * pad_down)
bottom = array((bottom,) * pad_down)
# Initialize the \xiy-grid to prepare the
# Initialize the \xiy-grid to prepare the
    # Fourier multiplier.
    # Fourier multiplier.
    Y = float128(linspace(ymin_ext, ymin - dy,
    Y = float128(linspace(ymin_ext, ymin - dy,
                                pad_down))
                                pad_down))
W += pad_right + pad_left
W += pad_right + pad_left
xi_max = float128(2 * pi * (1 - 1.0 / W) / dx)
xi_max = float128(2 * pi * (1 - 1.0 / W) / dx)
Xi = float128(linspace(0, xi_max, W))
Xi = float128(linspace(0, xi_max, W))
Xi[W / 2:] -= float128(2 * pi / dx)
Xi[W / 2:] -= float128(2 * pi / dx)
    Xi, Y = meshgrid(Xi, Y)
    Xi, Y = meshgrid(Xi, Y)
    translation = float128(cos(theta) / sin(theta)) *(Y - ymin)
    translation = float128(cos(theta) / sin(theta)) *(Y - ymin)
    multiplier = exp(-1j * Xi * translation)
    multiplier = exp(-1j * Xi * translation)
    bottom_fft = fft(complex128(bottom), axis=1)
    bottom_fft = fft(complex128(bottom), axis=1)
    bottom = ifft(bottom_fft * multiplier, axis=1)
    bottom = ifft(bottom_fft * multiplier, axis=1)
    data_ext = concat((bottom[:, :-pad_right], data_ext),
    data_ext = concat((bottom[:, :-pad_right], data_ext),
        axis=0)
        axis=0)
        # Now we extend to the right and return the result.
```

        # Now we extend to the right and return the result.
    ```
```

    pad_right = int(ceil(ext_right / dx))
    data_ext = concat((data_ext,) +
    (data_ext[:, -1:],) * pad_right, axis=1)
    ```
    return data_ext
def make_kernel(self, alpha):
    """Prepares a convolution kernel for use to perform numerical
    inversion of the Florescu Broken Ray transform."""
    \# We now make a convolution kernel \(\mathcal{B}^{-1} \phi_{\alpha}\).
    \# We must determine a rectangle \(S\) needed so that
    \(\# \operatorname{supp}\left(\mathcal{B} \mu_{t}(z-\cdot) \mathcal{B}^{-1} \phi_{\alpha}\right) \subseteq S\) for each \(z \in \mathrm{ROI}\).
    \# This time, we take \(S=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]\), where:
    \# \(\quad-x_{1}=\left(-(\alpha+h) \tan \frac{\theta}{2}-\alpha+w\right) \cos \theta-w\)
    \# \(\quad-x_{2}=\alpha+(\alpha+h) \tan \frac{\theta}{2}\)
    \# \(\quad--y_{1}=-h\)
    \# \(\quad-y_{2}=\left((\alpha-h) \tan \frac{\theta}{2}+\alpha+w\right) \sin \theta+h\)
    \# \(\quad--w=x_{\max }-x_{\min }\)
    \# \(\quad--h=y_{\max }-y_{\min }\)
    \(d x, d y=s e l f . d x\), self.dy
    xmin, \(x \max =\) self.xmin, self.xmax
    ymin, ymax \(=\) self.ymin, self.ymax
    theta \(=\) self.theta
```


# Determine the bounds on the convolution kernel array.

xmin_ker = (-(alpha + ymax - ymin)
* tan(theta / 2)
- alpha + xmax - xmin) \
* cos(theta) \
- xmax + xmin
xmax_ker = alpha + (alpha + ymax - ymin) \
* tan(theta / 2)
ymin_ker = ymin - ymax
ymax_ker = ((alpha - ymax + ymin)
* tan(theta / 2)
+ alpha + xmax - xmin) \
* sin(theta) \
+ ymax - ymin

# Adjust these bounds to be integer multiples of }\Delta

# and \Deltay as needed. Also pad around the edge

# by a single pixel.

xmin_ker = floor(xmin_ker / dx) * dx
xmax_ker = ceil(xmax_ker / dx) * dx
ymin_ker = floor(ymin_ker / dy) * dy
ymax_ker = ceil(ymax_ker / dy) * dx
W = int(ceil(xmax_ker / dx) - floor(xmin_ker / dx)) + 1
H = int(ceil(ymax_ker / dy) - floor(ymin_ker / dy)) + 1

```
```


# Prepare xy grid, with an extra pixel border

# around the edge.

X = float128(linspace(xmin_ker - dx, xmax_ker + dx, W + 2))
Y = float128(linspace(ymin_ker - dy, ymax_ker + dy, H + 2))
X, Y = meshgrid(X, Y)
A = cos(float128(theta)) - 1
B = sin(float128(theta))

# Prepare pq grid.

P}=\textrm{B}*\textrm{X}-\textrm{A}*\textrm{Y
Q = A * X + B * Y
alpha = float128(alpha)
case_num = self.kernel_generator.findcase(a=A, b=B)
case, formula = self.kernel_generator[case_num]
if len(formula) == 0:
dirname, fname = os.path.split(__file__)
src = "fbrt-inv-kernel-%d.rpn.bz2" % (case_num + 1)
f = bz2.BZ2File(os.path.join(dirname, src), "r")
rpn = f.read().decode("utf8")
f.close()

```
        self.kernel_generator[case_num] = (case,
                rpncalc.decode(rpn))
```

    Phi = alpha * self.kernel_generator(a=A, b=B,
                                    x=X / alpha, y=Y / alpha,
                                    p=P / alpha, q=Q / alpha)
    Ker = (Phi[2:] + Phi[:-2] - 2 * Phi[1:-1]) / dx
    Ker = (Ker[:, 2:] + Ker[:, :-2] - 2 * Ker[:, 1:-1]) / dy
    return Ker
    def reconstruct(self, data, kernel, alpha):
\# This is where the reconstruction finally happens.
\# Apparently, scipy's fftconvolve does not support
\# float128. But that is okay. The purpose of using
\# 128-bit precision was for computation of 'Ker'
\# in the above method.
data_ext = self._extend(data, alpha)
result = conv(kernel, data_ext)
\# Need to determine how 'data_ext' is to be cropped.
dx, dy = self.dx, self.dy
xmin, xmax = self.xmin, self.xmax

```
```

ymin, ymax = self.ymin, self.ymax
theta = self.theta

# Determine the bounds on the convolution kernel array.

xmin_ker = (- (alpha + ymax - ymin)
* tan(theta / 2)
- alpha + xmax - xmin) \
* cos(theta) \
- xmax + xmin
xmax_ker = alpha + (alpha + ymax - ymin) \
* tan(theta / 2)
ymin_ker = ymin - ymax
ymax_ker = ((alpha - ymax + ymin)
* tan(theta / 2)
+ alpha + xmax - xmin) \
* sin(theta) \
+ ymax - ymin

# How much the data was extended

ext_left = ((ymax - ymin - alpha)
* tan(theta / 2) - alpha) * cos(theta)
ext_right = (alpha + ymax - self.ymin)\
* tan(theta / 2)
ext_down = (alpha * tan(theta / 2) + alpha
+ xmax - xmin) * sin(theta)

```
```

    crop_bottom = int(ceil(ext_down / dy) - floor(ymin_ker / dy))
    crop_top = int(ceil(ymax_ker / dy))
    crop_left = int(ceil(ext_left / dx) - floor(xmin_ker / dx))
    crop_right = int(ceil(xmax_ker / dx) + ceil(ext_right / dx))
    return result[crop_bottom:-crop_top, crop_left:-crop_right]
    ```

To run a reconstruction from the Python prompt, given an array \(\mathbf{Q f}\), along with \(x_{\text {min }}\), \(x_{\max }, y_{\min }, y_{\max }\), and \(\theta\), one executes the following, choosing a reconstruction parameter \(\alpha\) :
```

1 >>> H, W = Qf.shape
2 >>> brinv = FMSBrokenRayInversion(H, W, xmin, xmax, ymin, ymax, theta)
3 >>> alpha = 3*sqrt(brinv.dx*brinv.dy)
4 >>> kernel = brinv.generate_kernel(alpha)
5 >>> reconstructed = brinv.reconstruct(Qf, kernel, alpha)

```

The file array2im.py provides the ability to convert a 2 -dimensional NumPy array into an image file through the Python Imaging Library (the PIL module). This file can also be used as both a Python module and as a command line utility. At the time of this writing, array2im.py generates images with red corresponding to positive values, and blue to negative values, with brightness corresponding to absolute value. The imaginary parts of complex-valued arrays are ignored.

\section*{A. 3 Results}

Reconstructions of images are from simulated data. Of note is the visible error in the reconstruction of a square whose sides are not parallel to the coordinate axes, but instead having a pair of its sides parallel to the terminal beam. Each of these reconstructions were done on a \(1025 \times 1025\) grid, with regions of interest \([-6,6] \times[-6,6]\).


FIGURE A.1: Recovery of the characteristic function of a square from its Broken Ray transform, with scattering angle \(\theta=\frac{\pi}{3}\). Two of the edges are parallel to the initial beam direction.

A reconstruction of a square in Figure A.1, whose sides are parallel to the coordinate axes, is shown to have almost no error, save for some lines corresponding to the direction of integration, passing through the vertices of the square. The error towards the lower left is due to the manner in which the data is repeated.

The square in Figure A.2, on the other hand, is tilted so that two of its sides correspond to the terminal direction is reconstructed with visible noise. Error was highly abundant when taking \(\alpha=0.05\). The reconstruction shown is given with \(\alpha=0.15\), which reduced the error, but at the cost of blurring the image.

This can be remedied by reconstructing from data sampled on an alternate grid that lines up with both the initial and terminal directions. This would be equivalent, up to scalar


FIGURE A.2: Recovery of the characteristic function of a tilted square from its Broken Ray transform, with scattering angle \(\theta=\frac{\pi}{3}\). Two of the edges are parallel to the terminal beam direction.


FIGURE A.3: Recovery of the characteristic function of a square from its Broken Ray transform, with scattering angle \(\theta=\frac{\pi}{2}\).
multiple, to reconstructing with a scattering angle of \(\frac{\pi}{2}\). In this setting, \(a=-1\) and \(b=1\), and so we would be able to simplify the symbolic expression for \(\kappa \star \mathcal{B}^{-1} \phi\), and therefore cut down on the computation time. Indeed, the reconstruction in this setting appears to be a perfect reconstruction with almost no perceptible error, as shown in Figure A.3. Also notice that the repetition of the boundary data at the bottom becomes trivial.

Figure A. 4 depicts a reconstruction of a function \(f\) where \(W F(f) \backslash W F(\mathcal{B} f)\) is nonempty,



FIGURE A.4: Recovery of a piecewise-constant function (taking values 1 and -1 on its support) having singularities vanish in its Broken Ray transform.
and in particular, consists of three line segments. This is similar to what was shown in Example 4.2.2. Here, the scattering angle of \(\frac{\pi}{3}\).


FIGURE A.5: Recovery of a piecewise-quadratic function.

In Figure A.5, we reconstruct the function \(f\), defined by
\[
f(x, y)= \begin{cases}\operatorname{sgn}(u)\left(v^{2}-9\right), & \text { if }|u|<1,|v|<3 \\ 0, & \text { otherwise }\end{cases}
\]
where the \(u v\)-plane is a counter-clockwise rotation of the \(x y\)-plane by \(\frac{\pi}{6}\). As with the function shown in Figure A.4, notice that \(\mathcal{B} f\) here vanishes along the \(v\)-axis, and this time,
the size of the jump discontinuity in \(f\) along the \(v\)-axis varies between \(v=-3\) and \(v=3\).

\section*{B Numerical inversion of the Polar Broken Ray transform}

The code in this section is found in brokenray/polar.py of the brokenray package. We first import the necessary modules and RPN functions that were originally generated in SAGE. Inversion requires modules iqueue, which is derived from Python's queue module, as well as the rpncalc and parallel modules. At the time of this writing, these modules, and successive versions, can be downloaded from their respective repositories at http://github.com/shersonb/.

Also, the file polar-to-cartesian.py is a standalone Python script used to filter and resample data given on a polar grid onto a Cartesian grid, and is included with the brokenray module.

As with the reconstructions of the Florescu, et. al. Broken Ray transform, the array2im module can also be used to convert the NumPy arrays resulting from the following inversion code into graphic files, and is found at http://github.com/shersonb/python-array2im/.

We first import some required tools:
```

1 from numpy import array, zeros, linspace, meshgrid, ndarray, diag
2 from numpy import uint8, float64, int8, int0, float128, complex128
3 from numpy import exp, sqrt, cos, tan, arctan
from numpy import minimum, maximum
5 from numpy import ceil, floor

```

6 from numpy import matrix as npmatrix
7 from numpy.fft import fft, ifft
8 from numpy import pi
9 from scipy.linalg import solve_triangular as solve
10 from scipy.signal import fftconvolve as conv
1 from scipy.ndimage import geometric_transform as transform

12

3 \# We will make use of *reentrant* locks.
4 from threading import RLock as Lock
5 from threading import Condition, Thread
16
17 \# This module is a modification on python's queue module,
8 \# which allows one to interrupt a queue.
9 import iqueue
20
21 \# This is a module written to execute code in parallel.
\# While python is limited by the Global Interpreter Lock,
3 \# numerical operations on NumPy arrays are generally not
4 \# limited by the GIL.
import parallel
26
27 \# This module allows the conversion of SAGE symbolic expressions
\# to RPN code through the symbolic_to_rpn. RPNProgram is a subclass
29 \# of list that comes equipped with a __call__ method that implements
30 \# execution of the RPN code.
31 import rpncalc

Much of the effort to numerically invert the Polar Broken Ray transform goes into computation and inversion of the matrix given in (5.3.1). Computation of \(\kappa * B_{n}\) is done via approximation with power series, giving us
\[
\kappa * B_{n}\left(r_{j}, s_{k}\right)= \begin{cases}2 \sum_{m \in 2 \mathbb{N}} \frac{1}{(m+2)!} \cdot \frac{\partial^{m} B_{n}}{\partial r^{m}}\left(r_{j}, s_{k}\right) \cdot \Delta r^{m+1} & j<k, \\ \sum_{m \in \mathbb{N}} \frac{1}{(m+2)!} \cdot \frac{\partial^{m} B_{n}}{\partial r^{m}}\left(r_{j}, s_{k}\right) \cdot \Delta r^{m+1} & j=k\end{cases}
\]

\section*{B. 1 Utility functions}

We introduce variables as follows:
\[
\begin{gathered}
q=\frac{s}{r}, \quad u=\arcsin (q \sin \phi), \\
w=e^{i(\phi-u)}, \quad v=r \cdot \frac{\partial u}{\partial r}=-q \cdot \frac{\partial u}{\partial q},
\end{gathered}
\]
so that
\[
\begin{aligned}
K_{n} & =K(\cdot, n) \\
& =w^{n} \cdot \frac{\partial u}{\partial q} \csc \phi \\
& =-\frac{r}{s} w^{n} v \csc \phi .
\end{aligned}
\]

Notice that
\[
\frac{\partial w}{\partial r}=-\frac{i w v}{r}, \quad \frac{\partial v}{\partial r}=-\frac{v\left(1+v^{2}\right)}{r},
\]
and so
\[
\begin{aligned}
B_{n}(r, s) & =\frac{1}{r} \frac{\partial K_{n}}{\partial q} \\
& =-\frac{r}{s^{2}} w^{n} v^{2}(v+i n) \csc \phi
\end{aligned}
\]

Furthermore, recursively defining
\[
c_{m}\left(x, n^{2}\right)=n^{2} d_{m-1}\left(x, n^{2}\right)-(1+3 x+m) c_{m-1}\left(x, n^{2}\right)-2 x(1+x) \frac{\partial c_{m-1}}{\partial x}\left(x, n^{2}\right),
\]
\[
d_{m}\left(x, n^{2}\right)=-x c_{m-1}\left(x, n^{2}\right)-(2 x+m) d_{m-1}\left(x, n^{2}\right)-2 x(1+x) \frac{\partial d_{m-1}}{\partial x}\left(x, n^{2}\right),
\]
for \(m \geq 1\), subject to initial values
\[
c_{0}\left(x, n^{2}\right)=d_{0}\left(x, n^{2}\right)=-1
\]
we find that
\[
\frac{\partial^{m} B_{n}}{\partial r^{m}}=\frac{w^{n} v^{2} r^{1-m} \csc \phi}{s^{2}}\left(v c_{m}\left(v^{2}, n^{2}\right)+n d_{m}\left(v^{2}, n^{2}\right) i\right), \quad m \geq 0,
\]
and hence,
\[
\kappa * B_{n}\left(r_{j}, s_{k}\right)=\frac{w^{n} v^{2} r \csc \phi \Delta r}{s^{2}} \cdot \begin{cases}2 \sum_{m \in 2 \mathbb{N}} \frac{1}{(m+2)!} \cdot\left(v c_{m}+n d_{m} i\right)\left(\frac{\Delta r}{r}\right)^{m} & j<k, \\ \sum_{m \in \mathbb{N}} \frac{1}{(m+2)!} \cdot\left(v c_{m}+n d_{m} i\right)\left(\frac{\Delta r}{r}\right)^{m} & j=k\end{cases}
\]

In the interests of time, we will forego use of SAGE's symbolic computational capabilities to compute the polynomials \(c_{m}\) and \(d_{m}\), and instead generate the coefficients using NumPy matrix multiplication.

Assume \(C^{(m)}\) and \(D^{(m)}\) are matrices representing the coefficients of \(c_{m}\) and \(d_{m}\) :
\[
\begin{aligned}
& c_{m}\left(x, n^{2}\right)=\sum_{j, k \geq 0} C_{j, k}^{(m)} x^{j} n^{2 k}, \\
& d_{m}\left(x, n^{2}\right)=\sum_{j, k \geq 0} D_{j, k}^{(m)} x^{j} n^{2 k} .
\end{aligned}
\]

Then by the recursions given above, \(C^{(m)}\) and \(D^{(m)}\) are \((m+1) \times\left(\left\lceil\frac{m}{2}\right\rceil+1\right)\) and \((m+1) \times\) \(\left(\left\lfloor\frac{m}{2}\right\rfloor+1\right)\), respectively, and are given by
\[
\begin{aligned}
C^{(m)}= & E_{m} D^{(m-1)} X_{\frac{m+1}{2}}^{T} \\
& \quad-\left((1+m) E_{m}+3 X_{m}+2\left(E_{m} X_{m-1}+X_{m} X_{m-1}\right) \Delta_{m}\right) C^{(m-1)} E_{\frac{m+1}{2}}^{T} \\
& =\mathbb{R}^{(m+1) \times \frac{m+3}{2}}
\end{aligned}
\]
\[
\begin{aligned}
D^{(m)} & =X_{m} C^{(m-1)}-\left(m E_{m}+2 X_{m}+2\left(E_{m} X_{m-1}+X_{m} X_{m-1}\right) \Delta_{m}\right) D^{(m-1)} \\
& \in \mathbb{R}^{(m+1) \times \frac{m+1}{2}}
\end{aligned}
\]
for \(m\) odd, and
\[
\begin{aligned}
C^{(m)}= & E_{m} D^{(m-1)} X_{\frac{m}{2}}^{T} \\
& \quad-\left((1+m) E_{m}+3 X_{m}+2\left(E_{m} X_{m-1}+X_{m} X_{m-1}\right) \Delta_{m}\right) C^{(m-1)} \\
& \quad \mathbb{R}^{(m+1) \times\left(\frac{m}{2}+1\right)}, \\
D^{(m)}= & X_{m} C^{(m-1)}-\left(m E_{m}+2 X_{m}+2\left(E_{m} X_{m-1}+X_{m} X_{m-1}\right) \Delta_{m}\right) D^{(m-1)} E_{\frac{m}{2}}^{T} \\
\in & \mathbb{R}^{(m+1) \times\left(\frac{m}{2}+1\right)},
\end{aligned}
\]
for \(m\) even, where
\[
\begin{gathered}
\Delta_{m}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & m-1
\end{array}\right] \in \mathbb{R}^{(m-1) \times m}, \\
X_{m}=\left[\begin{array}{cccc}
0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & \ldots & 1
\end{array}\right] \in \mathbb{R}^{(m+1) \times m}, \quad E_{m}=\left[\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & \ldots & 1 \\
0 & 0 & \ldots & 0
\end{array}\right] \in \mathbb{R}^{(m+1) \times m} .
\end{gathered}
\]

Computation of \(C^{(m)}\) and \(D^{(m)}\) are done through the getcoeffs method of an instance of _CD_RPN, while the RPN code is generated by invoking __getitem__.
```

1 \# Some utility functions used by PolarBrokenRayInversion
def _E(m):
return int0(npmatrix(diag((1,) * int(m + 1), k=0)[:, :-1]))
4
5
6 def _X(m):
7 return int0(npmatrix(diag((1,) * int(m), k=-1)[:, :-1]))
8
9 def _Del(m):
12 Class _CD_RPN:

```
```

    def __init__(self):
    ```
    def __init__(self):
    self.coeffs = [(npmatrix((-1,)), npmatrix((-1,)))]
    self.coeffs = [(npmatrix((-1,)), npmatrix((-1,)))]
        self.rpn = [(rpncalc.RPNProgram([-1]), rpncalc.RPNProgram([-1]))]
        self.rpn = [(rpncalc.RPNProgram([-1]), rpncalc.RPNProgram([-1]))]
        # In case this class is utilized by multiple threads.
        # In case this class is utilized by multiple threads.
        self.lock = Lock()
        self.lock = Lock()
    def getcoeffs(self, m):
    def getcoeffs(self, m):
        # Returns coefficients for cm}\mathrm{ and }\mp@subsup{d}{m}{}\mathrm{ .
        # Returns coefficients for cm}\mathrm{ and }\mp@subsup{d}{m}{}\mathrm{ .
        # If they already exist in cache, just return what is there.
        # If they already exist in cache, just return what is there.
        with self.lock:
        with self.lock:
            if len(self.coeffs) <= m:
            if len(self.coeffs) <= m:
                # Need to generate coefficients for cm and dm}\mp@subsup{d}{m}{}\mathrm{ .
```

                # Need to generate coefficients for cm and dm}\mp@subsup{d}{m}{}\mathrm{ .
    ```
```


# Fetch the coefficients for c}\mp@subsup{c}{m-1}{}\mathrm{ and }\mp@subsup{d}{m-1}{}\mathrm{ .

C, D = self.getcoeffs(m - 1)
if m % 2: \# m is odd
C_new = _E(m)*D*_X((m + 1)/2).transpose() \
- ((1 + m)*_E(m) + 3*_X(m)
+ 2*(_E(m) + _X(m))*_X(m - 1)*_Del(m))*C \
*_E((m + 1)/2).transpose()
D_new = _X(m)*C - (m*_E(m) + 2*_X(m)
+ 2 * (_E(m) + _X(m))*_X(m - 1)*_Del(m))*D
else: \# m is even
C_new = _E(m)*D*_X(m/2).transpose() \
- ((1 + m)*_E(m) + 3*_X(m)
+ 2*(_E(m) + _X(m))*_X(m - 1)*_Del(m))*C
D_new = _X(m)*C - (m*_E(m) + 2*_X(m)
+ 2*(_E(m) + _X(m))*_X(m - 1)*_Del(m))*D \
*_E(m / 2).transpose()
self.coeffs.append((C_new, D_new))
return self.coeffs[m]
n2 = rpncalc.wild("n2")

```
def __getitem__(self, m):
```

v2 = rpncalc.wild("v2")
mul = rpncalc.rpn_funcs["*"]
add = rpncalc.rpn_funcs["+"]

# Returns RPN code for cj and dj. Generate on the fly if needed.

with self.lock:
while len(self.rpn) <= m:
cm_rpn = []
dm_rpn = []
C, D = self.getcoeffs(len(self.rpn))
\# Generate RPN code for }\mp@subsup{c}{j}{}\mathrm{ and }\mp@subsup{d}{j}{}\mathrm{ .
for row in array(C[::-1]):
npoly_rpn = []
for coeff in row[::-1]:
if coeff:
if len(npoly_rpn):
npoly_rpn.extend([n2, mul])
npoly_rpn.extend([coeff, add])
else:
npoly_rpn.append(coeff)
elif len(npoly_rpn):
npoly_rpn.extend([n2, mul])
if len(cm_rpn):
cm_rpn.extend([v2, mul])
cm_rpn.extend(npoly_rpn)

```
cm_rpn. append (add)
else:
cm_rpn.extend(npoly_rpn)
for row in \(\operatorname{array}(\mathrm{D}[::-1])\) :
npoly_rpn = []
for coeff in row [::-1]:
if coeff:
if len(npoly_rpn):
npoly_rpn.extend([n2, mul])
npoly_rpn.extend([coeff, add])
else:
npoly_rpn. append (coeff)
elif len(npoly_rpn):
npoly_rpn.extend([n2, mul])
if len(dm_rpn):
dm_rpn.extend([v2, mul])
dm_rpn.extend(npoly_rpn)
dm_rpn.append(add)
else:
dm_rpn.extend(npoly_rpn)
self.rpn.append(
(rpncalc.RPNProgram(cm_rpn),
rpncalc.RPNProgram(dm_rpn)))
return self.rpn[m]

The following is a numerical implementation of \(\frac{\partial}{\partial s}\), based on approximating
\[
\frac{\partial f}{\partial s}=\psi_{\alpha}^{\prime} \star f
\]
where \(\psi_{\alpha} \rightarrow \delta\) in distribution as \(\alpha \rightarrow 0\). We only require \(\psi_{\alpha}\) to have a first-order weak derivative.
```

class Sderiv:
def __init__(self, alpha):
self.alpha = alpha
def __call__(self, A, ds):
H, W = A.shape
psi = rpncalc.decode(u"\xab x 3 - 4/ +/- 3 x * 4/ + \xbb")
N = ceil(self.alpha / ds)
X = linspace(-N * ds - ds, N * ds + ds, 2 * N + 3)
Psi = psi(x=X / self.alpha)
Psi[X > self.alpha] = psi(x=1)
Psi[X < -self.alpha] = psi(x=-1)
stencil = (Psi[:-2] + Psi[2:] - 2 * Psi[1:-1]) / ds
diff = conv([stencil], A)
return N, N, diff[:, 2 * N:-2 * N]

```

\section*{B. 2 Reconstruction}

\section*{PolarBrokenRayInversion class}

This task is parallelizable, and so we will write our code as such, using the parallel module.
```

class PolarBrokenRayInversion(parallel.BaseTaskClass):
_cd = _CD_RPN()
_u = rpncalc.decode(u"\xab q phi sin * arcsin \xbb")
_v = rpncalc.decode(u"\xab q phi sin * +/- \
1 q 2 ~ phi sin 2 - * - sqrt / \xbb")
_W = rpncalc.decode(u"\xab i phi u - * exp \xbb")
_tm = rpncalc.decode(u"\xab i dm * n * cm v * + dlnr m ~ * \
m 2 + ! / \xbb")
_cf = rpncalc.decode(u"\xab dr r * v 2 ^ * phi csc * s 2 ^ / \xbb")
_invlock = Lock()
def __init__(self, Qf, Phi, smin, smax, alpha, nmax=200):
\# Parameters:
\# Qf -- Qf, sampled on an r0 grid.
\# Phi (\phi) -- Scattering angle
\# rmin -- rmmin defaults to 1.
\# rmax -- rmax , defaults to 6.
\# D -- Numerical implemenation of }\frac{\partial}{\partialr}\mathrm{ .
\# nmax -- n max , reconstructs \tilde{f}(r,n)
\# for }|n|\leq\mp@subsup{n}{\operatorname{max}}{}.\mathrm{ Defaults to 200.

```
```


# This reconstruction will assume that \mathcal{Q is real and exploit}

# conjugate symmetry in the Fourier series.

# Initialize variables.

self.Qf = Qf
self.Phi = Phi
self.smin = smin
self.smax = smax
H, W = Qf.shape
self.thetamin = thetamin = -pi
self.thetamax = thetamax = pi*(1-2.0/H)
self.nmax = nmax
self.F = None
self.F_cartesian = None
self.lock = Lock()
self.status = Condition(self.lock)
self.jobsdone = 0
self.jobcount = nmax + 1
self.running = False
self.projectioncount = 0
self.projecting = False

```
```

self.dr = dr = ds = (smax - smin) / float(W - 1)
self.dtheta = dtheta = (thetamax - thetamin) / float(H)

# Compute\widetilde{\mathcal{Qf}}\mathrm{ .}

self.FQf = FQf = fft(Qf, axis=0)

# Perform differentiation of \widetilde{\mathcal{Qf}}\mathrm{ .}

D = Sderiv(alpha)
try:
clip_left, clip_right, self.DFQf = D(FQf, ds)
except:
clip_left, clip_right, self.DFQf = D(float64(FQf), ds)

```
    \# Initialize array that will store \(\tilde{f}\).
    self.Ff = zeros(self.DFQf.shape, dtype=complex128)
    \# Initialize rs grid.
    self.rmin \(=\) self.smin + clip_left \(*\) ds
    self.rmax \(=\) self.smax - clip_right \(*\) ds
    \(R=\) linspace(self.rmin, self.rmax, \(W\) - clip_left - clip_right)
    self.R, self. \(S=\operatorname{meshgrid}(R, R)\)
    \# Compute \(q, u, v, w\), and \(v^{2} r * \csc (\phi) * \Delta r / s^{2}\).
    self.Q = self.S / self.R
    args \(=\operatorname{dict}(q=s e l f . Q, r=s e l f . R, s=s e l f . S, ~ p h i=s e l f . P h i, ~ d r=d r)\)
    args["u"] = self.U = self._u(**args)
        args["v"] = self.V = self._v(**args)
        self.W = self._W(**args)
        self.Factor \(=\) self._cf(**args)
def \(A(s e l f, n, e p s=0.0000001, p=16):\)
    \# Compute matrix \(\mathbf{A}_{n}\).
    H, W = self.DFQf.shape
    \# Initialize the An matrix (as an array for now).
    An \(=\) zeros(self.R.shape, dtype=complex128)
    \# First compute a partial sum for the upper triangular part.
    \# Start with \(m=0\)
    mask \(=\) self.S < self.R
    Sum = zeros(self.R.shape, dtype=complex128)
    for \(m\) in xrange ( \(0, p+1,2\) ):
        cm_rpn, dm_rpn = self._cd[m]
        Term = self._tm(v=self.V[mask], v2=self.V[mask] ** 2,
        dlnr=self.dr / self.R[mask],
        \(\mathrm{n}=\mathrm{n}, \mathrm{n} 2=\mathrm{n} * * 2, \mathrm{~m}=\mathrm{m}, \mathrm{cm}=\mathrm{cm} \_\mathrm{rpn}, \mathrm{dm}=\mathrm{dm}\) _rpn)
    Sum[mask] += Term
```

        mask[mask] *= abs(Term) >= eps
        if not mask.any():
        break
    mask = self.S < self.R
An[mask] = 2 * self.W[mask] ** n * self.Factor[mask] * Sum[mask]

# Now to do the diagonal.

# Since r=s here, we have q=1, u=\phi,v=-tan \phi,

# and w=1.

mask = self.S == self.R
Sum = zeros(self.R.shape, dtype=complex128)
for m in xrange(0, p + 1):
cm_rpn, dm_rpn = self._cd[m]
Term = self._tm(v=-tan(self.Phi), v2=tan(self.Phi) ** 2,
dlnr=self.dr / self.R[mask],
n=n, n2=n ** 2, m=m, cm=cm_rpn, dm=dm_rpn)
Sum[mask] += Term
mask[mask] *= abs(Term) >= eps
if not mask.any():
break

```
```

    mask = self.S == self.R
    An[mask] = self.Factor[mask] * Sum[mask] + \
        array([1 - 1 / cos(self.Phi)] * W)
    return npmatrix(An)
    def f(self, n):
\# This is the function that is run in parallel.
An = self.A(n, eps=10 ** -9, p=24)
DFQf = self.DFQf[n]
\#AnInv = inv(An).transpose()
\#Ff = array(DFQf*AnInv) [0]
Ff = solve(An, DFQf)
return Ff
def populatequeue(self, queue):
for n in xrange(self.nmax + 1):
queue.put(n)
def postproc(self, (n, Ff)):
with self.status:
self.Ff[n] = Ff
if n > 0:
self.Ff[-n] = Ff.conjugate()

```
```
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```
def reconstruct(self):
```

def reconstruct(self):
with self.lock:
with self.lock:
self.F = ifft(self.Ff, axis=0)
self.F = ifft(self.Ff, axis=0)
return self.F

```
        return self.F
```

Given Qf, $\phi, s_{\min }, s_{\max }$, a parameter $\alpha$ used in a numeric implementation of $\frac{\partial}{\partial s}$, and $n_{\max }$, inversion to reconstruct $\tilde{\mathbf{f}}(\cdot, n)$ for $|n| \leq n_{\max }$ is started with:

1 >>> H, W = Qf.shape
2 >>> ds = (smax - smin)/(W - 1)
3 >>> alpha $=4 *$ ds
4 >>> qinv = PolarBrokenRayInversion(Qf, phi, smin, smax, alpha, nmax)
${ }_{5}$ >>> jm = parallel.JobManager()
6 >>> jm.jobqueue.put(qinv)

At the SAGE prompt, one may choose to render the reconstruction on a polar grid as it is running:

```
1 >>> reconstructed = qinv.reconstruct()
```

Since reconstruction done is on a polar grid, one may use polar-to-cartesian.py to resample the reconstruction to a Cartesian grid.

It should be observed that reconstruction of $\tilde{f}(r, n)$ becomes unstable for $|n|$ large as $r$ approaches $r_{\text {min }}$. Filtering in the form of smoothing in the angular direction will help mitigate this instability. This filtering is implemented in the polar-to-cartesian.py script.

## B. 3 Results

We present reconstructions of images are from simulated data. While the reconstructions are done on polar grids, the image shown here are reprojected onto Cartesian grids.


FIGURE B.1: Recovery of the characteristic function of a square from its Polar Broken Ray transform, with scattering angle $\phi=\frac{\pi}{3}$.

Figure B. 1 shows the reconstruction of the characteristic function of the square $[2,4] \times[1,3]$, with the scattering angle $\phi=\frac{\pi}{3}$. Notice the error increases as $r$ approaches $r_{\text {min }}$.

Figure B. 2 shows the reconstruction of the characteristic function of the disc of radius 1, centered at (3,2), with the scattering angle $\phi=\frac{\pi}{3}$. In both reconstructions, the circle $r=r_{\text {min }}$ shown in the reconstruction as an abrupt termination of error.


FIGURE B.2: Recovery of the characteristic function of a disc from its Polar Broken Ray transform, with scattering angle $\phi=\frac{\pi}{3}$.

The next three reconstructions, Figures B.3, B.4, and B.5, show reconstructions of a checker board residing in the square $[2,4] \times[1,3]$, but with differing scattering angles, $\phi=\frac{\pi}{6}, \frac{\pi}{4}$, and $\frac{\pi}{3}$. Interestingly, smaller values of $\phi$ appear to yield better reconstructions.


FIGURE B.3: Recovery of the checker board from its Polar Broken Ray transform, with scattering angle $\theta=\frac{\pi}{6}$.

Whereas in the case of the Florescu, et. al. Broken Ray transform, inversions can be made equivalent to inversion from a scattering angle of $\theta=\frac{\pi}{2}$, our injectivity result for the Polar Broken Ray transform did not include the case $\phi=\frac{\pi}{2}$, let alone discover that inversions from arbitary scattering angles can be made equivalent to the case $\phi=\frac{\pi}{2}$. Indeed, an


FIGURE B.4: Recovery of the checker board from its Polar Broken Ray transform, with scattering angle $\phi=\frac{\pi}{4}$.


FIGURE B.5: Recovery of the checker board from its Polar Broken Ray transform, with scattering angle $\phi=\frac{\pi}{3}$.
avenue of future work with the Polar Broken Ray transform may include discovering a dependence of stability of reconstruction on the the scattering angle that is not seen with the Florescu, et. al. Broken Ray transform.

