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Requirements for indirect computation of geostrophic surface

currents over large ocean areas are discussed. These requirements

point to a need to simplify standard geostrophic computations, and to

separate the first order thermal and haline contributions to geo-

strophic flow.

The equations of motion for geostrophic flow are reviewed and

the standard geostrophic computations discussed. Errors and limi-

tations in the geostrophic method are reviewed. Previous attempts

to simplify geostrophic computations are discussed and shown to be

inadequate for synoptic computation over hemispheric ocean areas.

It is shown that the Helland-Hansen equation can he rewritten

such that the geostrophic velocity is composed of a temperature

structure term and a salinity structure term. In order to apply this

modified equation to hemispheric synoptic geostrophic computations,

simple expressions are required for the dependence of specific
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volume on temperature at constant salinity and pressure, (act/aT)s p'
and on salinity at constant temperature and pressure, (aa/8S)T P
Two approaches are explored to derive these expressions, using:

1) Experimental P-V-T-S data collected in the laboratory.

2) P-V.-T-S data derived from an equation of state for sea

water.

Numerical fitting of the experimental P-V-T-S data shows that

the dependence of specific volume on temperature, a(T) can be

expressed by a quadratic equation and the dependence of specific

volume on salinity, a.(S)T can be expressed by a linear equation.

The coefficients in the temperature dependence equation are a func-

tion of salinity and pressure, and the coefficient in the salinity de-

pendence is a function of temperature and pressure. However, it is

shown that the lack of experimental data and the presence of small

errors in the data lead to inconsistencies in the values of the coef-

ficients derived. This difficulty is corrected using Ekrnan's equation

of state for sea water to generate P-V-T-S data.

Using derived expressions for (aa/8T)sp and (aa/aS)Tp

an equation is derived from the Helland-Hansen relationship and is

called the Temperature-Salinity Gradient scheme for computing geo-

strophic currents, or simply T-S Gradient scheme. This scheme

gives equivalent results to the standard geostrophic computations,

yet is computationally much simpler and faster than the standard



scheme. Other advantages are (1) the variables observed in the

ocean temperature and salinity structure are used directly in the

computations, (2) no other quantities such as o and o need be

computed, and (3) thermal and haline contributions to the geostrophic

flow can be expressed independently.

The T-S Gradient scheme is applied to existing hemispheric

fields of T and S data. It is shown that in the expressions for

(a /aT) and (3a /8S)T the use of fixed coefficients over the

entire Pacific Ocean relative to a reference level of 1000 db, intro -

duces less than five percent error in the surface velocity. This

application shows the feasibility of making geostrophic computations

by the T-S gradient scheme. Unfortunately, it also shows the de-

ficiencies of the available fields for hemispheric computations by

any scheme. These deficiencies are (1) the inaccuracy of the data,

(2) the large grid spacing, and (3) the inconsistency of the tempera-

ture and salinity fields, These must be corrected before hemispheric

geostrophic computations can be made. The construction of new

fields to meet the requirements of geostrophic computations using

available data is discussed.

Two other aspects of current computation were investigated.

First, using the capability of the T-S Gradient scheme to separate

flow into thermal and haline components, the relationship between

the thermal component and the total geostrophic surface current in



the Gulf Stream water mass in the Grand Banks was studied. Results

show that these quantities are satisfactorily related by a linear ex-

pressionwhich allows the determination of the total geostrophic sur-

face flow in this water mass using only temperature measurements.

Such techniques may be useful in reducing survey time of the Coast

Guard Ice Patrol in this region.

A second aspect investigated is the relationship between the

indirectly computed currents and measured currents in the California

current. Two experiments were performed in which drogue-

measured surface currents were compared to indirectly computed

currents given by the Fleet Numerical Weather Central and those

computed by the Helland-Hansen and T-S Gradient schemes using

standard hydrographic data. This investigation points out the signifi-

cant need for more work on this aspect.
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THE T-S GRADIENT METHOD, A NEW METHOD
OF COMPUTING GEOSTROPHIC CURRENTS

OVER LARGE OCEAN AREAS

I. INTRODUCTION

The purpose of the research reported in this study is to improve

the contemporary techniques of computing synoptic geostrophic ocean

surface currents over large ocean regions. Techniques that are used

today are either gross approximations with little scientific basis or

applicable to only small regions, or both. Yet knowledge of surface

currents is important, and in some cases essential to public, corn-

mercial, and military use of the sea.

The U. S. Coast Guard uses surface current information in

search and rescue, as well as in the forecasting of iceberg drift for

the shipping lanes in the Northwest Atlantic (Lenczyk, 1964). The

U. S. Navy Fleet Numerical Weather Central, Monterey, California,

computes surface currents every 12 hours over the Northern Hemi-

sphere principally to aid in thermal structure forecasting (Hubert

and Laevastu, 1967). The U. S. Naval Oceanographic Office computes

surface currents in the ASWEPS (Antisubmarine Warfare Environ-

mental Prediction System) area of the Northwest Atlantic for thermal

structure forecasting (James, 1966).

Mariners have been using knowledge of ocean currents probably
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since the beginning of navigation. As early as 600 BC the east to

west circum-navigation of Africa may have been aided by favorable

winds and currents (von Arx, 1962). Early Greek and Arab traders

could penetrate the Arabian Sea and Bay of Bengal because of

favorable currents under the influence of the monsoon winds. Spanish

trade between Mexico and the Philippines was also aided by knowledge

of the winds and currents (Jones, 1939). The Spanish captains would

take advantage of the North Equatorial Current on their westerly

journey, and return to Mexico along a more northerly route reaching

land fall around Cape Mendocino. An early chart of the Gulf Stream

was published by Benjamin Franklin in 1770. This chart is said to

have improved mail service from England to the American Colonies

by two weeks per crossing (Groen, 1967). Pilot charts, published by

the Naval Oceanographic Office, provide monthly summaries of wind

and surface current conditions. Surface current atlases giving the

monthly mean values are also available from the Naval Oceanographic

Office.

Flow in the surface layers of the deep ocean is influenced by

several forces: the most important are the horizontal pressure

gradient and viscous forces within the fluid, the action of wind stress,

tidal forces, and the Coriolis force. Today incomplete knowledge of

ocean dynamics and lack of suitable available data restricts the in-

direct determination of surface currents to the computation of the
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geostrophic and wind driven components (Hubert, 1965).

Computation of geostrophic flow over a large ocean area on a

synoptic basis are facilitated if the computations be as simple and as

fast as possible. Standard geostrophic computations are unsuitable

for many reasons:

1) The computations are numerous and consume more computer

time than is available for this task.

2) Several quantities must be computed that are not used beyond

the analysis of currents.

3) The temperature and salinity data that are required for

standard geostrophic computations are not yet available in the neces-

sary accuracy and density.

4) It would be useful to compute the temperature and salinity

structure contributions to the geostrophic current independently.

This is difficult by the standard method.

Further explanation of the last two points is in order. Because

of the relative ease of measuring temperature structure over the

salinity structure, temperature is a much more commonly observed

variable in the ocean. Until the recent development of in situ con-

ductivity measurement, rapid determination of salinity structure was

not possible. For this reason, while nearly synoptic thermal struc-

ture information may be available from many areas of the oceans,

salinity structure is available only from the historical records
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contained in oceanographic data centers and various atlases derived

from this historical data. It will probably be several years before

salinity structure is as commonly observed as thermal structure.

It is because of this compatability that it is desirable to compute the

temperature and salinity contributions to the geostrophic flow sepa-

rately. Furthermore, salt is not as easily exchanged between the air

and sea as is heat, and therefore, it may be more acceptable to use

historical data for salinity information than for temperature informa-

tion. By directly computing the thermal and haline components of the

geostrophic flow the significance of air-sea heat exchanges on the rmo-

haline flow may be more easily examined.

To summarize, the purpose of this thesis is to study a sirnpli-

fied method of computing geostrophic surface currents over large

ocean areas that gives essential agreement with currents computed

by the standard geostrophic method. The derived method must be

computationally faster on digital computers than the standard method.

Furthermore, that the method ought to express, at least to first

order, the thermal and haline components separately.



IL THE GEOSTROPHIC CURRENT

The Equations of Motion for Geostrophic Flow

Fluid is said to be in geostrophic balance if the flow is unac-

celerated and the horizontal pressure gradient is balanced by the

Coriolis force. The simplified equations of motion for geostrophic

flow in rectangular coordinates (x axis east, y axis north and z axis

positive down from the sea surface) are:

where

fkXVH = aYHF' (1)

--
g

f = 2 sin is the Coriolis parameter (1/ sec)

the angular velocity of the earth (radians/sec)

= the geographic latitude (degrees)

the horizontal velocity (cm/sec)
2

g the local acceleration of gravity (cm/sec

a specific volume (cm3/gm)

VHF the horizontal pressure gradient (dynes/cm2)

aP__ / 2the vertical pressure gradient (dynes/cm

k the vertical unit vector

(2)

5
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where

p2
x (V1 - V2) VH a(x,y,p)dp (3)

P1

Sa(x, y, p)dp the geopotential of level P1 with respect
p1_

2to P2 (cm/sec)

(V1 - V2) = the horizontal velocity at P1 relative to the

level P2 (cm/sec)

The geopotential difference between two levels in the ocean is

determined by the integral in the right-hand term of Equation 3.

The integral is numerically evaluated (using the trapazoidal rule)

from computed vertical density distributions, determined from the

measured vertical temperature and salinity structure. Using two

stations the measured temperature and salinity structure can be used

to compute the horizontal gradient in geopotential along an isobaric

surface, and Equation 3 can be evaluated to give the geostrophic flow

between the two stations.

The Limitations of the Dynamic Method

Use of Helland-Hansens'formula suffers from several limita-

tions (Fomin, 1964). The feasibility of computing ocean currents

using the dynamic method is based on the following assumptions:
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1) The horizontal velocity and the horizontal pressure gradient

is balanced by the Coriolis force.

2) The horizontal velocity and the horizontal pressure gradient

become negligible at a moderate depth below the sea surface.

3) The field accelerations and frictional forces can be neglected

(Sverdrup, 1947).

That these assumptions are realistic for the large scale mo-

tions, at least sometimes, has been illustrated by Stommel (1965).

Even when the assumptions of geostrophy are satisfied, the neces-

sary measurements are difficult to obtain to the desired accuracy.

Errors in the Dynamic Method

Errors in the dynamic method have been estimated by many

authors, however, no completely satisfying error analysis of geo-

strophic procedures is available. The errors in computing the geo-

strophic current from standard hydrographic measurements (tem-

perature and salinity at discrete levels) can be divided into the two

categories, measurement errors and computational errors.

Errors in the geostrophic current due to errors in the hydro-

graphic measurements have been discussed by Wooster and Taft

(1958), Reid (1959) Fomin (1964), and others. Following Reid (1959)

the measurement errors in classical hydrographic work are sum-

marized below:



1. Incorrect temperatures due to errors in temperature

readings.

2. Incorrect temperatures due to errors in the location of

the measurement.

3. Incorrect salinities due to errors in the salinity readings.

4. Incorrect saljnities due to errors in the location of the

measurement.

5. Incorrect temperature due to time and space variability.

6. Incorrect salinity due to time and space variability.

The errors in computing geostrophic currents due to computa-

tional procedures have been discussed by Rattray (1961), Fomin

(1964), Yao (1967) and others. These errors are summarized below:

1. Errors in interpolation of point hydrographic data between

sampling levels.

2. Rounding and truncation errors in the numerical integra-

tio n.

Due to the dependence of the measurement and computational

errors on one another, no completely rigorous analysis is yet avail

able for the accumulated error in determining geostrophic currents

by the dynamic method. The analysis by Fomin (1964) appears to be

the most complete to date, but his discussion is not fully documented.

The magnitude of the total error in dynamic height due to measure-

ment and computational errors has been estimated independently by
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several authors. Some of the available estimates are presented in

Table 1. Error in the geostrophic current due to the indicated error

in dynamic height is given in Table 1 for stations separated by

100 km at 450 latitude.

Table 1. Estimates of the error in the dynamic height and geo-
strophic surface current relative to 1, 000 db.

Dynamic Height Velocity
Author Error (dynamic meters) Error (cm/sec)

Wooster and Taft 0.011 1. 1

(1958)

Reed and Laird 0. 003 0. 3
(1966)

Kollmeyer (1964) 0.018 1.8

Fomin (1964) 0. 004 0. 4

The significance of these errors on geostrophic computations

depends on the magnitude of the current. Certainly if the currents

at mid-latitudes are only a few cm/sec then the relative error may

be 50 to 100 percent. Fomin (1964) states in his conclusions con-

cerning the accuracy of the geostrophic current computations that,

!computational errors may completely distort the result. Reid

(1960) estimates that the combined error in salinity, temperature,

pressure and position are on the order of 20 percent. While these

relative errors seem prohibitive, an important point must be made

here: from a practical point of view it is significant to know that
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the geostrophic currents are weak. Therefore, if the currents are

less than a few centimeters per second, this fact can be determined

even if the relative error is large.

Verification of Geostrophic Surface Currents

A few direct current measurements have been collected in sup-

port of geostrophic computations from hydrographic measurements.

The classic case is a comparison reported by Wust (1924) of

Pillsbury's current observations (1885-1889) in the Straits of Florida

to geostrophic currents computed from hydrographic data collected

in 1888 and 1912. Observed currents are in remarkable agreement

with the computed geostrophic currents, von Arx (1962) reports a

comparison of currents observed with the geomagnetic electro-

kinetograph (GEK) and dynamic topography showing substantial agree-

ment in the Gulf Stream. Broida (1966) made simultaneous measure-

ments of currents and hydrographic casts in the Florida Straits.

His measured surface currents were in fair agreement with the corn-

puted geostrophic surface currents. Reed (1965) compared geo-

strophic currents and currents measured by parachute drogue in the

Alaska Stream and found excellent agreement between the two values

for the surface current. Smith (1931) showed a definite association

between the geopotential topography in the Grand Banks Region and



12

the drift paths of icebergs that established the basis for the U. S.

Coast Guard hydrographic surveys of this region which continue

today.
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III. STANDARD GEOSTROPHIC COMPUTATIONS

Prior to exploring attempts to simplify the standard geo-

strophic computations these computations should be reviewed.

Several schemes have been suggested for computing geostrophic

currents: (1) the geopotential scheme using the HellandHansen

formula (Equation 3), (2) the acceleration potential scheme of

Montgomery and Stroup (1962), and (3) the isanosteric contour slope

scheme of Werenskjold (1935, 1937). These three methods have

been reviewed by Yao (1967). Only the geopotential scheme will be

reviewed here, because of its role in later sections of this thesis,

and its more frequent use over the other methods.

The standard computations in the geopotential scheme as ex-

pressed by the HellandHansen equation are expressed in the follow

ing equation:

where

(ADA
(V1 - V2) (4)

DB the difference in the anomaly of dynamic height

at stations A and B (cm/sec)2

= &.LP,, where . is the average specific
-11 1 1

volume anomaly in the th pressure interval

(10 cm /gm)
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(V1 V2) the magnitude of the relative current normal

to a line joining the two stations (cm/sec)

In order to carry out geostrophic computations with Equation 4

several complicated formulae must be used, or the empirical ex

pression of these formulae in tables (LaFond, 1951). The formulae

necessary to calculate in situ specific volume anomaly from meas

ured or interpolated temperature and salinity are summarized by

Yao (1967).

Salinity as a function of chlorinity is given by Knudsen's (1901)

equation:

where

S 0. 030 + 1.805 Cl (Knudsen, 1901) (5)

S = salinity (%o)

Cl chlorinity (%o)

If the measurement of electrical conductivity is to be used to deter-

mine salinity or chiorinity then other formulae or tables must be

used.

Given the chlorinity the quantity o can be computed.

-0. 069 + 0. 4708C1 - 0. 00l570Cl2 + 0.0000398C13 (6)

And with u- the quantity a- can be computed.







where
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+ 6 + 8 (Sverdrup, 1933, cited (11) by (11)6S,T S,P S,T,P LaFond, 1951)

T
+ 8T + , T and is called the therrnosteric anomaly
3(cm /gm) (Montgomery and Wooster, 1954)

T 0.0273596 1o3A1 l03)
= aS T, 0 - a35 0, 0

6S, P 6S, 0, P - 835, 0, 0

P 635 T, 835, 0,0

6 6 6 6 (6 is an order of mag-
S, T, P S1 T S, P T, P S, T, P

nitude smaller than any of the other terms and normally

neglected in geostrophic calculations.

The individual terms in Equation 11 are given in tables (Sverdrup

et al. , 1942 and LaFond, 1951).

These formulae illustrate the computational complexity of

standard geostrophic computations. To carry out these computations

synoptically, on a hemispheric grid such as that used by the U. S.

Navy Fleet Numerical Weather Central is not desirable if it can be

avoided. The question remains can geostrophic computations be

simplified, without giving up necessary accuracy?
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and Wooster showed that, except for one station in the Atlantic

Ocean, the pressure terms contribute at most five percent to th.e

station to station difference in the anomaly of dynamic height. These

authors stated (page 66):

The conclusion is reached that for hydrostatic computa-
tion limited to the upper 500 db or 1, 000 db, especially
in the Pacific Ocean, if extreme precision is not required.
and if significant convenience is gained, the pressure
terms may be neglected; in other words the thermosteric
anomaly s, T may be used in place of the complete specific
volume anomaly 6.

While this is clearly a simplification of the standard geo-

strophic computations, the use of the thermosteric anomaly requires

determination of o and a- Since the sole purpose for determin-

ing these quantities is to evaluate the thermosteric anomaly in geo-

strophic computations, a scheme which would allow geostrophic

computations without the determination of these preliminary

quantities would be more efficient. An interesting point made by

Montgomery and Wooster is that for all practical purposes the pres-

sure terms are nearly linear from the surface to the 2, 000 db level

or deeper.

Temperature -Salinity Correlation Methods

One of the earliest attempts to simplify dynamic computations

is that of Stommel (1947) through the use of temperature and

salinity correlation. Since specific volume is a function of



temperature, salinity and pressure, all three of these variables must

be accurately known in order to compute this quantity. However, if

a correlation exists between any two of the independent variables,

say temperature and salinity, then the specific volume anomaly could

be expressed in terms of only two quantities, since the correlation

function determines the relationship between the other two quantities.

Since temperature as a function of depth is an easier and more com-

mon measurement, Stommel suggested geostrophic computations

could be made from temperature structure measurements alone

using the temperature-salinity correlation to determine the salinity;

from this the specific volume anomaly and then the dynamic height

could be evaluated. Oceanographers have long recognized that tern-

perature and salinity are correlated in certain water masses

(Sverdrup etal. , 1942). That is, for each temperature there will

be a small range of salinity in a given water mass.

Assuming that a satisfactory temperature-salinity correlation

exists in a given water mass, then using this temperature-salinity

correlation a new set of tables can be constructed giving the specific

volume anomaly as a function of only two terms:

6 = [TI +[T,p] (12)

The first term on the right-hand side, [TI, is in reality the thermo-

steric anomaly, s, T' which is a function of the temperature only
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because of the established temperature-salinity correlation. The

second term, [T,PI includes 6 and 6T, P but is fully deter

mined from temperature and depth in the given water mass because

of the established temperature-salinity correlation. It is clear that

the accuracy of the temperature-salinity correlation method is de-

pendent on the nature of the temperature-salinity correlation. For

each temperature there will be a certain finite range of salinity

(R5) which will represent the uncertainty in specifying the salinity

from the temperature-salinity correlation. The uncertainty in

salinity decreases with the slope of the temperature-salinity curve

on the temperature-salinity diagram. Obviously this is due to the

fact that for small slopes a small error in the temperature leads to

a large change in the implied salinity. The uncertainty in salinity

will also be large whenever seasonal variation and mixing lead to a

poor temperature-salinity correlation. Values of R can be deter-

mined at each level from the scatter of temperature-salinity pairs

around the mean. Associated with the value of R at each level for
5

a given water mass is an uncertainty in specific volume R. Sum-

mation of the values of R6 over the water column during the compu

tation of dynamic height gives a measure of the uncertainty in the

calculated dynamic height introduced by the uncertainty in the tern-

perature-salinity correlation.

Stommel applied the temperature-salinity correlation technique
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to stations of the International Ice Patrol (3275 to 3278) off the Grand

Banks, ATLANTIS stations 1637 to 1642 across the Gulf Stream, and

some stations (unidentified) from the Sargasso Sea. He found that

the use of temperature-salinity correlation was unsuited off the

Grand Banks as the temperature-salinity correlation is poor in this

region. His results are not surprising since the Grand Banks region

is a mixing region for water masses of the Labrador Current and

Gulf Stream (Kollmeyer, 1966). In the Gulf Stream he found that the

temperature-salinity correlation method can be applied, but only if

the stations are grouped, as the temperature-salinity correlation

changes across this current. However, in the Sargasso Sea where

temperature-salinity correlation is excellent the method seems well

suited. Stommel concludes (page 91):

As a result it appears that in certain restricted regions
the temperature-salinity diagram may be used for rough
dynamic computations. For more details survey work
where great accuracy of the results is desired the method
using the temperature-salinity diagram is clearly un-
suitable.

La Fond (1949) applied the temperature - salinity correlation

scheme in the Marshall Island region in an attempt to determined

the geostrophic flow in this region using bathythermograms. He

used existing hydrographic data to establish the temperature-

salinity correlation function for this region. LaFond's conclusion

(page 236) summarizes the results of his studies:
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To use bathythermograms in determining relative cur-
rents, there are several prerequisites which must be
met: (1) the bathythermogram must extend at least to
900 ft., (2) the temperature-salinity relation must be
established, with consideration of seasonal and geo-
graphic effects, and (3) the effects of internal waves must
be largely eliminated. If these conditions are attainable
the direction of relative currents can be established from
bathythermograms. The results of this test indicate that
the speed of the current (0/305 db) can be within 25 per-
cent of those obtained from Nansen bottle and reversing
thermometer data (0/1, 000 db).

Yausi (1955) used temperature-chlorinity correlation in the

Kuroshio Current, and later (1957) in the adjacent seas of Japan to

determine the dynamic height anomaly from measurement of tern-

perature alone. Approximating a. by the following expression:

= A + BT + CT2 + DC1 (13)

and using the ternperature-chlorinity relationship to express

chlorinity as a function of temperature for the water mass he de-

veloped an approximate equation for the dynamic height anomaly.

1, 000
0.016 - 0.000241033

S
TdZ

0

1,000 1,000
+ 0. 000010461

5
T2dZ 0. 00000033426 T3dZ

0 0 (14)

Yausi further simplified this expression by determining the linear

correlation function between the first integral, and the second and
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third integral. Using the derived correlation function, Equation 9

can be written:
1, 000

tD(0.2637±0.0182)+(0.0O01543±0.0000015)S TdZ (15)

Comparing the dynamic height anomalies computed using

Equations 14 and 15 to those computed by the standard method Yausi.

found standard deviations of 0. 0484 dynamic meters and 0. 0772

dynamic meters respectively. These are at least four and seven

times the accepted error in the standard method of dynamic compu

tations (Wooster and Taft, 1958). Computing the surface currents

through a section extending south off Shionomisaki along approxi-

mately 135. 7°E, Yausi found good agreement between the geo-

strophic surface currents found from Equation 14 and those computed

by the standard dynamic computations.

Yausi attempted to achieve further simplification of Equation

14 by expressing the dynamic height at the sea surface relative to

1, 000 db in terms of the dynamic height of the surface relative to

shallower levels, i. e. 300, 400, 500, and 600 db. Again the linear

correlation function was determined as the relationship between the

quantities. The error in determining tD1000 from the thermal

structure above 600 db was 0. 048 dynamic meters, above 500 db was

0.051 dynamic meters, above 400 db was 0. 081 dynamic meters,
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and above 300 db was 0. 129 dynamic meters. He concluded that a

reasonably accurate measure of the geostrophic surface currents

could be obtained by using only the thermal structure above 500 db.

Yausi (1957) attempted to apply these methods to the adjacent

seas of Japan, east of Honshu. While the patterns of dynamic

topography obtained by the standard dynamic method and using the

simplified equations of the form of Equation 14 and 15 were similar,

an uncertainty of 0. 08 dynamic meters was inherent in the simple

method due to poor temperature-chiorinity correlation. This is not

unexpected because of the nature of the temperature-chiorinity cor-

relation curve in the adjacent seas and the strong seasonal variability

in this region.

Attempts were made to apply the method over other parts of

the North Pacific using stations 100 to 150 in the seventh cruise of

the CARNEGIE. The difference between the dynamic height computed

by Equation 14 and the standard method was less than 0. 06 dynamic

meters, except for stations 126 and 131 off the west coast of the

United States where the difference between the two methods reaches

0. 18 dynamic meters.

One concludes that the temperature-salinity or temperature-

chiorinity methods are applicable in specific regions. However, it

is not suited to other regions where the temperature-salinity curves

have small slopes or in regions where seasonal variations and mixing
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lead to a large scatter of temperature-salinity pairs. Furthermore,

temperature-salinity correlations would have to be established for

each water mass, and the correlation functions altered at water mass

boundaries. Since water mass boundaries are not fixed such corre-

lation will be difficult to determine.

U. S. Navy Schemes

Two groups in the U. S. Navy make ocean surface current corn-

putations on a synoptic basis over large ocean regions. One group

uses techniques developed at the Naval Oceanographic Office

(NAVOCEANO) principally for application in the Northwest Atlantic

Ocean (James, 1966). The other group, Fleet Numerical Weather

Central (FNWC), computes surface currents over the Northern

Hemisphere every 12 hours (Hubert, 1964). Both groups rely on

synoptic thermal structure data transmitted from ships at sea. The

density and accuracy of thermal structure data has been discussed

by Wolff (1964).

NAVOCEANO Scheme

NAVOCEANO techniques were originally reported by Gibson

(1962). The technique is based on a relationship between the hori-

zontal surface temperature gradient and the surface current speed.

Discussing a hydrographic section along the 50th meridian Gibson
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summarizes (page 4) the basis for the scheme:

These data and sections for other ocean areas (not shown)
form the basis for the analytical approach described
below. Symmetrical undulation of the isotherms indicates
four major water masses.

Upon crossing each mass the surface current changes
direction in an orderly manner; that is, the circulation
is cyclonic for cold waters and anticyclonic for warm
waters. There is also general agreement between the
magnitude for temperature gradients and current velocity.

If V is the surface current velocity, k a vertical vector,
positive outwards, and tT is grad T, the relation,
V = cross ET holds in principle. This relation,
analogous to that which applies for straight air flow sug-
gests that water bands can be treated as greatly elongated
air masses.

James (1966) discusses the application of Gibsons' suggestion

to synoptic analysis of ocean surface currents. Plotting observed

currents against observed horizontal surface temperature gradients

in the Northwest Atlantic, a set of curves is derived giving the sur-

face current as a function of horizontal surface temperature

gradient. The curves are shown in Figure 1 for the Gulf Stream,

Sargasso and Labrador water masses for summer and winter condi-

tions. The surface current is obtained by determining the sea sur-

face temperature gradient and reading current speed from the ap-

propriate curve. Direction of flow is assumed to be parallel to the

isotherms. James states (page 60):
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Figure 1. NAVOCEANO relationship between surface current speed and
horizontal surface temperature gradient in the Northwest
Atlantic (James, 1966).



29

This system, aside from the ease of computation, has two
advantages: (1) use of input based on synoptic temperature
data is apt to be more reliable than the use of climatological
means, and (2) the direction of the flow is fairly accurate.

Inter state Electronics Corporation (1968) made an evaluation

of the geostrophic prediction techniques used by NAVOCEANO. In

this study 7, 000 hydrographic station pairs were selected from the

archives of the National Oceanographic Data Center. Only those

station pairs were selected that were consecutive and separated in

time less than 24 hours. Geostrophic computations were carried out

for the 0 db and 125 db levels relative to the 1, 000 db level. The

geostrophic currents at 0 db and 1 25 db between station pairs were

correlated with the horizontal temperature gradient at these levels.

The 125 db computation should have overcome local effects due to

heat exchange across the sea surface. The results of the study were

negative showing no correlation between the horizontal temperature

gradient at the surface or at 125 db and the geostrophic current at

these levels.

NAVOCEANO determines the wind drift component of the sur

face current independently and adds this to the geostrophic com-

ponent to obtain the total surface current. Other forcing factors are

not considered. Wind drift is determined from curves relating the

surface drift to wind speed, duration and fetch (James, 1966).
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FNWC Scheme

Hubert (1964) presents the equation used by FNWC to compute

surface geostrophic flow over the Northern Hemisphere oceans on a

synoptic basis.

where

(V -V' T (16)
1 z fT H

tZ the depth of the level of no motion

VHT the horizontal gradient of T

T K T + K T , where
1 sfc 2 200 K and

1
K are "tuning

2

constants"

Tf and T205 the surface and 200 meter temperatures respec-

tively.

Hubert (1964) does not develop Equation 16, nor can this in-

vestigator find the development for application to the ocean. How-

ever, Equation 16 is of the same form as the thermal wind equation

(Haltiner and Martin, 1957). Development of the thermal wind equa-

tion requires that there be a linear relationship between the tempera-

ture and density, that is, the thermal wind is parallel to the mean

virtual isotherms with low temperature on the left. Such a relation-

ship cannot exist in the sea since the densityof seawater is a nonlinear

function of temperature, salinity and pressure. Hubert points out
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that the coefficients K1 and K2 can be adjusted in areas where

salinity gradients are known to be significant.

The use of only the surface and 200 meter temperature fields

cannot be justified over much of the ocean, as these two fields are

not necessarily representative of the fields at other levels. Clearly,

more of the water structure than just the sea surface temperature and

200 meter temperature is necessary to make meaningful geostrophic

computations.

where

The wind drift is computed from Wittings (1909) formula

W K31V (17)

W = the current velocity (cm/sec)

V the 24 hour mean geostrophic wind speed (M/sec)

K3 = "wind factor'

The factor K3 is adjusted to account for the mass transport as-

sociated with waves and the change of velocity with depth. For the

surface wind drift K3 is taken to be 4. 8, and the surface wind drift

current is assumed to be parallel to the geostrophic wind.

Both the geostrophic current and the wind drift current compu-

tations are carried out on a 63 x 63 linear grid system on a polar

stereographic projection over the Northern Hemisphere (Figure 2).

The grid point separation is given by the following expression:
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[i + sin 600] x 200 (18)X [i+ sin

The projection is true at 60° N where the grid spacing is 200 nautical

miles.

The wind drift and geostrophic surface current components

(i and j) are computed independently at each grid point, and these

components are added to arrive at the combined wind and geostrophic

u and v components. From these components the current magni-

tude and current direction are determined. The isotachs are con-

toured resulting in a total transport (Figure 3).

In order to obtain a single chart containing both speed and

direction the components are used to obtain the vorticity of the cur-

rent flow and the stream function ii is obtained by a relaxation

solution of Poisson's equation (Hubert and Laevastu, 1965).

2 av 8u
V =--- (19)

However, this stream function analysis is only applicable to non-

divergent irrotational flow. The stream function field corresponding

to the current transport field shown in Figure 3 is shown in Figure 4.

Direct verification of FNWC computed surface currents has

not been possible. Indirect verification of surface currents has been

made through the verification of sea surface temperature analysis
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(Hubert and Laevastu, 1965). Sea surface temperature analyses are

made twice a day at FNWC over the Northern Hemisphere (Wolff,

1964). Sea surface temperature changes computed from the air-sea

heat exchange are subtracted from the analysis. If the residual cor-

relates with the temperature advection field determined from the

surface current analysis then the currents are assumed to be correct.

If the residual does not correlate with the temperature advection

field then the currents can be ttuned to achieve agreement. It

should be noted that the air-sea heat exchange formulae used in this

procedure are generally empirical and have not been subjected to

widespread rigid verification. This indirect verification procedure

may be questioned seriously when used for quantitative results.

Discus sion

The methods for determining geostrophic flow described in

this section represent attempts to simplify geostrophic computations.

Each model had some success but all suffer from certain defi-

ciencies. The temperature-salinity correlation schemes of Stommel,

LaFond, and Yausi greatly reduce the number of computations re-

quired to determine geostrophic currents. These methods could

also reduce sharply the field measurements, allowing geostrophic

surface currents to be determined from temperature measurements

alone. However, temperature-salinity correlation is a regional
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parameter, varying from water mass to water mass; and in mdi-

vidual water masses it varies in both time and space. Furthermore,

in regions of intense mixing such as the Kuroshio-Oyashio confluence

(Tully, 1964), temperature-salinity curves are so variable that cor-

relation approaches are not applicable.

Use of the thermosteric anomaly v T
instead of the specific

volume anomaly reduces the number of computations, or number of

tables, that need to be interpolated in geostrophic computations.

The error introduced by this simplification is acceptable if the corn-

putations are limited to the upper 1, 000 db. However, even in this

simplified procedure the quantities o- and must be determined;

since these are not used beyond the geostrophic computations, their

determination represents unnecessary expenditure of computation

time.

NAVOCEANO correlation curves between current and surface

temperature gradient may provide adequate synoptic current inforrna

tion in some regions where strong surface temperature gradients

are dynamically sustained, such as in the Gulf Stream. Over the

world oceans this is not the case; the surface temperature gradients

are small and often are determined by the local heat exchange and

mixing processes. In fact no definite relationship was found be

tween the surface current and the horizontal temperature gradient

in 7, 000 selected hydrographic station pairs in the Northwest



Atlantic where the NAVOCEANO curves (Figure 1) were derived

(Interstate Electronics Corporation, 1968).

The application of the thermal wind equation to the ocean has

no foundation. The simplifying assumption that the density of sea

water is a linear function of temperature cannot be accepted

(Fofonoff, 1962). The adjustment of the coefficients used by FNWC

on the basis of sea surface temperature analysis verification must

be questioned. Since the sea surface temperature field is developed

using the surface current field to compute the advected heat the use

of sea surface temperature in surface current verification is not an

independent verification.

Geostrophic surface currents are most valuable if determined

over a short period of time, say over a seven day period (Lenczyk,

1964). This will be possible only when synoptic fields of tempera-

ture and salinity are available. While such fields are not available

at the present time, a more scientifically sound scheme of comput

ing geostrophic currents must be available when these fields do be

come available. Any scheme used must yield surface currents that

are in agreement with observed surface currents or at least those

computed by the standard geostrophic method. Every effort should

be made to verify by direct measurements any scheme of indirectly

computing surface currents.



V. TEMPERATURE-SALINITY GRADIENT SCHEME

Development of the T-S Gradient Equation

Consider the Helland-Hansen equation, Equation 3, for geo-

strophic flow where the horizontal gradient is expressed in differ

ential notation and n is perpendicular to (v1 v2) in the horizontal

plane.
P2

(V1 V2) = -[
S

ci(n, P) dp] (3)

P1

Equation 3 can be rewritten:
P

1(v1-v2)- 52d
dn a1p (20)

w h e r e t h e subscript p indicates the bracket quantity is

evaluated at constant pressure.

Assuming that sea water can be regarded effectively as a binary

fluid system whose specific volume is a function of the three inde-

pendent variables, temperature, salinity and pressure.

a = f (T, S, P) (21)

Then Equation 22 can be written in the following form carrying out



the indicated differential operation (Reid, 1959).
p

dT+(aa) dS(V1 - V2) = 2[()
T,P

]dp (22)

p1

Note that there is no term representing the compressibility of sea

water because the operation in brackets is carried out at a constant

pressure.
Equation 22 gives the geostrophic velocity in terms of the hori-

zontal gradients of temperature and salinity; a quantity (aa/aT)s p

specifying the dependence of specific volume on temperature at a

given salinity and pressure, and a quantity (aa/as)T specifying

the dependence of specific volume on salinity at a given temperature

and pressure. These latter quantitites become the coefficient of

thermal compressibility and saline contraction if each is divided by

the specific volume. Note that the compressibility of sea water

enters Equation 22 indirectly through the dependence of these quanti-

ties on pressure.
The question then arises, as to whether or not simple expres-

sions be found for (aa/8T)5 and (&cL/8S)Tp such that Equation

22 represents a substantial simplification over standard geostrophic

computations without significant loss in accuracy. Two possible ways

ofexpressing (aa/aT)5 and (aa/3S)Tp are: (1) touse
empirical data giving the specific volume as a function of tempera-

ture, salinity and pressure, such as Newton and Kennedy (1965) or

(2) to use one of the available equations of state, such as that of
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Ekman (1908), that have been numerically fitted to the available

empirical data.

Determination of (&a/8T)5 and (8a/8S)T P

Empirical Data

The most widely used P-V-T (pressure, specific volume,

temperature) data for sea water are based primarily on Ekman's

(1908) compression determinations. He measured the specific

volume of a sample of sea water taken from 3, 000 m at a station off

Portugal, at two different salinities; 31. 13 %o and 38.83 %' obtained

by dilution and evaporation of the sample, and at three pressures;

200, 400 and 600 bars. V-T data often used is that of Forsch, etal.

(1902) for different salinities at atmospheric pressure. Forsch,

et al. used a total of 24 samples collected entirely from the surface,

mainly from the Baltic, North Sea and the North Atlantic Ocean.

A more recent and extensive set of measurements are those

of Newton and Kennedy (1965). They carried out measurements of

specific volume for three salinities (31. 52, 34. 99 and 41. 03 %o) at

temperatures from 0 to 25°C in 5°C steps, and at pressures from

I to 1, 000 bars in 100-bar steps. The precision of the measure-

ments is reported to be better than seven parts in 10. Because of

the time lapse of about six decades between the measurements of
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Ekman and Forsch, and those of Kennedy and Newton, the latter

measurements should reflect any advance in technique and apparatus

in that interval. Furthermore, P-V-T-S data available prior to

Newton and Kennedy is not sufficient to determine the quantities

(acL/3T)8 and (aa/8S)T over the range of temperature, salinity,

and pressure of interest in the ocean without extensive interpolation

of the data. However, Ekman's compressibility data is internally

consistant to a remarkable degree (Eckart, 1958; Li, 1967).

The dependence of specific volume on temperature, a(T)

at fixed salinity and pressure, and the dependence of specific volume

on salinity, a(S)T , at fixed temperature and pressure are ii-

lustrated in Figures 5 and 6 respectively (Newton and Kennedy, 1965).

Figure 5 shows that a(T)8 is a nonlinear function over the range

of variables shown, and of practical interest in this study. However,

is a continuously increasing function over these ranges.

Figure 6 shows that ci(S)T is nearly a linear function over the

range of variables of interest in this study.

The quantities of interest, (3ct/3T) and (aa/aS)T can

be determined by direct differentiation of a(T)T and a(S)T P
if suitable expressions can be found for these functions. Polynomials

of progressively higher degree (first through fifth) were fit in the

least square sense to Newton and Kennedyts data to determine

over the three salinities, at pressures of 1, 100, and 200



43

9820

9800

9780

9760

9740

.9720

.9700

.9680
0
C..) .9660
'-.1

114

C..)

.9640

5620

9600

9580
0 5 10 15 20 25 30 35

TEMPERATURE (°C)

bar

bar

00 bars

00 bars

00 bars

Figure 5. The dependence of specific volune as a function
of temperature at fixed salinity and pressure



9820

9800

9780

9760

74Q

.q720

9700

9680
0
o 9660
1-Id

.9640

9120

9600

M:Is]
30 35 40

SALINITY (%c)

25° C, 1 bar

15°C, 1 bar

5°C, 1 bar

15°C, 100 bars

25°C. 200 bars

15°C, 200 bars

5°C, 200 bars

Figure 6. The dependence of specific volume as a function
of salinity at fixed temperature and pressure



45

bars. The fitting was performed on the Naval Postgraduate School

IBM/360 digital computer using the program LSQPOL (Jordan and

Vogel, 1961). This program computes the coefficients of the poiy.-

nomial, an estimate of the error in the coefficients, and the standard

deviation of the computed points from the fitted points, The standard

deviation of the computed points was less than the precision of the

original data points for a second degree polynomial. Therefore,

a(T)s can be expressed to the accuracy of the original data points

by an expression of the form:

p = a(S, P) + A(S, P)T + B(S, P)T2 (23)

The values of cL(S, P), A(S, P), and B(S, P) are given in Table 2.

A similar procedure was followed to determine a(S)T, over the

range of temperature and the pressure previously given for u(T)

a(S)T, was expressed to the precision of the original data points

by a polynomial of first degree.

a(S)T = a(T, P) C(T, P)S (24)

The values a(T, P) and C(T, P) are presented in Table 3.

Examining the values in Tables 2 and 3 inconsistencies are

noted for which no physical reason is available. For example, in

Table 2 the values of A(30. 52 %o, 100 bars) and B(30. 52 1 00 bars)

are less than the values of these coefficients at 100 bars and
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Table 2. a0(S, P), A(S, F) and B(S, P) as function of salinity and
pressure in cgs units. (From Newton and Kennedy, 1965).

Salinity Pressure (S P) A(S,P) B(SP)
(%°) (bars) a x 106 x107
30. 52 1 0.9761 . 48. 71 50, 00
30. 52 100 0.9715 89. 14 40. 00
30. 52 200 0.9672 99.93 40. 71

34.99 1 0. 9726 67.28 47. 14
34.99 100 0. 9682 88. 21 43, 57
34.99 200 0.9639 109.91 40. 00

40. 03 1 0. 9680 90.78 40. 71
40.03 100 0.9637 111.71 37. 14
40. 03 200 0.9595 126. 07 36. 43

Table 3. a(T, F) and C(T, P) as a function of temperature and
pressure in cgs units (From Newton and Kennedy, 1965).

Temperature Pressure
ao(T P) C(TP)

(°C) (bars) x 10

0 1 0. 9996 -77. 02
0 100 0.9942 -74. 23
0 200 0. 9895 -73. 24

5 1 0.9993 -75. 13
5 100 0.9943 -73. 24
5 200 0. 9895 -71. 35

10 1 0.9997 -74. 14
10 100 0. 9948 -72. 25
10 200 0.9904 -71. 35

15 1 1.0000 -72. 34
15 100 0. 9955 -71. 35
15 200 0,9910 -70. 36

20 1 1. 0014 -73. 24
20 100 0. 9965 -70.80
20 200 0. 9920 -69. 46

25 1 1.0025 -72. 34
25 100 0.9977 -70.45
25 200 0. 9934 -69.46
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34. 99 % This is opposite to the trend in the other data. Similar

inconsistencies are found in Table 3 for the C(S, P) coefficients.

These inconsistencies are not unexpected. They are due to the fact

that few data points are used and small errors in the data points fit

lead to large errors in the coefficients. However, such incon-

sistencies in the coefficients makes interpolation of coefficients

from Newton and Kennedy's data to other temperatures, salinities

and pressures impossible. The use of additional data points would

overcome this difficulty. Additional data points smoothed to com

pensate experimental error can be computed from the equation of

state for sea water.

Equations of State for Sea Water

Several equations of state have been suggested for sea water.

The earliest equation (Equation 8) is that suggested by Ekrnan (1908)

(Bjerknes and Sandstrom, 1910) for existing P-V-T-S data.

where

a a( I + ILp)

a = specific volume, (ml/gm)

= specific volume at atmospheric pressure

p = pressure, in decibars

(25)



10 {{4886/(1 + 1.83 x 105p)] - (227 + 28. 33T

- 0. 551T2 + 0. 004T3) + 104p (105. 5 + 9. 50T

0. 158T2) - 1. 5 x 10 8TP2 101(

- 28[(147. 3 - 2. 72T + 0. 04T2) - 10 4p(32, 4

- 0.87T +o.02T2)} + lo2( 28)2[4.5 0. iT

- 10 4p(1.8 - 0. 06T)]}

Ekman's work would indicate that Equation 25 would be applicable

over the following ranges in the variables:

Temperature -2° C to 26° C

Salinity 31. 13 %o to 38. 53 %

Pressure 0 bars to 600 bars

LaFond (1951), however, gives the range of application as:

Temperature -2° C to 30e C

Salinity 21 %o to 38 %°

Pressure 0 bars to 1, 000 bars

Eckart (1958) carefully studied the available P-V-T-S data

for pure water and sea water. He concluded that the equation of

state is represented to the accuracy of the available data (2 x 10

mi/gm) by the Tumiirz equation.



where

(P + P )(a a ) =
0 0

P = total pressure in atmospheres

P = 5890 + 38T - 0. 375T2 + 3S

= 1779. 5 + 11. 25T - 0. 0745T2 - (3.80 + 0. O1T)S

(26)

Eckart indicates that Equation 26 is a satisfactory fit of the available

data over the following range:

Temperature 06 C to 40°C

Salinity 0 %o to 40 %

Pressure 0 bars to 1, 000 bars

Fofonoff (1962) compared the Ekman expression to the Tunilirz

equation and found that the maximum disagreement between the two

equations was less than 2 x 10 mi/gm over nearly the entire

range of salinity, temperature, and pressure in the sea. Only at

unusually high ocean temperatures (greater than 29° C) with

salinities of 36 %o did the disagreement reach 3 x IO mi/gm.

However, while specific volumes computed by the two equations

agree to within the accuracy of measurements, quantities derived

from the equation of state, such aa the coefficient of thermal expan-

sion, are in serious disagreement.

Li (1967) reviewed the available P-V-T-S data and suggested



the Tait-Gibson equation as an equation of state. The Tait-Gibson

equation is given by Li as:

where

50

a aS T, 1 - (1 - S X 10)C Log (27)

C O.315ao, T, 1

B = (2670.8 + 6. 89056S) + (19. 39 - 0. 0703178S)T - 0.223T2

Equation 27 is a satisfactory fit to existing P-V-T-S data over

the following range of variables:

Temperature oe C to 20° C

Salinity 30 %o to 40 %o

Pressure (absolute) 1) bar to 100 bars

Equation 27 gives results that are in agreement with measurements

to the experimental error in the P-V-T-S data. The difference be

tween the Tait-Gibson equation and Ekmants equation for sea water

of 35 %o , 0° C from 1 to 1, 000 bars is no more than 1 x 10 mi/gm.

At atmospheric pressure the agreement between the density of sea

water from Knudsen's tables (1901), in common usage in oceanog-

raphy, and Equation 27 is less than 3 x 10 gm/mi over the

chiorinity range of 1 5 to 22 %o and temperature range of 0 to 20° C.

Li concludes (page 2073): "Ekman's very involved equation of state

of sea water is equivalent to the much simpler expression given

here. " However, as the Tumlirz equation proposed by Eckart did
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not give the same values as the Ekman equation for derived properties

such as the coefficient of thermal expansion, the TaitGison equation

gives again different values.

The dependence of specific volume on temperature ct(T) p
is a function of temperature, salinity and pressure according to the

three proposed equations of state discussed above. In each case the

functional relationships are markedly different. Furthermore,

quantities derived from these expressions such as the coefficient of

thermal expansion , 1/a( 8a/8T)
,

may differ significantly.

Fofonoff (1962) compared the coefficient of thermal expansion of sea

water 35 %a salinity at atmospheric pressure computed from the

Ekman and Eckart relationships. The results are given in Table 4.

Table 4. A comparison of the coefficient of thermal expansion of
sea water 1/a(aa/aT)s x 106 at 35 %o salinity and
atmospheric pressure 'computed from the Ekman and
Eckart equations of state (from Fofonoff, 1962).

Temperature (°C) Ekman Eckart
0 52 80
5 114 121

10 167 161
15 214 201
20 256 237
25 297 274
30 335 311

While the coefficient of thermal expansion computed by the two

equations are not significantly different at temperatures around 10°C
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these differences increase significantly at higher and lower tempera

tures.

Equation 22 requires the value of (aa/aT)s before it can be

used for geostrophic computations. To illustrate how this quantity

changes between the three equations of state, Ekman, Eckart, and

Tait-Gibson, the value of (act/aT)5 as a function of pressure for

a salinity of 34 %o for temperatures 0, 10, 20, and 300 C is plotted

in Figure 7. The three proposed equations of state yield values for

in closest agreement at temperatures near 100C at pres-

sures near one atmosphere. However, the values diverge toward

higher and lower temperatures and higher pressures. There is no

clear cut way to specify which equation of state would yield the best

value of (act/aT)5 Furthermore, direct differentiation of the

Ekman, Eckart or the Tait-Gibson equations leads to rather compli-

cated expressions for (act/aT)5 as well as (aa/8S)T Such

complicated expressions would give Equation 22 no advantage over

the Helland-Hansen equation, Equation 4.

Fofonoff (1962) has examined the coefficients of saline con-

traction, (act/8S)T
as computed from the Eknian and Eckart rela-

tionships and found that they differ by less than one percent. There-

fore, in geostrophic computations using Equation 22 there is little

advantage in either expression for (aa/8S)T ,.
Thus, while the

value of (act/aT)5, p differs significantly between equations of state
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Figure 7. Variation of (aa./8T)s as a function of pressure for a
salinity of 34%oaccording to the Ekman (- -),
Eckart (- -), Tait- Gibson (- - -) equations of state
and Equation 23 with coefficients derived from the
Ekman equation of state (
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the value of (3ct/aS)T does not.

Another approach to the determination of (aa/8T)5 and

(aa/aS)T would be to compute specific volume at sufficient values

of temperature, salinity, and pressure using one of the equations of

state, and fitting the resulting values with polynomials as was at-

tempted with the Newton-Kennedy P-V-S-T data. This would over-

come the difficulty encountered in directly fitting the empirical

P-V-S-T data caused by experimental errors in the few data points

as the equations of state would smooth individual inconsistent points.

The question is which equation of state to use to compute the specific

volume? There is little evidence that any of the expressions gives

more reliable values of specific volume over the range of variables

of interest in computing geostrophic currents in the upper few

thousand meters of the ocean (Wilson and Bradley, 1968; Li, 1967).

The Ekman equation (Equation 25) has been the principle equa-

tion of state used by oceanographers (LaFoud, 1951). Tables by

Bjerknes and Sandstrom (1910), Sverdrup (1942) and LaFond (1951)

are based on this expression. Since these tables have been and con-

tinue to be so widely used in oceanography the Ekman equation of

state is selected to determine a(T)5 and ct(S)T P

Specific volume was computed using Equation 25 over the range

of temperature, salinity, and pressure of interest in this study:



Temperature 0°C to 300 C

Salinity 30 %o to 40 %o

Pressure 0 bars to 200 bars

Values of specific volume were computed for all possible combina-

tions of the variables at intervals of 2° C for temperature, 2 %o for

salinity and 10 bars for pressure.

Second degree polynomials were fit to the specific volume as

a function of temperature at fixed salinity and pressure to yield

and first degree polynomials were fit to specific volume as

a function of salinity at fixed temperature and pressure to give

a(S)T Again the fitting was accomplished on the Naval Post-

graduate School IBM/360 digital computer using the program LSQPOL.

The values of the coefficients A(S, P) and B(S, P) as in Equation 23

and C(T, P) as in Equation 24, are given in Appendix I as a function

of their respective independent variables. The errors determined

for these coefficients and the standard deviation of the computed

versus the original data points is also given in Appendix I.

The standard deviation of the goodness of fit of the computed

to original data points, is always less than 2 x l0 mi/gm. Since

Eckart (1958) contends specific volume is not known any better than

2 x 10 mi/gm the use of higher degree polynomials is not justified.

Direct differentiation of ct(T)s (Equation 23) with respect to tern-

perature yields the following expression:
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aci - A(S,P) + 2B(S,P)T (28)

The values (aa/8T)s from this equation were compared to the

values given by the Ekman, Eckart, and Tait-Gibson equations of

state in Figure 7. The quadratic expression of a(T)5 leads to

as good agreement with the commonly accepted Ekman equation of

state as do either of the other proposed equations of state (Equation

26 or Equation 27).

In the same way differentiation of a.(S)T (Equation 24) with

respect to salinity yields:

(-) C(T,P) (29)

T, P

Linear interpolation of the computed values of the three coefficients

leads to Figures 8, 9 and 10 for A(S, P), 2B(S, P) and C(T, P)

respectively.

Temperature - Salinity Gradient Scheme

Recall Equation 22.

P
1 C2 8ci) dT+ aci d51 dP (22)-V2) = T T,Pth1 PP1

Substitution from Equation 28 and Equation 29 for (aa/3T)s and

(aa/3S)T respectively in Equation 22 yields the following



10

9

8

7

3

1

57

SALINITY (%j

Figure 8. A(S, P) as a function of salinity and pre ssure

)



100

90

70

60

Iii 50

U)
U)L'40

10

80

81

82

84

83

01 I I I I I I

30 31 32 33 34 35 36 37 38 39 40

SALINITY (%o)

Figure 9. 2B(S, P) x 1O7 as a function of salinity and pressure



100

90

80

c12

Cl)

U)

c-I

4

3(

1G

1)

ei

1

76\ .5\ \
\ 751

75

'74

U

ñ A £

\73\73N2.5N74

.5

71.5

59

71 I

- 'U j lb 1.$ 0 22 24 26 28 30

TEMPERATURE (C

Figure 10. C(T P) x 10 as a function of temperahire and pressure.



simplified expression for computing geostrophic currents:

p

(V1 - V2) [A(S,P) + 2B(S,P)T C(T,P)] dp (30)

p1 p

Using Equation 30 geostrophic flow through a dynamic section

can be computed without computing specific volume as required in

the classical Helland-Hansen Equation. Only the measured tempera-

ture and salinity gradients along isobaric surfaces, and the coeffi-

cients A(S, P), ZB(S, P) and C(T, P) which can be obtained from

Appendix I or Figures 8, 9 and 10 respectively are required to corn-

pute the geostrophic flow through a section. Because of the clear

relationship between the measured temperature and salinity gradients

and for lack of better, Equation 30 will be referred to as the Tern-

perature-Salinity Gradient method or simply the T-S Gradient

method.

Computational Form of Temperature-Salinity Gradient Scheme

Equation 30 is rewritten in terms of finite differences for

computation:

(V - V ) . + 2B.T.T, C.S.] P. (31)
1 2 fn 1 1 1 11 1 1 1

p



where
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A. the average value of A(S, P) over the 1th pressure

interval (cgs units)

2 = the average value of 2B(S, F) over the th pressure

interval (cgs units)

C. = the average value of C(T,P) over the th interval

(cgs units)

AT. the average horizontal temperature difference in the

th pressure interval (°C)

= the average temperature in the th pressure interval (°C)

= the average horizontal salinity difference in the

pressure interval (%o)

the th pressure interval (dynes/cm2)

An the horizontal separation of the stations (cm)

Advantages of the Temperature-Salinity Gradient
Scheme of Computing Geostrophic Currents

If Equation 30 is to be used over the standard geostrophic

scheme (Equation 4) it should represent some advantage. The ad-

vantages realized in using Equation 30 are: (1) simplicity of compu-

tation, (2) speed of computation, and (3) additional insight into the

individual significance of the temperature and salinity structure in

geostrophic flow in the ocean. Since the much simpler expressions



for a(T)s and a(S)T reproduce values of specific volume to

the accuracy of the experimental measure of this quantity, these

advantages would seem to be gained without loss of accuracy over

the range of temperature, salinity and pressure considered in this

study. Furthermore the method is completely general and can be

used under any circumstances that the standard method can be ap-

plied.
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The computatiQnal simplification of the T-S Gradient scheme is

apparent since no density computations are needed. Neither the

relatively involved tables commonly used to calculate specific volume

(or specific volume anomaly), nor the equations of state previously

discussed need to be used. Those properties that are directly meas-

ured in the ocean (temperature and salinity as a function of depth)

can be used to compute the geostrophic flow. Only the three coeffi-

cients A(S, P), ZB(S, P) and C(T, P) are needed.

The speed advantage of the T-S Gradient calculations on a

digital computer was established on an IBM 360 digital computer.

The time to compute the geostrophic flow through a section consist-

ing of two stations, by the standard method and by the T-S Gradient

method was measured. Only the actual time to carry out the mathe-

matical computations was determined. The average time to com-

pute the geostrophic flow for a single station pair was 0. 25 1.isec for

the T-S Gradient method, and 1. 80 sec for the classical method.



Therefore, the T-S Gradient method is approximately seven times

faster than the standard method using this digital computer.

Another significant advantage of the T-S Gradient scheme is

the potential for separating the thermal and haline contributions to

the geostrophic flow. The interaction that takes place between the

thermal and haline contributions to the flow is through A(S, P),

B(S,P) and C(T, P). Therefore, at least to first order, the first two

terms in Equation 30 can be considered the thermal contribution to

the geostrophic flow, and the last term the haline contribution.



VI. APPLICATIONS OF THE T-S GRADIENT METHOD

Introduction

It has been shown that the T-S Gradient scheme is simpler to

use than the standard geopotential scheme. It remains to evaluate

the T-S Gradient scheme for making geostrophic computations over

large ocean areas, say over the North Pacific.

Clearly, additional advantage is gained in these calculations

if the average value of the coefficients A(S, P), 2B(S, P) and C(T, P)

relative to a selected reference level did not vary greatly over the

ocean such that average values could be used and Equation 31 written:

(V V ) L[K ET.P. +K - K ES.P.} (32)
1 2 fn I i i 2 1 i 3 i 1

where

K1, K2 and K3 weighted mean values of A(S, P), B(S, P) and

C(T, F) respectively between the surface and

the selected reference level (cgs units).

If the T-S Gradient scheme can be applied using Equation 32 then

only the three fixed value coefficients and the measured temperature

and salinity structure would be needed to make geostrophic computa

tions. To determine if Equation 32 is applicable, three questions

must be answered:
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1, What reference level should be used?

2. Relative to the selected reference level, what is the

spatial variation in the weighted mean values of the coeffi-

cients (A(S,P), 2B(S,P) and C(T,P)?

3. Relative to the selected reference level, what is the time

variation of the weighted mean values of the coefficients

A(S,P),2B(S,P) and C(T,P)?

Selection of the Reference Level

The question of the proper reference level to select is open to

question (Defant, 1961, and Fomin, 1964). Hopefully the level Se-

lected would be a level of little or no motion. Many reference

levels have been used to compute surface currents (Neumann and

Pierson, 1966). FNWC uses 200 m over the entire Northern Hemi-

sphere oceans (Hubert and Laevastu, 1967). Reid (1958) used a

reference level of 500 db in the California Current region, and

1, 000 db reference level in his investigation (1961) of the dynamic

topography in the entire Pacific Ocean. Reed and Laird (1966) used

1, 000 db for dynamic computations in a section off central Cali-

fornia, Reed and Taylor (1965) used 1, 000 db for geostrophic calcu-

lations in the Alaska Stream. Stommel (1965) summarizes the

problem of selecting a reference level (page 20):
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known to this level. These distributions are available from his

torical data deposited at oceanographic data centers. However, it

requires a great quantity of data to accomplish oceanic coverage.

As a first approximation, atlas values of temperature and salinity

over the Pacific Ocean were used to determine weighted mean values

of the coefficients relative to the 1, 000 db level.

One of the most comprehensive atlases of temperature and

salinity distributions of the entire Pacific Ocean is that by

Muromotsev (1963). This atlas gives the fields of temperature and

salinity at selected levels between the sea surface and the deepest

part of the ocean. Fields are given for summer and winter condi

tions at the following levels: 0, 10, 25, 50, 100, 150, 200, 300,

400 and 500 m. Below 500 m the seasonal variations are considered

negligible and only single fields of temperature and salinity are

available at each level: 600, 800, 1, 000, 1, 200, 1, 500 m, and

thereafter every 500 m to the bottom. In all 30, 000 deep water

hydrographic stations were used to compile the atlas supplemented

in the upper layers by other temperature data.

The values of K1, K2 and 1(3 were determined for summer

and winter conditions by interpolating the Muromotsev atlas tempera

ture and salinity fields at the following levels: 0, 10, 25, 50, 100,

150, 200, 300, 400, 500, 600, 800 and 1,000 m at the intersection

of the lines of latitude and longitude given in Figure 11. The



resulting weighted mean values of K1, K2 and K3 for summer and

winter are shown in Figures 11 and 12, 13 and 14, and 15 and 16

respectively. It can be seen from these Figures that the variation

in the coefficients over the entire ocean, or from season to season

does not change by more than a few percent. Using fixed values of

K1, K2 and K3 over the entire ocean relative to the selected refer-

ence level of 1, 000 db should lead to only a small percent error which

is certainly acceptable in the geostrophic computation, The values of

the coefficients selected are:

= 81. 0 x 106 (cgs units)

K2 86. 5 x (cgs units)

K3 -74. Ox 10 (cgs units)

At most an error of five percent will be introduced into the geo-

strophic surface current relative to 1, 000 db in the Pacific by the

selection of these values.

The Significance of Water Structure

The use of fixed value coefficients relative to the 1, 000 db

reference level in the Pacific appears to be justified. To further

support this hypothesis, station pairs were selected in various re-

gions of the world oceans and geostrophic calculations using the

standard method and the T-S Gradient method using fixed values of
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the coefficients. Lack of agreement would indicate that adjustment

of the coefficients is required in some water masses.

Stations used are shown in Table 5 where region, station

identification, latitude and longitude, and the computed surface speed

by each method are listed. The stations were selected to be approxi-

mately perpendicular to the mean flow in each region. The complete

velocity profile between the surface and the selected reference level

shows small and generally not significant deviations between the two

methods. The velocity profiles computed by both methods are given

in Appendix II. The velocity profiles for each station pair computed

by the two methods agree to better than ten percent at all depths.

The comparison made in Table 5 shows the agreement required

between geostrophic surface currents computed by the two methods.

None of the values computed by the T-S Gradient method disagree by

more than five percent from the values computed by the standard

method. Therefore, the use of average coefficients in the T-S

Gradient method to calculate geostrophic flow in the surface layer

relative to the 1, 000 db reference level is justified. These results

are encouraging. However, the need for direct verification of in-

directly computed currents is great. Very few attempts to verify

indirectly computed currents have been made, some are reviewed

in Chapter II of this thesis. Clearly, more experiments are needed

to establish the relationship between indirectly computed currents



Table 5. Comparison of geostrophic surface currents computed by the standard method and the T-S
gradient method.

T-S
Latitude Longitude Gradient Standard Remarks

Ocean Region Ship/Cruise Station (0) (cm/sec) (cm/sec)
Subarctic Explorer 5904 51°451N 174°22'W 72.0 71.9

Pacific 5905 51°41'N 173°24'W
Western North Chofu Maru E-7 28°43'N 132° 13'E 13. 3 13.4

Pacific E-8 28°29'N 1320 26'E
Eastern South Horizon 28 150 40'S 770 20'W 22. 7 22. 5

Pacific Step1 29 150 56'S 77°51'W
Equatorial Horizon 24 09°0O'N 11l°25'W 27.8 28.0

Pacific Eastropac 25 08°00'N 111°33'W
Equatorial H. M. Smith- 135 04°33N 139°14'W 11.3 10.8

Pacific 31 136 03°31'N 139° 15'W
Subantarctic Ob-3 391 52° 25'S 159° 51'W 5. 3 5. 2

Pacific 392 50° 21'S 1590 50'W
Eastern North NPGS-A1 2A 36° 50'N 122° 36'W 4. 5 4. 5

Pacific 2B 36° 20'N 123° 1 2'W

Western North Inuna Maru 13 39°01'N 153°00'E 3. 5 3.6
Pacific 14 38°56'N 153°17'E

Equatorial Crawford- 122 15°52'S 37° 36'W 4.9 5.0
Atlantic 10 123 15°55'S 36°46'W

-J



Table 5. Continued.
T-S

Latitude Longitude Gradient Standard Remarks
Ocean Region Ship/Cruise Station (°) (cm/sec) (cm/sec)
Equatorial Crawford- 361 15°38'N 73°561W 34.3 35.1

Atlantic 17 16°26'N 73°57tW
Western North Atlantis 2298 36° 23'N 73°45'W 195. 1 204. 2 As cited in

Atlantic 2299 36° 15'N 730 29'W Neumann
and Pierson,
1966 (p. 134-
135)

North Atlantic A 540 02'N 24° 34'W 12. 7 12. 9 As cited in
B 54°06N 23000!W Proudman,

1953 (p. 64-
65)

Equatorial Norsel 25 09°00'S 75°001E 12.7 12.5
Indian 26 06°06'S 75001'E



and actual observed currents.

Verification of Indirectly Computed Currents

Two field experiments were performed to investigate the ap.

proximation of computed geostrophic surface currents to measured

currents. These experiments are discussed in some detail in Ap

pendix V. The surface currents computed by the classical scheme,

the T-S Gradient scheme and by FNWC were compared to the meas

ured surface currents.

In both experiments the surface currents computed by the T-S

Gradient scheme were identical with those computed by the classical

scheme. In the first experiment the FNWC computed currents were

in the opposite direction to the measured surface currents and the

currents computed by both the T-S Gradient scheme and the standard

geostrophic scheme. FNWC currents are heavily weighted toward

the wind drift component. The computed geostrophic currents (4. 0

to 9. 5 cm/sec) were only about half as great as the observed cur-fl

rents (7. 1 to 14. 1 cm/sec) but they were in the correct direction.

In the second experiment as in the first the computed currents

and measured currents agree in direction, but the geostrophic com

puted currents were again slower (5. 4 crn/sec) than the measured

currents (9. 7 cm/sec to 16. 8 cm/sec). The FNWC computed cur

rents were the same speed (I 2. 7 cm/sec to 25. 5 cm/sec) and
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direction as the measured currents.

Thus in both experiments the geostrophic currents were nearly

half the directly measured currents, This might be completely ex

plained by the fact that the mass structure was not sensed at the

same time as the currents were measured, Even though these meas-

urements were only separated by approximately 24 hours the mass

structure may have changed or in fact never been in balance with the

local currents. Furthermore, the geostrophic currents were calcu-

lated from the average mass structure over at least a 48 hour period,

and one would expect the average gradients to be less than the maxi-

mum gradient. One fact these experiments show is the need for

more field experiments to establish the validity of indirectly com-

puted currents.

In both experiments the T-S Gradient method and the standard

geostrophic computations lead to essentially the same currents.

That is, the simpler T-S Gradient computations give equivalent re

suits to the standard geostrophic computations and the advantages

of simplicity are gained without giving up accuracy. Another ad-

vantage of the T-S Gradient scheme is the separation of the thermal

and saline contributions to the flow. An example of this advantage

is presented in the next section.
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The Relationship Between the Thermal Component of the Geostrophic
Surface Velocity and the Total Geostrophic Surface Velocity

in the Gulf Stream Water on the Grand Banks

One of the advantages of the T-S Gradient method over standard

geostrophic computations is the capability to separate the first order

thermal and haline components of the geostrophic flow. To illustrate

this feature of the method the thermal component and the total geo-

strophic surface velocities were computed for 33 station pairs of

the U. S. Coast Guard, International Ice Patrol stations in the Gulf

Stream water (Kollmeyer, 1966) off the Grand Banks (Appendix IV).

The linear correlation of the thermal component and the total geo-

strophic velocity for the 33 station pairs was determined (Moynihan,

1968):

where

V 0.39V +2.84
g t

Vg the total geostrophic velocity (cm/sec)

V = the thermal component of the geostrophic velocity

(cm / sec)

The standard deviation of the total geostrophic current from the

linear correlation function between it and the thermal component is

less than four (4) cm/sec. Therefore, in this water mass total geo-

strophic currents might be determined using only temperature data

through the relationship above.



VII. HEMISPHERIC COMPUTER APPLICATION

Introduction

The Fleet Numerical Weather Central, Monterey, California

is the only facility attempting to determine surface currents on a

hemispheric scale. The background of their computational technique

has been given in an earlier section of this thesis (Chapter IV). For

lack of any other hemispheric fields the FNWC 63 x 63 grid fields

will be used in this study. The following fields are available through

FNWC over their 63 x 63 grid:

1. Synoptic temperature fields between the surface and

1, 200 feet at 100 foot intervals.

2. Climatological (monthly means) temperature fields be-

tween the surface and 1, 200 feet at 100 foot intervals.

3. Climatological (summer and winter) temperature and

salinity fields in the Pacific and Atlantic, derived from

published atlases (Muromtsev, 1963 and Bohnecke, 1936).

Attempts were made in this study to use these fields to investigate

the geostrophic flow through the T-S Gradient computations in the

surface layers of the North Pacific.



Synoptic Fields

During April, 1968, Equation 33 was programed on the Naval

Postgraduate School IBM 360 digital computer to run over the FNWC

synoptic temperature field for 0000 GMT, March 5, 1968. The pro

gram is found in Appendix III. While the program will calculate the

salinity term in Equation 32, a constant salinity of 35 %o was as-

sumed for lack of a salinity field. The output of the program is the

i and j components of the velocity between the grid points, and the

vector sum of these components at the southwest grid point of a four-

point element as is shown in Figure 17. The direction of the total

current was determined by hand computation from the ratio of the i,

j components. Because of the large number of points (3889) in the

63 x 63 grid only those in the North Pacific will be considered. How-

ever, since the major oceanic circulation features are thought to be

common to all oceans (Sverdrup, 1942) any conclusions drawn for

the Pacific Ocean should be valid in the other oceans.

For comparative purpose the FNWC Current Transport and

Stream Function maps for the same period are shown in Figures 18

and 19 respectively. Recall that these maps represent the sum of

their geostrophic and wind driven components. Independent control

for the geostrophic currents is provided by Tully (1964 after Reid,

1961) who gives the surface geostrophic flow relative to 1, 000 db
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(Figure 20).

First, in Figure 19 the FNWC currents display many features

of the established mean circulation in the North Pacific (Figure 20),

i. e., the subarctic gyre, subtropic gyre, and tropic gyre. Beginning

at the Equator the equatorial system is shown, including the North

Equatorial, South Equatorial, and Equatorial Counter Currents.

The Kuroshio appears as a high speed flow and the Oyashio Current

is present. The North Pacific Drift is apparent as is the separation

of this flow into a northerly flow, providing the Gulf of Alaska circu-

lation, and a southerly flow, the California Current. The magnitude

of the recognized currents is reasonable, but in general the values

are low in the narrow, concentrated streams such as the Kuroshio,

and high in the regions of wide slow flows like the California Current.

The currents computed with Equation 32 are plotted at selected

grid points in Figures 18, 19, and 20. While some of the major cir-

culation patterns can be identified, the current speeds are con-

sistently low over the entire ocean. The computed currents are in

poorest agreement in the western boundary area of the Kuroshio.

Here Equation 33 over the 1, 200 foot temperature field gives a value

which is low by an order of magnitude. The values in the North

Pacific Drift are in agreement with those given by Tully (7 cm/sec

to 10 cm/sec). The speeds in the Alaska stream also are low by an

order of magnitude. The agreement is best in the California
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Current. Some of the features of the equatorial current system ap

pear, but the speeds are high in the North Equatorial Current corn-

pared to those given by Tully.

Several possible explanations are apparent for the low current

speeds in the Kuroshio Current and in the Alaska Current. First

these currents are narrow high speed flows. The grid spacing used

in these calculations is so large as to completely straddle the cur-

rents. Geostrophic computations assume that the velocity is uniform

between any two stations in a section. The statement that any par-

ticular stream is in geostrophic balance is meaningful only within

the boundaries of the stream. If one station of a station pair is re-

moved from the stream (and in many cases grid points used to calcu-

late the velocity in a stream lie outside the stream boundaries) then

geostrophic computations cannot be expected to be representative of

the stream velocity. For this reason alone one would expect the geo-

strophic velocity to be low in most cases since the mass gradients

are rarely sensed at their maximum. Secondly, in both these flows

a 1, 200 foot reference level is clearly too shallow. Lastly, only

the thermal component of the current has been computed. Possibly

the last two of these problems can be corrected by using the climato-

logical temperature and salinity fields.



Climatological Fields

To investigate the magnitude of the problems suggested in the

previous section Equation 32 was programmed to run over the FNWC

atlas climatological temperature and salinity fields on the FNWC

CDC 3600 computer. The program is found in Appendix III. Since

the atlas temperature fields were not digitized between the surface

and 400 m, either the synoptic or the monthly climatological tem-

perature fields must be used for temperatures above this depth.

Thus fields from different sources are combined to make the calcu-

lations. The compatability of the fields at any level and between

levels has not been investigated. A reference level of 1, 000 m was

selected as the average coefficients in Equation 32 had previously

been determined for that reference level (Chapter VI). Furthermore,

this was the reference level used by Reid (1961). The flow computed

is shown in Figure 21 where isotachs indicate the surface current

speed and arrows indicate the direction.

The currents exhibit few of the features of the geostrophic cir-

culation as given by Tully (1964), and many anomalies exist. In

particular, there is a high transport region shown extending off the

Japanese islands but the magnitude is too low by nearly half an order

of magnitude. There is some indication of a westerly drift across

the north Pacific, a southerly flow off the west coast of the United
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States and Mexico, and a cyclonic gyre in the Gulf of Alaska. The

magnitude of the computed currents are in most reasonable agree-

ment in the California Current region where values of a few centi-

meters per second appear. In general the central portion of the

subtropic gyre shows a strong northerly component which is not in

agreement with known geostrophic circulation. Furthermore, the

high transport in the western equatorial region is not in agreement

with Tully.

Remarks and Recommendations

Remarks

Equation 33 has been programecL to run over the available

63 x 63 fields of FNWC. The results of these computations have been

compared to surface current computations presently made by FNWC

and with geostrophic flow relative to 1, 000 m given by Tully (1964)

for the North Pacific. These comparisons show clearly that ac-

ceptable geostrophic surface currents cannot be computed from the

existing fields. While indications of accepted flow patterns appear,

several limitations of the available fields are clear.

For the synoptic fields one of the chief limitations is the fact

that these fields only extend to 1, 200 feet. This is too shallow for

a reference level over much of the ocean. Obviously, a second
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limitation is the lack of salinity fields to complete the computations.

Another limitation of the synoptic fields is the coarseness of the grid

system. In many areas the grid spacing is larger than the known

width of the existing currents.

Using the existing climatological fields, the computations can

be extended to 1, 000 db. Unfortunately, in the Pacific these fields

do not represent adequately the mass field for geostrophic computa-

tions. Derived from atlases, the fields are smoothed in an undeter-

mined way. Furthermore, since the atlases present the temperature

and salinity as horizontal fields at each level, the interpolation of

these fields to the grid points undoubtedly will contribute errors.

A further problem with the existing climatological fields is the re-

quirement to use monthly climatological temperature fields in the

upper 400 m along with atlas salinity fields, without establishing the

compatability of the two fields. Again the coarseness of the available

63 x 63 grid is not appropriate for geostrophic computations in the

narrow current regions. If these computations are to be made then

several adjustments must be made in the available fields.

Clearly the available fields and coarse grid restrict geo-

strophic computations over the ocean by any method. The more ac-

ceptable agreement between currents computed by FNWC and

'accepted" currents is due to their capability to "tune" the flow.

This same procedure could be used to adjust the geostrophic flow
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computed by the T-S Gradient scheme using the synoptic temperature

fields which appear from this study to be the best available fields.

However, "tuning' the ocean to an arbitrary standard seems ques-

tionable. Geostrophic computations should be objective and the use

of arbitrary "tuning" factors removes this objectivity. Several

recommendations are obvious which should be considered as possible

improvements, hopefully leading eventually to the capability of corn-

puting actual geostrophic flow over the world oceans.

Recommendations

First, the 63 x 63 Northern Hemisphere grid used by FNWC

gives a grid spacing of 373 nmi at the equator, 200 nmi at 600 N

latitude, and 186 nmi at the pole. This grid spacing is too large for

geostrophic computations over most of the oceans. The minimum

spacing suggested by Reed and Laird (1965) for 160°W and 175°W

longitude is an indication of more acceptable spacing. Their values

are shown in Table 6. The basis for their recommendations is that

the dynamic height difference should be five times the error in

dynamic height computations. However, a grid spacing too much

larger than this will lead to poor results. Since the dynamic height

represents an integral of the water structure a grid should be de-

veloped for geostrophic computations using the dynamic height

gradient as one criterion in constructing a new grid and temperature



and salinity fields.

Table 6. Minimum station spacing along 1600 W and 175° W in the
North Pacific (from Reed and Laird, 1965).

Optimum Station Spacing (km)
along approx. along approx.

Current 160° W 175° w

Alaska Stream 16 8

Subarctic 183 110

West Wind Drift 61 39

Gyre >137 >137

Kuroshio Extension 55 34

Another justification for altering the grid spacing considers

the distribution of data. The smallest grid spacing is found at the

poles where the lowest data density is available, while in the tropical

regions the grid spacing is largest although this is where data is

relatively more abundant (Wolff, 1964). Therefore, where the most

data are available and the smallest scale features could be shown in

the data, the grid scale is coarsest and these features are lost.

New fields must be constructed if geostrophic computations

are to be made. The best approach to the construction of these new

fields would be to work with actual hydrographic data available from

depositories of these data i. e. , the National Oceanographic Data

Center, Washington, D. C. The requirements of geostrophic computa-

tions should be used as a guideline in construction of new fields.
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VIIL SUMMARY AND CONCLUSIONS

This study has examined schemes for simplifying geostrophic

computations. Several schemes have been previously proposed to

simplify these computations, but except for the use of the thermo-

steric anomaly proposed by Montgomery and Wooster (1954) none are

satisfactory over the entire ocean.

A simplification is proposed here which represents a signifi

cant simplification of dynamic computations without loss of accuracy.

The scheme expresses the geostrophic velocity as three terms in-

volving the observed variables, temperature and salinity. Only three

coefficients are needed. These coefficients have been determined

and are given in graphical and tabular form. If a fixed reference

level of 1, 000 db is used it has been shown that fixed values of the

coefficients can be used for geostrophic surface current computations

over the entire Pacific Ocean without introducing more than a five

percent error. The name T.S Gradient scheme is proposed for the

simplification. It provides the following advantages over other

schemes:

1. Computations show no loss in accuracy from the classical

scheme for most practical purposes.

2. The computation of geostrophic currents is substantially

simplified.
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Z. The atlas derived fields do not adequately depict the mass

distribution in the ocean.

3. The synoptic temperature fields do not extend to deep

enough level to reasonably approximate level of little or no motion.

The computations over the 63 x 63 fields do show, however, that it

is practical to make actual geostrophic computations over such a

large ocean area on a synoptic basis if the desired fields are avail

able.

Two proposals are made to improve geostrophic computations

over hemispheric grids. First, that a new grid shouldbe constructed

in which the grid spacing is compatible with geostrophic computa-

tional requirements; second, new temperature and salinity fields be

constructed from the available hydrographic data to replace the atlas

climatological fields presently available.

The T-S Gradient method can be used to compute independently

the first order thermal and haline contributions to the geostrophic

flow. It has been shown that the correlation of the first order

thermal geostrophic surface current (VT) with the geostrophic sur-

face current (V ) in the Gulf Stream water off the Grand Banks can
g

be expressed by a simple linear relationship. This relationship is

useful for the determination of the total geostrophic surface current

from temperature mea surements alone.

The reliability of the T-S Gradient scheme was tested by



comparing T-S Gradient and standard geostrophic computations in

several differing water masses. The current velocity structure was

nearly exactly the same in both cases (Appendix II). Never were the

computations in disagreement by more than ten percent even though

fixed coefficients were used.

Two field tests were performed to investigate the approxima-

tion of computed geostrophic surface currents (Appendix IV) to meas-

ured surface currents. The currents were measured prior to the

hydrographic measurements using parachute drogues. Geo strophic

currents were computed from the measured temperature and salinity

by both the classical geostrophic method and the T-S Gradient

method, and FNWC currents were obtained from their Current

Transport and Stream Function maps for the periods of the experi-

ments. On the second experiment the geostrophic computations

were also made with the reversing thermometer temperatures re-

placed by the expendable bathythermograph temperatures.

The geostrophic currents computed by both methods were

identical for both experiments. The substitution of expendable

bathythermograph temperatures raised the computed surface velocity

by both methods approximately one cm/sec. The computed geo-

strophic surface velocity was approximately half the observed cur-

rent in both experiments. The FNWC currents were in the opposite

direction to the observed flow in the first experiment but agreed



with the observed flow in the second.

Certainly two experiments should not be considered as verifi

cation or condemnation of any scheme. The results of the experi.

ments do show the need for additional experimentation before a great

deal of confidence can be placed in any indirectly computed currents.

It is proposed that this research be continued to further in-

vestigate the relationships between indirectly computed surface cur-

rents and observed currents (see Appendix V).
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APPENDIX I

Tables of A(S, P), B(S, P) and C(T, P)
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Table Al-i. a(S, F), 106 A(S, P), the error in A(S, P) [106
A(S, P)''

10 B(S,P), the error in B(S,P)[l0 EB(Sp)I and the
standard deviation of 10 as a function of salinity
(%) and pressure (db). (cgs units)

S (%°) A(S, F) EA B(S, F) Sigma
P 0 db

30 56. 09 2. 06 46. 97 0. 66 2. 00

31 58. 89 2. 04 46. 55 0. 66 1. 99

32 61. 65 2. 03 46. 14 0. 65 1. 97

33 64. 41 2. 01 45. 72 0. 65 1. 95

34 67. 14 2. 00 45. 31 0. 64 1.95
35 69. 85 1. 99 44. 90 0. 64 1. 94

36 72. 55 1.98 44. 49 0. 64 1. 92

37 75. 23 1.97 44. 08 0. 63 1. 92

38 77.89 1.96 43.67 0.63 1.91
39 80. 53 1.96 43. 27 0. 63 1. 90

40 83.16 1.95 42.87 0.63 1.90

P = 100 db
30 58. 72 2. 03 46. 58 0. 65 1. 98

31 61. 49 2. 01 46. 16 0. 65 1. 96

32 64. 23 2. 00 45. 75 0. 64 1. 95

33 66. 96 1. 99 45. 34 0. 64 1, 93

34 69. 67 1.97 44. 93 0. 64 1. 92

35 72. 36 1.96 44. 52 0. 63 1. 91

36 75. 03 1. 95 44. 11 0. 63 1. 90

37 77. 69 1. 94 43. 71 0. 62 1. 89

38 80. 32 1.94 43. 31 0. 62 1.88

39 82.94 1.93 42.90 0.62 1.88
40 85. 55 1.92 42. 50 0. 62 1.87



Table Al-i. Continued.

S (%o) A(S,P) B(S,P) EB Sigma

P 200 db

30 61. 33 2. 01 46. 19 0. 64 1.95

31 64. 07 1.99 45. 77 0. 64 1.93

32 66.80 1.97 45. 37 0. 63 1. 92

33 69. 50 1.96 44. 96 0. 63 1. 91

34 72. 18 1.95 44. 55 0. 63 1. 89

35 74.85 1.94 44. 15 0.62 1.88

36 77. 50 1.93 43. 74 0. 62 1.87

37 80. 13 1.92 43. 34 0. 62 1.86

38 82.74 1.91 42.94 0.61 1.86

39 85.34 1.90 42.55 0.61 1.85

40 87.91 1.90 42. 15 0. 61 1.85

P = 300 db

30 63.93 1.98 45.80 0.64 1.92

31 66. 64 1.96 45.40 0. 63 1. 91

32 69.34 1.95 44.98 0.63 1.89

33 72. 01 1.93 44. 58 0. 62 1.88

34 74. 68 1.92 44. 18 0. 62 1.87

35 77. 32 1.91 43. 78 0. 61 1.86

36 79.94 1.90 43. 38 0. 61 1.84

37 82. 55 1.89 42. 98 0. 61 1.84

38 85. 14 1.88 42. 59 0. 61 1.83

39 87. 71 1.88 42. 19 0. 61 1.82

40 90. 27 1.87 41.80 0. 60 1.82
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Table Al-i. Continued

S (%°) A(S, P) EA B(S, P) EB Sigma
P 400 db

30 66. 50 1.95 45.41 0. 63 1. 90

31 69. 19 1. 94 45. 01 0. 62 1. 88

32 71.86 1.92 44.60 0.62 1.87
33 74. 52 1.90 44. 21 0.61 1.85
34 77. 15 1.89 43.81 0. 61 1.84
35 79. 77 1.88 43. 41 0. 60 1, 83

36 82.37 1.87 43.01 0.60 1.82
37 84.95 1.86 42.62 0.60 1.81
38 87.52 1.86 42.23 0.60 1.80
39 90. 07 1. 85 41. 84 0 60 1. 80

40 92. 60 1. 85 41.45 0. 59 1. 79

P = 500 db
30 69.05 1.92 45.03 0.62 1.87
31 71. 72 1.91 44.63 0.61 1.85
32 74. 37 1.89 44. 23 0.61 1.84
33 77.00 1.88 43.84 0.60 1.82
34 79.61 1.86 43.44 0.60 1.81
35 82. 20 1.85 43. 05 0. 60 1.80
36 84. 78 1.84 42. 65 0. 60 1. 79

37 87. 34 1.84 42. 26 0. 59 1. 78

38 89.88 1.83 41.88 0. 59 1.78

39 92.41 1.82 4. 49 0. 59 1. 77

40 94.92 1.82 41. 10 0. 59 1. 77
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Table Al-i. Continued.

S (%o) A(S, P) 'A B(S, F)
E B Sigma

P 600 db

30 71. 59 1.90 44. 65 0. 61 1.84

31 74. 23 1.88 44. 26 0.60 1.83

32 76.85 1.86 43.86 0.60 1.81

33 79.46 1.85 43.47 0. 60 1.80

34 82. 05 1. 84 43. 08 0. 59 1. 79

35 84.62 1.83 42.69 0. 59 1. 78

36 87. 17 1.82 42. 30 0. 58 1. 77

37 89.71 1.81 41.91 0.58 1.76

38 92. 22 1.80 41. 53 0. 58 1. 75

39 94. 73 1.80 41. 14 0. 58 1. 75

40 97. 22 1. 79 40. 76 0. 58 1. 74

30 74.01 1.87 44. 28 0.60 1.82

31 76.72 1.85 43.89 0.60 1.80

32 79. 32 1. 84 43. 49 0. 59 1, 79

33 81. 91 1.82 43. 10 0. 59 1. 77

34 84.47 1.81 42.72 0. 58 1. 76

35 87. 02 1.80 42. 32 0. 58 1. 75

36 89. 55 1. 79 41. 94 0. 58 1. 74

37 92.06 1.78 41. 56 0. 57 1. 73

38 94. 56 1. 77 41. 18 0. 57 1. 72

39 97. 04 1. 77 40.80 0. 57 1. 72

40 99. 50 1. 76 40. 42 0. 57 1. 72
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Table At-i. Continued.

S (%o) A(S, P) EA B(S, P) EB Sigma

P 800 db

30 76. 60 1.84 43. 91 0. 59 1. 79

31 79.20 1.82 43.52 0.59 1.77

32 81. 77 1.81 43. 13 0. 58 1. 76

33 84. 33 1. 80 42. 74 0. 57 1. 75

34 86.87 1. 78 42. 36 0. 57 1. 73

35 89.40 1. 77 41. 94 0. 57 1. 72

36 91.90 1.76 41.59 0.57 1.71

37 94. 40 1. 75 41. 21 0. 56 1. 70

38 96.87 1. 75 40.83 0. 56 1. 70

39 99. 32 1. 74 40. 45 0. 56 1. 69

40 101. 77 1. 74 40. 08 0. 56 1. 69

30 79.08 1.81 43. 54 0. 58 1. 76

31 81. 65 1.80 43. 15 0. 58 1. 75

32 84. 21 1. 79 42. 76 0. 57 1. 73

33 86. 74 1. 77 42. 38 0. 57 1. 72

34 89. 26 1. 76 42. 00 0. 56 1. 71

35 91. 76 1. 74 41. 62 0. 56 1. 70

36 94. 24 1. 74 41. 24 0. 56 1. 69

37 96. 71 1. 73 40.87 0. 56 1. 68

38 99. 16 1. 72 40. 49 0. 55 1. 67

39 101.60 1. 72 40. 12 0. 55 1. 67

40 104.02 1.71 39. 75 0. 55 1.66
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Table Al-i. Continued.

S (%o) A(S, F) B(S, F) EB Sigma

p 1000 db

30 81. 55 1. 79 43. 18 0. 58 1. 74

31 84. 09 1. 77 42. 79 0. 57 1. 72

32 86. 62 1. 76 42.40 0. 56 1. 71

33 89. 13 1. 74 42. 03 0. 56 1. 69

34 91. 63 1. 73 41. 65 0. 56 1. 68

35 94. 01 1. 72 41. 27 0. 55 1. 67

36 96. 57 1. 71 40. 90 0. 55 1. 66

37 99. 01 1. 70 40. 53 0. 55 1. 65

38 101.44 1.69 40.15 0.54 1.65

39 103. 85 1. 69 39. 78 0. 54 1. 64

40 106. 25 1.68 39.41 0. 54 1.64

P = 1100 db

30 83.99 1.76 42.81 0.57 1.71

31 86. 51 1. 74 42. 43 0. 56 1. 69

32 89. 02 1. 73 42. 06 0. 56 1. 68

33 91. 51 1. 71 41. 68 0. 55 1. 67

34 93.98 1. 70 41. 30 0. 55 1. 65

35 96.43 1. 69 40. 93 0. 54 1. 64

36 98.87 1. 69 40. 56 0. 54 1. 64

37 101. 29 1.67 40. 19 0. 54 1. 62

38 103.70 1.67 39.82 0.54 1.62

39 106.09 1.66 39.45 0. 53 1. 61

40 108.46 1. 66 39. 09 0. 53 1. 61
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Table Al-i. Continued.

S (%o) A(S, P) B(S, P) EB Sigma

p 1200 db

30 86.41 1. 73 42.46 0. 56 1. 68

31 88. 91 1. 72 42. 08 0. 55 1. 67

32 91.40 1. 70 41. 70 0. 55 1. 65

33 93.86 1.69 41. 33 0. 54 1. 64

34 96. 31 1. 67 40. 96 0. 54 1. 63

35 98. 74 1. 66 40. 59 0. 53 1. 61

36 101. 16 1. 65 40. 22 0. 53 1. 61

37 103. 56 1. 65 39.85 0. 53 1. 60

38 105.94 1.64 39.49 0. 53 1.60

39 108. 31 1.63 39. 12 0. 53 1. 59

40 110. 66 1. 63 38, 76 0. 52 1. 58

p 1300db

30 88.82 1. 70 42. 10 0. 55 1. 66

31 91. 29 1. 69 41. 73 0. 54 1. 64

32 93. 76 1. 67 41. 35 0. 54 1. 63

33 96. 20 1. 66 40. 98 0. 53 1. 61

34 98. 63 1. 65 40. 6i 0. 53 1. 60

35 101. 04 1. 64 40. 25 0. 53 1. 60

36 103.43 1.63 39.88 0. 52 1. 58

37 105.81 1.62 39.52 0.52 1.57

38 108. 17 1. 61 39. 16 0. 52 1. 57

39 110.51 1.61 38.80 0.52 1.56

40 112. 84 1. 60 38. 44 0. 52 1. 56
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Table Al-i. Continued.

S (%o) A(S, P) EA B(S, P) Sigma

P 1400 db

30 91. 21 1. 68 41. 75 0. 54 1. 63

31 93. 66 1. 66 41. 38 0. 53 1. 61

32 96. 10 1. 65 41. 01 0. 53 1. 60

33 98. 52 1.63 40. 64 0. 52 1.. 59

34 100. 92 1.62 40. 28 0. 52 1. 57

35 103. 31 1. 61 39. 91 0. 52 1. 56

36 105. 68 1. 60 39. 55 0. 51 1. 55

37 108. 04 1. 59 39. 19 0. 51 1. 55

38 110. 38 1.. 58 38.83 0. 51 1. 54

39 112. 70 1. 58 38.47 0. 51 1. 54

40 115.01 1. 58 38. 12 0. 51 1. 53

P = 1500 db

30 93. 58 1.65 41.40 0. 53 1. 60

31 96. 01 1. 63 41. 03 0. 52 1. 59

32 98.43 1.62 40. 67 0. 52 1. 57

33 100. 82 1. 60 40. 30 0. 52 1. 56

34 103. 20 1. 59 39. 94 0. 51 1. 55

35 105. 57 1. 58 39. 58 0. 51 1. 54

36 107.92 1. 57 39. 22 0. 51 1. 53

37 110. 25 1. 56 38.86 0. 50 1. 52

39 112. 57 1. 56 38. 51 0. 50 1. 51

39 114.87 1.55 38. 15 0.50 1.51

40 117. 16 1. 55 37.80 0. 50 1. 51
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Table Al-i. Continued.

S (%o) A(S, P) EA B(S, P) EB Sigma
P 1600 db

30 95.93 1. 62 41. 06 0. 52 1. 58

31 98. 34 1.61 40. 69 0. 52 1. 56

32 100.73 1.59 40. 33 0. 51 1. 55

33 103. 11 1.58 39. 97 0. 51 1. 53

34 105.47 1. 57 39.61 0. 50 1. 52
35 107.81 1. 56 39. 25 0. 50 1. 51

36 110.14 1.54 38.89 0.50 1.50
37 112.49 1. 54 38. 54 0.49 1.49
38 114.74 1. 53 38. 19 0.49 1.49
39 117.03 1. 53 37.84 0.49 1.48
40 119. 29 1. 52 37.49 0.49 1.48

P 1700 db

30 98. 27 1.60 40. 71 51. 32 1, 55

31 100.65 1. 58 40. 35 50. 79 1. 54

32 103. 02 1. 56 39. 99 50. 30 1. 52

33 105. 38 1. 55 39. 63 49. 86 1. 51

34 107. 71 1. 54 39. 28 49.47 1. 50

35 110.04 1. 53 38.92 49. 13 1.49
36 112. 34 1. 52 38. 57 48.82 1.48
37 114.63 1. 51 38. 22 48. 57 1.47
38 116.90 1. 50 37.87 48. 36 1.46
39 119. 16 1. 50 37. 52 48. 19 1.46
40 121.41 1.49 37.17 48.07 1.45
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Table Al-i. Continued.

S (%o) A(S, P) EA B(S, P) Sigma

P 1800 db

30 100. 59 1. 57 40. 38 0. 50 1. 52

31 102.95 1.55 40.02 0.50 1.51

32 105. 30 1. 54 39.66 0.49 1.49

33 107. 63 1. 52 39. 31 0.49 1.48

34 109.94 1. 51 38.95 0.49 1.47

35 112. 24 1. 50 38. 60 0.48 1.46

36 114. 53 1. 49 38. 25 0. 48 1. 45

37 116.79 1.48 37.90 0.48 1.44

38 119.05 1.48 37. 56 0.47 1.43

39 121. 29 1.47 37. 21 0. 47 1. 43

40 123. 51 1.47 36.87 0.47 1.43

P = 1900 db

30 102.89 1. 54 40. 04 0, 50 1. 50

31 105. 23 1. 53 39.69 0.49 1.48

32 107. 55 1. 51 39. 33 0. 49 1.47

33 109. 86 1. 50 38. 98 0. 48 1. 45

34 112. 16 1.48 38.63 0.48 1.44

35 114.43 1.47 38. 28 0. 47 1. 43

36 116.69 1.46 37.93 0.47 1.42

37 118. 94 1. 46 37. 59 0. 47 1. 42

38 121.17 1.45 37.25 0.47 1.41

39 123. 39 1. 45 36. 90 0. 46 1. 40

40 125. 59 1. 44 36. 56 0. 46 1. 40
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Table Al-i. Continued.

S (%o) A(S, P) EA B(S, P) EB Sigma
P 2000 db

30 105, 17 1. 51 39. 71 0.49 1.47
31 107.49 1. 50 39. 36 0. 48 1. 46

32 109.79 1.48 39.00 0.48 1.44
33 112.08 1.47 38.65 0.47 1.42
34 114. 35 1.46 38. 31 0. 47 1. 42
35 116.61 1.45 37.96 0.47 1.41
36 118.85 1.44 37.62 0.46 1.40
37 121. 07 1. 43 37. 28 0. 46 1. 39

38 123. 28 1.42 36.94 0.46 1. 38

39 1 25. 48 1. 42 36. 60 0. 46 1. 38

40 127. 66 1.41 36. 26 0.45 . 37



Table AI-2. 10 C(T, P), 1O5 EC(T P) and the standard deviation of 105a(S)T as a function of
temperature (° C) and pressure (db).

T(° C) C(T, P) EC Sigma T(° C) C(T, P) EC Sigma T(° C) C(T, P) EC Sigma

P 0db PlOOdb P200db
0 76. 26 0. 04 0. 37 0 76. 11 0. 03 0. 37 0 75. 96 0. 03 0, 37
2 75. 71 0. 03 0. 35 2 75. 57 0. 03 0. 34 2 75.43 0. 03 0. 34
4 75. 22 0. 03 0. 32 4 75. 08 0. 03 0. 32 4 74. 93 0. 03 0. 32
6 74. 75 0. 03 0. 30 6 74. 62 0. 03 0. 30 6 74. 48 0. 03 0. 30
8 74. 33 0. 03 0. 30 8 74. 19 0. 03 0. 28 8 74. 06 0. 03 0. 28

10 73. 94 0. 03 0. 28 10 73.81 0. 03 0. 27 10 73. 68 0. 03 0. 27
12 73. 58 0. 02 0. 26 12 73.45 0. 02 0. 26 12 73. 32 0. 02 0. 26
14 73. 26 0. 02 0. 25 14. 73. 13 0. 02 0. 25 14 73. 01 0. 02 0. 25
16 72. 96 0. 02 0. 24 16 72.84 0. 02 0. 24 16 72. 72 0. 02 0. 24
18 72. 71 0. 02 0. 23 18 72. 59 0. 02 0. 23 18 72. 47 0. 02 0. 23
20 72. 48 0. 02 0. 22 20 72. 36 0. 02 0. 22 20 72. 22 0. 02 0. 22
22 72. 29 0. 02 0. 22 22 72. 17 0. 02 0. 21 22 72. 06 0. 02 0. 21

24 72. 12 0. 02 0. 20 24 72. 01 0. 02 0. 20 24 71.89 0. 02 0. 20

26 71. 98 0. 02 0. 19 26 71.87 0. 02 0. 19 26 71. 76 0. 02 0. 19
28 71.88 0. 02 0. 18 28 71. 77 0. 02 0. 18 28 71. 66 0. 02 0. 17
30 71.80 0. 01 0. 16 30 71.69 0. 02 0. 16 30 71.88 0. 02 0. 16



Table AI-2. Continued.

T(°C) C(T, P) EC Sigma T(°C) C(TP) EC Sigma T(°C) C(T, P) C Sigma
P300db P400db P500db

0 75.81 0. 03 0. 36 0 75. 66 0. 03 0. 36 0 75. 51 0. 03 0. 36

2 75. 28 0. 03 0. 37 2 75. 14 0. 03 0. 33 2 75. 00 0. 03 0. 33
4 74. 80 0. 03 0. 31 4 74. 66 0. 03 0. 31 4 74. 52 0. 03 0. 31

6 74. 34 0. 03 0. 30 6 74. 21 0. 03 0. 29 6 74. 07 0. 03 0. 29
8 73.93 0. 03 0. 28 8 73.80 0. 03 0. 28 8 73. 67 0. 03 0. 27

10 73. 55 0. 02 0. 27 10 73.42 0. 03 0. 26 10 73. 29 0. 02 0. 26
12 73. 32 0. 02 0. 26 12 73.08 0. 02 0. 25 12 72.95 0. 02 0. 25
14 72.89 0. 02 0. 25 14 72. 76 0. 02 0. 24 14 72. 64 0. 02 0. 24

16 72. 60 0. 02 0. 24 16 72.48 0. 02 0. 23 16 72. 37 0. 02 0. 23
18 72. 35 0. 02 0. 23 18 72. 24 0. 02 0. 23 18 72. 12 0. 02 0. 22
20 72. 13 0. 02 0. 23 20 72. 01 0. 02 0. 22 20 71. 90 0. 02 0. 21

22 71.94 0. 02 0. 21 22 71.83 0. 02 0. 21 22 71. 72 0. 02 0. 20

24 71. 78 0. 02 0. 20 24 71. 67 0. 02 0. 20 24 71. 56 0. 02 0. 19
26 71. 65 0. 02 0. 19 26 71. 54 0. 02 0. 19 26 71.43 0. 02 0. 18

28 71. 55 0. 02 0. 17 28 71.44 0. 02 0. 17 28 71. 33 0. 02 0. 17
30 71.47 0. 01 0. 16 30 71. 36 0. 01 0. 16 30 71. 26 0. 01 0. 15



Table AI-2. Continued.

T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma
P600db P700db P800db

0 75.36 0.03 0.35 0 75.22 0.03 0.35 0 75.07 0.03 0. 34

2 74.85 0. 03 0. 33 2 74. 71 0. 03 0. 32 2 74. 57 0. 03 0. 32
4 74. 38 0. 03 0. 31 4 74. 24 0. 03 0. 30 4 74. 10 0. 03 0. 30

6 73. 94 0. 03 0. 29 6 73.81 0. 03 0. 28 6 73. 67 0. 03 0. 28

8 73. 54 0. 03 0. 27 8 73. 41 0. 03 0. 27 8 73. 28 0. 03 0. 27

10 73. 16 0. 02 0. 26 10 73. 04 0. 02 0. 26 10 72. 91 0. 03 0. 25

12 72.83 0. 02 0. 25 12 72.70 0. 02 0. 25 12 72. 58 0. 02 0. 24
14 72. 52 0. 02 0. 24 14 72.40 0. 02 0. 24 14 72. 28 0. 02 0. 23

16 72. 25 0. 02 0. 23 16 72. 13 0. 02 0. 23 16 72. 01 0. 02 0. 23

18 72. 00 0. 02 0. 22 18 71.89 0. 02 0. 22 18 71. 77 0. 02 0. 22
20 71. 79 0. 02 0. 21 20 71. 67 0. 02 0. 21 20 71. 56 0. 02 0. 21

22 71. 61 0. 02 0. 20 22 71.49 0. 02 0. 20 22 71. 38 0. 02 0. 20

24 71.45 0. 02 0. 19 24 71. 34 0. 02 0. 19 24 71. 23 0. 02 0. 19

26 71. 32 0.02 0. 18 26 71. 21 0. 02 0. 18 26 71. 10 0. 02 0. 18

28 71. 22 0.02 0. 17 28 71. 11 0.02 0. 17 28 71. 01 0. 02 0. 16

30 71. 15 0. 01 0. 15 30 71. 04 0. 01 0. 15 30 70. 93 0. 01 0. 15

0



Table AI-2. Continued.

T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma
P900db Pl000db PllOOdb

0 74. 93 0. 03 0. 34 0 74. 78 0. 03 0. 33 0 74. 64 0. 03 0. 34
2 74.42 0. 03 0. 32 2 74. 29 0. 03 0. 31 2 74. 15 0. 03 0. 31
4 73. 97 0. 03 0. 30 4 73. 83 0. 03 0. 29 4 73. 69 0. 03 0. 29
6 73, 54 0.03 0. 28 6 73.41 0. 03 0. 28 6 73. 28 0. 03 0. 27
8 73. 15 0. 03 0. 26 8 73. 02 0. 02 0. 26 8 72.89 0. 02 0. 26

10 72. 79 0, 02 0. 25 10 72. 66 0. 02 0. 25 10 72. 54 0. 02 0. 25
12 72.49 0. 02 0. 24 12 72. 34 0. 02 0. 24 12 72. 21 0. 02 0. 24
14 72. 16 0, 02 0. 23 14 72. 04 0. 02 0. 23 14 71. 92 0. 02 0. 23
16 71.89 0. 02 0. 22 16 71. 78 0. 02 0. 22 16 71. 66 0. 02 0. 22
18 71. 66 0. 02 0. 21 18 71. 54 0. 02 0. 21 18 71. 43 0. 02 0. 21
20 71.46 0. 02 0. 21 20 71. 34 0. 02 0. 21 20 71. 23 0. 02 0. 20
22 71. 27 0.02 0.20 22 71. 16 0.02 0. 19 22 71.05 0.02 0. 19
24 71. 12 0. 02 0. 18 24 71. 01 0. 02 0. 19 24 70. 90 0. 02 0. 19
26 71. 00 0. 02 0. 18 26 70.89 0. 02 0. 18 26 70. 78 0. 02 0. 17
28 70. 90 0. 02 0. 16 28 70. 79 0. 02 0. 16 28 70. 69 0. 02 0. 16
30 70.83 0. 01 0. 15 30 70. 72 0. 01 0. 15 30 70. 62 0. 01 0. 15



Table AI-2. Continued.

T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma
P=lZOOdb P1300db P1400db

0 74. 49 0. 03 0. 33 0 74. 35 0. 03 0. 33 0 74. 21 0. 03 0. 33
2 74. 01 0. 03 0. 31 2 73.87 0. 03 0. 31 2 73. 73 0. 03 0. 30
4 73. 56 0. 03 0. 28 4 73.42 0. 03 0. 28 4 73. 29 0. 03 0. 28
6 73. 14 0. 03 0. 27 6 73. 01 0. 03 0. 27 6 72, 88 0. 03 0. 26
8 72. 76 0. 02 0. 26 8 72. 63 0. 02 0. 25 8 72. 51 0. 02 0. 25

10 72.41 0. 02 0. 24 10 72. 29 0. 02 0. 24 10 72. 16 0. 02 0. 24
12 72. 09 0. 02 0. 23 12 71.97 0. 02 0. 23 12 71.85 0. 02 0. 23
14 71.80 0. 02 0. 22 14 71.69 0. 02 0. 22 14 71. 57 0. 02 0. 22
16 71. 55 0. 02 0. 22 16 71.43 0. 02 0. 21 16 71. 32 0. 02 0. 21

18 71. 32 0.02 0.21 18 71. 20 0.02 0. 21 18 71.09 0.02 0. 20
20 71. 11 0. 02 0. 20 20 71.00 0. 02 0. 20 20 70.89 0. 02 0. 20
22 70. 09 0. 02 0. 19 22 70.83 0. 02 0. 19 22 70. 72 0. 02 0. 19
24 70. 79 0. 02 0. 18 24 70. 69 0. 02 0. 18 24 70. 58 0. 02 0. 18
26 70. 67 0. 02 0. 17 26 70. 57 0. 02 0. 17 26 70. 46 0. 02 0. 17
28 70. 58 0. 02 0. 16 28 70. 48 0. 02 0. 16 28 70. 37 0. 02 0. 16
30 70. 51 0.01 0. 15 30 70.41 0. 01 0, 14 30 70. 30 0. 01 0. 14



Table AI-2. Continued.

T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma
Pl500db P1600db P1700db

0 74. 07 0. 03 0. 32 0 73. 92 0. 03 0. 32 0 73. 78 0. 03 0. 32
2 73. 59 0. 03 0. 30 2 73. 46 0. 03 0. 30 2 73. 32 0. 03 0. 29
4 73. 16 0. 03 0. 27 4 73. 02 0. 03 0. 28 4 72.89 0. 03 0. 27
6 72. 75 0. 02 0. 26 6 72. 62 0. 02 0. 26 6 72. 50 0. 02 0. 26
8 72. 38 0. 02 0. 25 8 72. 26 0. 02 0. 25 8 72. 13 0. 02 0. 24

10 72.04 0. 02 0. 24 10 71.92 0.02 0. 23 10 71.80 0. 02 0. 23
12 71.73 0.02 0. 23 12 71.61 0.02 0. 22 12 71.49 0. 02 0. 22
14 71.45 0. 02 0. 22 14 71. 34 0. 02 0. 22 14 71. 22 0. 02 0. 21
16 71. 20 0. 02 0. 21 16 71. 09 0. 02 0, 21 16 70. 97 0. 02 0. 21
18 70. 98 0. 02 0. 20 18 70. 87 0. 02 0. 20 18 70. 76 0. 02 0. 20
20 70. 78 0. 02 0. 20 20 70. 67 0. 02 0. 19 20 70. 56 0. 02 0. 19
22 70. 61 0. 02 0. 19 22 70. 51 0. 02 0. 19 22 70.40 0. 02 0, 18
24 70. 47 0. 02 0. 18 24 70. 37 0. 02 0. 18 24 70. 26 0. 02 0. 18
26 70. 36 0. 02 0. 17 26 70. 25 0. 02 0. 17 26 70. 15 0. 02 0. 17
28 70. 27 0. 01 0. 16 28 70. 16 0. 01 0. 15 28 70. 06 0. 01 0. 15
30 70. 20 0. 01 0. 14 30 70. 09 0. 01 0. 14 30 69. 99 0. 01 0. 14



Table AI-2. Continued.

T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma T(°C) C(T,P) EC Sigma
P = 1800 db P 1900 db P = 2000 db

0 73. 64 0.03 0. 31 0 73. 50 0. 03 0. 31 0 73. 37 0. 03 0. 31

2 73. 19 0. 03 0. 29 2 73. 05 0. 03 0. 29 2 72. 91 0. 03 0. 28

4 72. 76 0. 03 0. 27 4 72. 63 0. 03 0. 27 4 72. 50 0. 03 0. 26

6 72. 37 0. 02 0. 25 6 72. 24 0. 02 0. 25 6 72. 11 0. 02 0. 25

8 72.01 0. 02 0. 24 8 71.88 0. 02 0. 24 8 71. 76 0. 02 0. 23

10 71. 68 0. 02 0. 23 10 71. 56 0. 02 0. 23 10 71. 44 0. 02 0. 22

12 71. 38 0. 02 0. 22 12 71. 26 0. 02 0. 22 12 71. 14 0. 02 0. 21

14 71. 10 0. 02 0. 21 14 70. 99 0. 02 0. 21 14 70. 87 0. 02 0. 21

16 70. 86 0. 02 0. 20 16 70. 75 0. 02 0. 20 16 70. 64 0. 02 0. 20

18 70. 64 0. 02 0. 20 18 70. 53 0. 02 0. 19 18 70. 42 0. 02 0. 19

20 70. 46 0. 02 0. 19 20 70. 35 0. 02 0. 19 20 70. 23 0. 02 0. 19

22 70. 29 0. 02 0. 18 22 70. 19 0. 02 0. 18 22 70. 08 0. 02 0. 18

24 70. 15 0. 02 0. 17 24 70. 05 0. 02 0. 17 24 69. 95 0. 02 0. 17

26 70. 04 0. 02 0. 16 26 69. 94 0. 02 0. 16 26 69. 84 0. 02 0. 16

28 69. 96 0. 01 0. 15 28 69.85 0. 01 0. 15 28 69. 75 0. 01 0. 15

30 69.89 0. 01 0. 14 30 69. 79 0. 01 0. 14 30 69. 69 0. 01 0. 13
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APPENDIX II

Geostrophic Velocity Profile Comparison of
Standard Versus T-S Gradient Method for
Various Regions in the Oceans
(Stations Positions are Given in Table 5)

Note: Original scales reduced in reproduction.
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X- SCALE 30 cm/se/in

Y SCALE 100 rn/in \

--

___

-H-±

NORSE

Stations 25, 26
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18

X-SCA

Li

E 30 crn/ec/in

II

HORIZC-Step

Stations

1
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X-SCALE 30 cm/se /In

HORIZON
Station 24,

Eastropac
25



1 30

X-SCALE 30 cm/se4/in
Os. /

/
bs

H.M. SMIH-31

Stations 1 5, 136
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N'

X- SCALE 30 cm/sc/in

Y-SCALE 100 rn/in

..'.'- --.--.-.-- ....... .... -....

........ -.--..-.-......-..- .......... .------- ---.---,------..

NPGS AGO -2

Stations AZ, B2
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X- SCALE 30 cm/sed/in

---

...........

:'
IKUNA I' ARC

Stations 3, 14
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X-SCALE

Y-SCALE

31

30 cm/sec/in

100 rn/in
\

LO

pH
CHOFU M

Stations E

.RU

7, E-8
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X- SCALE

Y-SCALE

crn/se/jn

100 rn/in

\\

D-17

1, 362

CRAWFO1

Stations 3
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X_SGAL43O
YSCAL4

crn/sc/in

100 rn/in

9

CRAWF(

Stations

RD-10

22, 123
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\\\
:

ATLANTS-5298

Stations 2298, 2299
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022

X-SCALE

Y-SCALE

30 cm/sed/in

100 rn/in

'lLI_±LI
Proudrn n Stations
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APPENDIX III

Computer Programs for Hemispheric Computations
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Program 1. A program to interpolate hydrographic data
on the IBM/360 computer



ON?
qnj- 1=NN )bT
Ic' c =r

fli1U'JO3 9I
flNI1NL1981

881 (JI O)
./ (1SNV+1SNV+flS)=llfl /(sN+nsNv)=(r)A3i

881 01D'J
Z/ (CSNV+flSNV )Ofl

1

71'C1'i1 (NIZ+1 ) )dI 8T
881 01 r

c,I iSNV+1SNV+aSJV )]1C /41SN+USNV)if)A 9I bl'91'91t1-]HI
Z+Vi=1SNc

4(1)0-11+1 )U)/ (1*1 }Ax( (1)Ucryis )=91
((1+1 RiI 1)0)! 1)A*(11+1 )C(r )T1S =Zc I

3A++OS N
1+1 )U-( ?+1 )O)*((I )O-( Z+)O ) )1

/(Z+I )A*(11+1)ocr)as)(I)G-((')OS )=DA
I?+1 )U-(t+I )0)( (1 JO-I 1+1 )U) )1

1(1+1 )A*((+1)G-(i)US)*I(1)(J-(1)OS )0A
(+j)U-( I )O).x( 11+1 )Ci-1 1)0) )1

/41 )A( (?+1 )O-(1)OS)*( I1+I)C-l1')OS)VA
dl ?1 JX++XflSN V

((I )U- 1+1) Ci )* 41-1 JO-It+1)0)) T
/(1l)A*I(i)O-(f)OS)*((1-I)fl-(C)0S)3X

C 1(1+I) 0- 1)0) *11-1)(l-(1)0)) 1
/41 )A*( (1+1)0-1 r)OS )* It-I )c-( r JOS )=8x

(((1+1)0-It-I )0)* ((1 JO-I 1-I RI) it
/ ((-1 )A*( (1+1)0-Ir)OS )* ((I )C-If' YJS)=Vx 9?T

91'?c1'?tII-1)d1 On
881 Ui.O)

I1+1)A=(r)A.) 811
981'1311')Z1( 41+1 )O-(I')GS)dI 911

981 Dl U (1)A=4f')AJ,'.t't
9II'IT'i11 II 1)0-INUS HITT

O1 01 U
(N)t=Ir)A11

06T'11'11I(N)O-I1')(1S)dl
N'1191 OL?11
0YT=r81 00111

IOT)OS't)1)AJ'(Ot1T)A'(J)i)(J NJISNIO
INN'AD'OS'0'A'N) d1J 191 dN1iJlDiiflS

1T71
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Program 2. A program to compute specific volume
anomaly from hydrographic data on the
IBM/360 computer
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SUflROUTINt SGTSVA (T,S,D SGT SV SVA)
ST=(((T-3.98)*2)/503.)*(T83.)/(T+67.26
CL=( S. '3U ) /1.8)5
SC=.LÔ9+1.47Oh*CL.0)157*CL-*2+3.98ES'CL**3
4T=T*(4.78o7_.C98185*T+.CC1C843*T**2)*1.E3
Bt=T*(18.U3Q.8164*T+.C1667*T**2)*1.E_6
SGTST+(SO4.132)*(1.tT+BT*(SO.1324))
AFST=1. 1(1. +SGT1. E-3)
A=CAFST*1. E-9
f3=4886. /( 1.+1,63E-5*D)
C=227. 28. 33*T_.551*T**2.iO4*Tzc*3

D*1.E-4
G=( SO-28. ) /10.
H147. 3-2.72*T+.U4T**2U=15.5+9. 5*T. 158*TU2
'1=1. 5D**2*T*1.E-3
=32.4.87*T+.( 2T*2X4. 5. lT

V 1. 8. J6*TSV=4FST_4(B_C+E*UVG*(HE*W)+G42*(XE*Y))
972643

V 4 227. + ) I 05 * fl
YB=.C126*(147.3.)(324*D)
P=i.ZD*Ai*( S+Y4YB) *1. E-9

SVA=SVAP
RE TtJRt
END



144

Program 3. A program to compute geostrophic cur-
rents by the Helland- Hansen equation
and the T-S Gradient equation on the
IBM/360 computer
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REAL *R IMSG
EAL 3 ITL(12)
)IMFNSIiN SD(C ),LL(5i,TA,SA(5D),OR(5 ),TB(),SF3(5)
O!ENsICN TCA(5 CI,SCA(5OC),TCB(51.),SCt(S'),PLT(5((),DLS(5cO)
DIMENSION P,RT(5D0J ,ANS(5),VELD(5:cSVA(5C),BSV4(5OC)
DIMENSION DSVA(5CC) ,TSVA( 500) ,CSVA(50j ) ,DDS(5tO),VELP(5()
CH'ENSICN IMSD,(8) ,SDX(50C)
FQUI VALENCE ( IMSG( 1 ,ITL(1)
DATA ITL(9)/' '/,ITL(1()/'MIDDELBU'/,ITL(11)/'PC,
DATA ITL(12)/'PJX F5 'I
DATA 14/'

76 -.' Ll?36
11flRMAT(2t-5.22I3,8A8)
ii OAT (2F5.1,213,8A8)
14 FORMAT (8F10.3)
15 FORMAT (4F2C.C.)j!j 43 !15C'
43 SD( I )=ICOL'.

SAD (5,15) .\,E,C
,4 ED (5,15) ALNkI,STEP

IF (AINM) 3C,,3(.,45
45 SD(1)=D.DC 4' 1 =2, 5u0

SD(I)Sfl(I-1)+STEPIF(SD(I èALNM1'),42,42
4C CONTINUE
42 NNI

READ (5,11) DIS,PSI,NA,NB,IMSG
6: DO 57 I=i,NA

READ (5,14) DA(I),T(I),SA(I)
IF (TA( 1) 2. ) 52,71,71

71 TA(I)=(TA(I)-32,)*.55555
52 IF(SA(I)-25.)55,55,57
55 SA(i)=O.(.3+1.8(5*SA(I)
57 CONTINUE

DO 55 I=1,NB
READ (514) DB(I),Tf3(I),SB(I)
IF (18(11-32.) 54,72,72

72 TB( I =( TR( I )-32. ). 55555
54 IF (Sf3(II-25.)58,58,59
SE SB(I)=O.C3+1.8(5'SU(I)
54 CONTINUE

CALL LAINIP (NL,TA,OA,SO,TCA,NNA)
CALL LGINTP (NA ,SA,U4,SO,SCA,NNA)
CALL LGINTP (N8,TN,CB,SD,1C8,NNB)
CALL LINTP (Nh,S9,C6,SC,SCR,NNB)
'21. 45 RE-4
PSJ=( 2.*3.1415C265/36). )*PSI
SPSN SIN(PSJ)
IF ( SPSI.1T.O.1)SPSI=J.1
X2= 1./(2'SPSID!S)
DC] 62 I=1,NN
DL 11 1) = TCA (II lCD (I)
OLS( 11= SCA(I)SCB(I)
RT( I )=(TCA( I )+TCF3(I I

62 CONTINUE
ND=NN 1
00 64 i=1,ND
3DLT =(DLT(I )+DLT(I+1))*C.5
IDLS =(DLS(1 HflL5( 11) 1*0.5
RTDTPDLT*( ( BRT( I )+BRI( 1+1) )* 5)
SDSO =SD(I*1)SD(I)
ADDLI A5DLT*SDSD
BBTDT = B*0TDTSDSD
COOLS C*6DLS*SDSD

(ABDLT+RBTDT#CBDLS)*X2
64 S (I 1= (.'BDt r+8*RTDT+C*eoLSt*(So( [+1 )Sfl( II)

VELD( NN)=C.
DO 66 I=2,NN
JD=NN(I-1)

66 V[LD( JO )=VELD( JO+1 )+ANS( JO) *X2
DO 82 I=1,NN
TS=TCA( I)
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=LA( 11

U V-. C T , , ,SCT ,SV,SVA)
2 UV( 1)=SV

-,

I

I S Lr( I
22=5Cc) I)

I

IL ;UV CTs,ss,1iss;I,sv,svA)
I) =SVA

; 11,NN
(1) = 2v C I -* v (I

;. I 1 ,JI)
;2.c (I) C DVAC I) +)5V4 (I + I C ) . 5

.Y,( I )f2V4( I (SD(i4 1):D(I))

2
F\- (1-1)

135) )= t,SC k) +CS V( K)
.J I=l,2N

V[LP( I )=DDS) I )2
R1T: {,9) 1M(;
ckIT C 3,j )

j'; (1X,')EITH TEMPEF1IJE SALlNITY',1X,'L+2B-C VEL[CI
liv DYI\IMIC VELICITV P'/' M 3 0 A',
2 , '1 NrECAt CM/SEC HE IGHT CM/S EC' II)

: 11.2 1=1,51)
= [IF ( (-, 1_) St (I) ,TIM( I) ,TCF[( I) ,SCP( I) ,SCA( I) ,VEL')( I) ,DDS( IC,

1 fliP Ci) ,ANS( I)
1,f 5 ,2F7 ',1X,1P3E12 3/4 X,1P1'

ITL (6,13) Sr(NN),TC'UN),TCB(NN),SCA(NN),SCP(N5),VELfl(NN),
St Nt' ) , VPI.P N

Il :PMAr (1x,F5. ,2I7.2,2FI.3,l6X,1PE1?.3/I/)
rIMAT( lHi,84E/)

ckITC (o,2.) 0,-,C,X2
2' F1RM0T (I 0 = ' ,F 12.1 ,

'
El = ' ,F12. 1 ,

' C = ' , F12. IC,
1' 1/(2 m4IGO SIN PHI 01ST) = ',1PE12,4)

I)<0 VELOCITY PRCFILFS

3] 21', I-1,NN
21. SDX( I )=-Sfl( I)

LLL P,.4(NN,VEL),CDX,1, ,L4,ITL,25.,1.,1 ,4,',2,q,1',1,LLL)
.t-LL )-AflN,VELP,sUX ,3,,Lt,ITL,?5.,1C'). ,1(,A,2,2,, 1,1,1 LL

11) Ic 44
3,

., C1)NTTNUE
S tfJ
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Program 4. A program to compute the geostrophic
surface velocity over the FNWC 63 x 63
fields on the IBM/360 computer
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[I-iCiN 5(63,63),VCXZ,L2),VCY(b2,2)
D1MLN1JN T(63,o3),VX 2,2),VY(2,2) ,VtX(r,),VIY(62,2)M\51ON VX(,),VY(62,),1T(24),0(&),I),OINSILN V(62,62)'+ F(.T (iril,' A = ',120.,' = ',E2U.5,' C = ',E20.5/)

5 FCRMT (I
FORMAl (J3,i3F;.)

7 FORMAT (IX,131)/)FCAT (1H1,itA'./I)''AT ( x,13F.2)
1£ ELRAT (3F20..lU, 15)

I T CCNiRL 1NTECk IN COLUMN 5

IYUT = 0 PPINT VL.CtTY LISTING ONLY
lOOT = I PR INT CCNTOURED F ONLY

WT = 2 PRINT CTH LIST INO AND CONTOURED MAP

kAG (5, 11). ,t,C, I UT
0(1) =0.
N 2)=121.
U (3) C) 1.0
C(4) =61 0
fl( 5)=30 .
0(6) =30.5
N 7)=30 .5

( ) = 30 5
CO 41 I=1,j2
IY( I )=I

41 IX(I)1
C CC 10 11,o3
C. DC 10 J=1,63
5 10 S( I,J)=35.

00 iS Krl,c3
REAL: (3) ((T(1,J),1=1,63),J1,c3)
READ (8) IT
IF (K.EQ.1.) GO TO 1.5

GC TO 23
13 DC 22 J=1,2

DC 22 1=1,62
VX( I ,J)=O.
VY (1, J ) =0.
V4X(I,J)T(I,JIT(I+1,J)
VAY(I,J)=T(I,J)T(I,J+1)
VI3X(I,J)(T( 1,J)+T( 1+1,J)).VAX( I,J)
VJ3Y(I,J)=(T(I,J)+T(I,J#l)).5*VAY(I,J)

5 VCX( I SJ )=S (I ,J )S (I 1,J
C VCY( l,J )=3( I,J )S( I ,J'-I

22 CCNTINUE
GC 1C 15

23 DC 2s J=1,52
DC 2' 1=1,62
DTX=T(I,J)_T(I+1,J)
Dl '=T( I ,J )T( I ,J+1 )
X=(T(1,J)T(I+1,J)).5CTX

BCY=(T(I,J)+T(I,J+1)).5"CTY
C. DSXS( I ,J)S ( I+1,J
C. OSY'.S( I,J)S(1,J+1)0AX=(VAX(I,J)+DTX).5DAY=(VAY(I,J)+DTY) .5

Dex=(VRX(I,J)+hDXh.5
DY=(VY(I,J)+DY).5

C. DCX=(VCX(I,J)jSX)4.5
C. 1JC=(VCY( I,J)+DSY)? .5

CALL CCRFOR (I,J,CFL)VX(I,J)=VX(I,J)+((CMX+DBX'B )*D(K)=CFL)
VY(I,J)=VY(I,J)((DAY+CUYI )D(K)CFL)
V(I,J)= SQFT(VX(I,J) 2+VY( I,J)i'42)
VAX(I,J)DTX
VAY( I,J)=DTY
V13X(I,J)=ODX
VEY( I ,J )=BDY

C. VCX(I,J)=DSX
C VCY(I,J)=DSY
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2 CINTINUL:Nk= '2

NC= 52
A i\=-LUU .3
UND= LU
Ai=.JU1
37= 9.3
I J I = U
IC 3 N I

I ( 1 J 0 3 Ii. UT tO 2) 0 TU
UL. fC

52 CCNTINU-WIT (t.,'*) .,-3,CRjT() I IT
WF IT S (0,7) (IX (1) , I = 1, 13)
DC 31 1=1,62

IT 5 5, 1 (1(1, 3), J 1, 13)0IT[ (o,$) IY( I), (VX( I ,J ),J=L, 13)
W ITE (#:,,) (VY( I,J ),J=1, 13)
0- lTD (p', ) (VI I,J),J=1, 13)

ITr- (5,.)
31 CCNI INUL

iTE(,) IfWITEL,7) ( lxi 1),I=1,2u)
DC 32 I=1,2
PiTE (5,) (I(I,J),i=1,,2c.)

tQIT (o,f) LYC I),(VX( I,.l),J=L4,2)
1rE (,;) (VY(1,J),J=14,45)

WkITF (6,'.) (V(1,J),J=i4,2)
WPITE

32 CONT I'3JS
IT

WR I ID (0,7) (IX (11,1=27, 3
DC 33 1=1,2WPITt (5,3) (HI,J),i=27,3)
WPIIR (,h) IY( i),(VX( I,J),J=27,35)
W1TE (o,) (Vy(I,J),J=27,35)
wIT'E (6,) (V(!,J),J27,3')
WRITE (s,')

33 CCNTINUE
wITE(0,t) ii
w lIE (0,7) 1 lxii), 140,52
DC 3't 1=1,62

ITE(s,) (T(I,J),J=40,52)
WRITE (o,t) lY( I),(VX( I,J),JU,52)
WITc (o,) (VY(I,J),J=4U,2)
W1TE (0,3) (V(1,J),Jr+0,52)
WkITE (t,5)

34 CLNTINUE
WPITE(D,3) IT
WPITE(5,7) (IX' 11,1=53,62)
CC 35 1=1,52
WITE (o,9) (T(I,J),J=53,62)
WRITS IY(I),(VX( I,J),J=53,52)WkIT[ (0,) (VY(I,J),J53,6)WRITE (e,,) (V(I,J),J53,f2)
N lIE (o,5)

35 C51TINEJE
14 IF I ID T. .1.DR.IOUT.0O.2) 0) TO 5

GD. TO 15
54 CCNTINUE

CLL VETM.P (V,NP,NC,IT,5NU,i,3Z,M1N,IJT,iCUN)
15 CCNTIN'JE

STOP
END
SCUPCUTINF CCRFGF (i,J,CFL)
P=(I-32)xiI-32)+(J-32)'J-32)
S=(u73.71-)/(c73.7i+R)
IF (S-.125)4,5,5C125

5 A=L.E6603/( 1.)
fl=38 1.13 /t
1= 1.4042E-O4CFL=1./(TSDI
R FT U RN
END
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Program 5. A program to compute the geostrophic
surface velocity over the FNWC 63 x 63
fields on the CDC/3600 digital computer
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PROG(4M OCUH (01T71Jt,TAPF1 ,TA2E2,TAPEflUTPh)T, TArFQ)
D1lENSTON T(63,),T1(19),T?(39)
DIMENSION sc3,),sj(39g),c2(3qq),s3(3cm9)
1)TMENS1r)N A ( 1) ,B 1) ,r) (1?)
DT1ENSIflN
COMMON
DIMENSION VX(.3,61),VY(63,h3),i(63,6i)
1)IMENSION wINDX(19),INDY(,INDV(3%9)
DIMENSION TRANS(3)).cTRFAM(iR9)
DIMENSION T4H(4).i)ATE(3)
I NTEXFR TX (63) ,TY (63) 'E (5) ,ET ( ,F (3) ,c ()

E(JDIVALNCE (TJ(21),T),(12,Vy)
ED(JIVALFHCF (Sl,S),(S3,VX),(S2,VCY)
E'ThJIVALENCE (VAX,WINOX?1)),(VAY,WTNDY(21))
E Q I VALF'JCE (Vf3X , WTNDV)
EMJIVALENCE (TANS(2I),V),(STpEAM(1),VX)
EIVALEMrF (DATE,A)
EDIJIVALENCE (.IX) i (.iX (4))
DATA (TAH/ 7707700004/
UATA (PTAR (I) I1 ,4) /5, .45,SOR,0,/

A, AND C APE CONSTANTS, AND ARE AVERAGE VAlUES FOR
THE PRESENT DEPTH OF CALCULATION AND TH4T OF THE PRF-
VTOUS TMTEGPATIDN STEP. A AND F3 AF CHOSEN AT CON
STANT SALINITY ov 34.(0/00)

H .00000 5
C - , 0 0076

U IS THE nEPTH INCEMETh!1 IN METERS HETWEEN THE LEVEL
OF PPFSFMT CALCULATION, AND THE PRECEEDING ONE

U (1) C).

D(2)= 304
D(3) 3fl,4H
fl(4) 304
D(5)= 30,4H
ti(6): 60Q4
D(7)= 6094
D (H)=121 ,g,

D(9) 34.2
1) (10) 200.
U (11) 2fl0

() (12) =200,

FT IS AN ARRAY CONTAININc, THr ADDRESSES C)F FNWF FTFfrS
C ----- SURFACE ---------

ET(1)10HT SEA
C ----- 1OOFT/30.4FW_

Ion

C -----
ET(3)1OHTS 200

C ----- 300Fr/1.44M----
ET(4)10HTS 300

ET(5)=1OHTS 400

ET(6):1OHTS



C----- 800FT/243,c3M___
f17=10HTS on

C- l2OOFT/365,I---
El (8) 1flHTS1200

C E IS AN 4pPAY WHICH CONTAINS THE CALLING PARAMETERS
C FOP THF SUBROUTINE ROMSTF WHFN READING FNWF FIELDS

DATE (1) =
E (1) =DAIF (1)

c E(2) IS DEFINED LATER TN THE nO LOOP
E (3) 0

E (4) 38
E (5) =5LTAPE1

ISVO rs t VELOCITY FIElD PRINTING OPTION AS FOLLOWS
C 0 COMOLETE VELOCITY FIELD PRINTOUT AT ALL DEPTHS
C 1 SUcWACF VELOCITY FIELD WILL RE PRINTED ONLY
C 2 NO VELOCITY FIELD PPTNTO'JT WILL PESULT

ISVO:2
C lCD IS A rONTOiR PRINT SELECTOR AS FOLLOWS
C 0 ALL LEVELS CONTOURED
C I SURFACE CONTOUR(S ONLY
C 2 NO CONTOUR(S) PPTITOUT

1CO2
C

TO 26
r IX ANI) TY ARE ARRAYS WHICH SERVE TO NUM8FP THE ROWS
C AND COLUMNS OF IHE GRID FOR PPINTTNO PURPOSFS

00 4j T:J..3
IV (I )1

41 IX(I)=I

C RFAL)ING IN OF T!'.IPEPATIJRE AND SALINITY FIELDS FOL(OWc
26 N11

DO 19 K=1,N
IF(K.GT.R,GO TO 127
GO TO 135, 136, 13, 140, 142, 144, 146, j4R)

135 E(2)ET(1)
1351 CALL PDMSTF(T1,E)

IF(E(3).N!.0)GOTO 1351
PEAD(2) Si
GO TO 17

C
136 E2=ETc2

1361 CALL RDMSTF(Tj,!)
IF(E(3).NE.0H30 TO 1161
WEAD(2) Si
PEAD(2) 53
DC) 137 I=,3R6

137 51(I)=(jg,52*Sj (1),5.4*S3(I) )/2e
GO TO 17

C

13R E(2)=E113)
1381 CALL PPHSTF(Tj,F)

IF(E(3).j!.0)GO TO i38i
WEAU(2) 52
DC) 139 I:,3969

13 S1(I)E(3q.04*S3(I)e1fl,96*S2(fl)/5.

15Z



GO 10 17

140 E(2)=ET4)
1401 CALL PPMSTFCT1,E)

IF(E().NF.0)G0 TO 1401
DO 141 1=1,3969

141 Si cI)=8.sr,*s3u)441.44*s2un/sn,
Gi T 17

142 E2=FT5)
1421 CALL PPMSTF(T1,E)

IF(E(3),NF.0)G() ri 1421
wAo(2) 53
DO 143 T=l,396

43 51 (I):(.n8*S2(fl+21.q2*s3(fl
60 TO 17

144 E(2)=ET(6)
1441 CALL RDMSTF(T1,E)

IF(E(3).rJF.0)G0 TO 14l
EAD(2) S

riO 145 Ii,39"
14b Sj(I)(j7.12*S3(I)e32.iR*S2(y)

GO TO 17

j4 E(2)ET(7)
1461 CALL RDMSTF(Tj,F)

IF(E(3).NF.0)GO TO 1461
E AD ( 2) 12

QFAD(2) S3
DO 147 1=1,396

147 S1(I)1156.1f,*52(I).43.84*S3u))/p0O.
GO TO 17

)44 E(2)=ET()
1481 CALL RDMSTF(T1,F)

1F(E(3).NE,0)c,() 101481
00 149 Ij,3969

149 S1(I)=(34.24*S?(T)+165.76*S3U))/0o.
GO TO 17

127 READ(2)(Tl(I),121,3989)
EAE) (2) Si

C IE FIELOS ARE WRITTEN ON 015K
17 WRITE(9)T,S

19 CONTINUE
REWIND 9

r

c THE ACTUAL CALCULATION BFGINS HER!, THE FIRST CLCU-
c L4TION INITIALIZES COMPONENTS 41 THE LEVEL OF ASStJM.
C ED MOTION

FAD(9 1,5
13 1)0 22 j1,S2

L)O 22 1:1,62
vx( X'J
VY (I. J) :
V (I ,J) '.
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r

C

vAx(I,J)=r(1,J)-T(Te1,J)
VAY (I ,j) = (I -T CT .J'1

VPX(T,j)=(T(1,J)eT(1,1,J))*,*VAX(I,J)
VRY(I,J)=(T(!,J),T(1,J,l))*.5*VAY(I,J)
VCX(I,J)=S(I,J)-S(t.j,J)

22 VCY(I,J) =S(I'J)..c(T'J1)

THE ACCU1IJLAT1ON OF COMPONENTS RFTNS HERE
M2N.l
1)0 1! P.=?,M2
HEAD(9) i,s

23 00 24 J=1,62
00 24 1=1.62
L)TXT C I,j -T (1.1 .J)
0TY:T(1,j)T(I,J.j

(IC T J) 'IC tel, J) ) *,5*DIx
3f)y:CT(1,J),T(j,j+1))*.5*0Ty
DSX5(I,J)-S(Ie1,J)
L)SYS(1,j)-S(t,J,l
DAX=(VAX CT ,J) +DTX)*,5
0Ay (VAY C t'J) +DIY)*,5

V3X C 1, J) ,B1)x) *

0Ay:(VRy(T,J).3flY)*.5
f)Cx=(VCx(T,J)eI)SX)*,5
Dcy= C vcv j) .osy) * as

C0PF0' TS A SIJBPOUTINE FOP COMPUTING CORTOLIS FOPCF
BASED ON (RIi) Pfl5TtQN
CALL COPFr)R (I,J,CFL)
VX(I,J):VXCI,j),C(OAX*A+OBX*B.I)CX*C)*D(K)*CFL)*.4665
VY(I,J)=Vy(1,J)+((DAy*+0BY*B.')CY*C)*D(<)*CFL)*.466

1* , 4665
V (I ,J)= SORT(VX (I .J) **2+Jy C I ,J) **?)

VAX Cj ,J) =r)TX
VAy (Ig J) flTY

VHX( I'J) 131)X

VY CI, J) =C)Y
VCX (I J) =rSX
VCy( I ,J) r)Sy

24 CONT!NUF
C

FOP COMPATIBTLTTY
C MUST 3E FXTFNDED

DO 40 1=1,63
VX (63,1) =vX (62.1)
VX (1,63) =vX C I .62)
VY(63. I)=VY(62.T)
VY (1.63) VY (1,62)
V c3,i ) :V (62,1)

40 v(T,63)v(T,62)

ITH PL0TTTN PQOc5P4M, VX, VY AND V
TO 63X63 APPAS IIH DUMMY VALUES

C CONTOUR AND PINIING SFLECTION
18 IF(ICO.F0,?)G0 TO 6

IF(ICO.FE0,1.Ar'JD.<.NE.NGO TO 1'
WPITE (6g1)
CALL CONTOIJR(VX,63,63,l.,3LAVX)
CALL CONIOUP(Vy,63,63,3,,3LAVY)

16 IF(ISVO.F0.2) r,r io

154



IF(ISVn.F).1.fl.K.P.J) O TO 15 155

1 FORMAT(IH1)
, FOPMAT (1)
6 FORMAT (1i,13F9,4)
7 FORMAT (jX,1319/)
fcMAT (U'13F9,4)

q FDPMAT (3X,13F,')

WRITE ( 1

wRITE (6,7) (tX(i) ,I=1 .13)
DO 31 I1,63
WRITE (,9) (T(I,j),J3,13)
WRjTE (6,9) (S(T,J),J1,13)
WRITF_ (6,6) Y(I) ' (Vx(r'J) .J=1,13)
wRITE (6,) (VY(I,J),J1,13)
WRITE (6.) fV(I,j).J=lj3)

31 WcITE (65)
WPITF(6,1
WRITE(6,7) (TX(1),114,26)
DO 32 11,63
WRITE (6,9) (T(I,j).J14.'6)
WRITE (6,g) (S(T,J),J14,26)
wRITE (6,6) IY(I) , (VX(T,J) ,J14,26)
WRITE (6,q) (VY(T,j),J=14,26)
WRITE (6,q) (V(T,j),J=14,26)

32 WRITE (6,5)
WPI TE 6, 1
WRITE (6 fl (IX (I) ,127,39)
DO 33 Il,f3
WRITE (6,9) (T(T,J),j'7,39)
wRITE (6,9 (S(I,J),J=27,39)
WRITE (6,6) IY(I) , (VX(T,J) J=7739)
wRITE (6,9) (Vy(T,J),J27,39)
wPTF: (6,9) (V(T,J),J:?7,49)

33 WRITE (6,5)
WRITE (6,fl
WRITE(6,7) (tX(T) .1=40,52)
u 34 1=1,63
wRITE (6,9) (T(I,J),J40,5?)
WRITE (6,9) (SCI'J)'J=40'52)
WRITE (6,6) TY(T),(VX(T,J),J4',52)
WwTE (6,R) (VY(I,j),J=40,S?)
wITF (6,) (V(T,J),J40,52)

34 WRITE (6.5)
WRITE (6,1
WPITE(6,7) (IXCI) .1=53.63)
DO 15 I1,63
WPITE (6,9) (T(!,J)'J3,63)
WPITF (6,9) (S(T,J),J53,63)
wRITE (6,6) Iy(T) , (VX(T,J) ,J53,63)
WRITE (,q) (VY(T,J),)=53,63)
WRITE (6,9) (V(T,J).J3,63)
WRITE (6,5)

15 CONTINUr
RE4INf) 1PEWINP 2
REWIND 9
PAUSE 1



Ml 0

GO TO 4'

C UNLOA[) TEMPERATURE TAPF I AND SALINITY TAPE 2
C MOUNT WTIfl TAPE ON iNTl 1 FOP READING

MOUNT COPTRANS/CtJRRSTPM FIELD TAPE(OUTPIJT) ON iNTl 2
C FOR wRITING
C

C PFj IN WIND COMPONENTS
48 G(j)=O

G(2)=10H0 W
(3) =0

G (4) 36
(, (5) =SLTAPEl

44 CALL PDMSTF(WINDX,r,)
IF(G(3).EO,l) GO TO 44
G(2)=lOHv W

CALL PDMSTF(WINDY,G)
IF(G(3).Eo.1) GO TO 45

C IT IS NFCFSSAPY TO COMPUTE A WIND DRIFT TANSPflRT,
C SINCE ONLY THE Ii AND V COMPONENTS OF THE WINn DRIFT
C APE READ IN

00 47 I=21,3H9
47 WTNtV C I-?n) = (SOPT(INDY (I) **+wINnY (y )**?) ) *4,65

REwIND 1

Ml =M1 .1

C

C COMTNE GFOSTPOPHIC CUQPFNT COMPONENTS WITH 4INfl FIEI P

c WITH WIND IELD COMPONENTS (USING EQuIVALENT cTr)pGr)
00 42 1=1.6300 42 j,63
VX( I,J) =vX C I,J) C VAX C I,J) )
VY C i'j =vY ( I'J) e (VAY C I'J ) *4665

42 V(I,J)v(T.J) +VHX C t'J)
C

THE TRANSpORT FTFLI) IS NOW TO 4E WRITTEN ON TAPE
43 E(4)=40

E (5) =SLTAPE2
TRANS (2) =140R
TRANS (2) = ( TRANS (2) ,OP .pATE (1)
TRANS (3) =IDH
IRA NS (6 ) =1OHAC liP IRA

TRANS (7)=IOHCLIMATIC
IF (M1.NE.1) TRANS CR) =1OHG-STROPHIC
IF (Ml .EQ.1) TRANS (G) IOHTOTAL
TRANS(9=IOH NM/DAY
TRANS(lO)=1OH FIG 7.

25 CALL WRu4STF(TPANS,E(3))
IF(E(3),FQ.l) GO TO 25

C COMPUTE STREAM FUNCITOM USING SIJF4POUTINE PSNF AND PSN
CALL PSNF(PTAR,VX,vY,C,TAB,ERR)

c THE STREAM FUNCTION FIELD IS NOW TO AE WRITTEN ON TAF
F(l)= 0
FC2)= 3R
FC3)= 5LTAPE2
STPEAM(?) =l4rH
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STREAM(2)STREAM().OP.DATE1))
STREAM(3) =1OH
STREAM () 1OHACIJppsTPM
STREAM (7) 1OHCLIMATIC
IF (Ml 1NEq1 STR!AM()1flHSTOPHI(
IF(M1,E(.i)STREAM(R)ltlHTOTAL
STREAM()=10H NM/flAy
STREAM(10=1OH FIG 7.

28 CALL WPMSTF(STPFAM,F)
IF(F(1).Ffi.1) GO TO 28

IF(M1.E(.0)Gfl TO 43
29 END FILE 2

PEWINI) 2

STOP
END
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APPENDIX IV

A Determination of the Thermal Geostrophic Component
in the Gulf Stream Water off the Grand Banks
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A DETERMINATION OF THE THERMAL GEOSTROPHIC
COMPONENT IN THE GULF STREAM WATER

OFF THE GRAND BANKS

One of the important advantages of the T-S Gradient method is

the possibility of identifying the significance of the thermal and

haline components of the geostrophic flow, Furthermore, if the

thermal or haline components can be neglected or correlatedwith

the total geostrophic flow, then the possibility exists that only one

or the other measurement need be taken. If only the thermal struc-

ture is known the first order thermal contribution to the geostrophic

current can be computed:

(V1 V2) [1EET.AP. + K2ET.T.P (A. ll1l)

Correlating the first order thermal current with the total geostrophic

current the correlation function can then be used to determine the

total geostrophic current from the temperature measurements alone.

The feasibility of accomplishing this is enhanced by the de-

velopment of the expendable bathythermograph (XBT) which allows

a ship to steam at full speed over a region and measure the tempera-

ture structure to 6, 000 feet. Prior to the development of the XBT,

temperature structuie was commonly measured by mechanical

bathythermographs which were limited to 900 feet.

If this technique were possible, one application where it would
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be valuable would be in the International Ice Patrol Survey of the US.

Coast Guard in the Grand Banks region. The purpose of these sur

veys is to provide information on the currents in this region for ice-

berg drift movement during the ice season. This information is use-C

ful for safe navigation. Unfortunately, two requirements of the sur-

vey are conflicting. First is the requirement to survey a relatively

large area with sufficient density to delineate the flow. Second is

the requirement to complete the survey in a short enough time to

give a reasonable synoptic picture. At the present time the surveys

take about two weeks during which time approximately 100 hydro-

graphic stations are occupied (Lenczyk, 1964). If even a 50 percent

reduction in the number of complete hydrographic stations could be

achieved by sampling these at full speed using XBT1s the survey time

could be reduced by several days and the currents would be far more

synoptic than the present program allows. Unfortunately, this re-

gion is a region of rapid changes in water structure The charts of

dynamic topography are considered of little value after two weeks

and another survey must be conducted. Several surveys are needed

in a single ice season, March through June.

Three water masses have been identified in the Grand Banks

region (Kollmeyer, 1966): Gulf Stream Water, Labrador Water,

and mixed water, representing the boundary between the two other

Waters. If the geostrophic currents are to be determined from the
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thermal component alone some technique must be established for

separating the water masses as a different correlation will exist be-

tween the thermal component and the total flow in each water mass.

For the purpose of testing the feasibility of establishing such a

relationship 33 hydrographic station pairs in the Gulf Stream Water

were selected from the U. S. Coast Guard Ice Patrol Reports

(Moynihan, 1968). The stations were selected using the Coast Guard

charts of dynamic topography for the survey containing each station

pair. The station pairs were used to compute the thermal component

of the geostrophic current using Equation A. Ill-i, and the total geo-

strophic current. The coefficients used in Equation A. IV-1 were:

= 83.4 o6

= 85,8 x

The resulting thermal component is plotted against the total geo-

strophic surface velocity in Figure A. IV-l. A linear regression

analysis fit in the least square sense, yields the following expression:

(V - V ) = 0. 39 (V V ) + 2. 84 (cm/see)
1 1 T

The variance of the total geostrophic surface velocity is 15. 5

(cm/sec)2.

Therefore, if the water mass boundaries can be identified it
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is possible to compute the total geostrophic surface current from the

thermal component using the above expression. Hydrographic sur

veys of this region could be made more synoptic using XBT's to

substitute for some of the standard hydrographic stations.
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APPENDIX V

Field Evaluation
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FIELD EVALUATION

Introduction

Based on the results of this research the T-S Gradient method

should allow the computation of surface geostrophic currents in good

agreement with those computed using the standard geostrophic calcu-

lations. Of course, both computations suffer from the limitations

inherent in the geostrophic assumptions. Therefore, the purpose

of this research to find a simplified scheme to make geostrophic

computations has been met, yet the computation of currents without

environmental verification is not very satisfying. However, it must

be concluded that at this time current observations are too few and

unreliable to be used as a quantitative measure of indirectly corn-

puted currents. This appendix reviews two attempts by the author

to verify the representativeness of geostrophic currents to the actual

ocean currents, and proposes some refinements of these attempts

to continue the research, These two experiments are the only ones

known to the author as direct efforts to verify computed surface

currents in the open ocean in the slow California Current.

The major oceanic gyres appear to be revealed by geostrophic

computations (Reid, 1961, and Stommel, 1965). Yet at any point

or time in the ocean the geostrophic current may or may not be
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representative of the instantaneous flow. As mentioned earlier,

many forces act to drive the waters of the ocean, and generally the

flow in the ocean will consist of both baroclinic and barotrophic

components (Foffonoff, 1962). Therefore, the determination of the

geostrophic current at any given time from a pair of hydrographic

stations does not yield the existing current, However, if the hydro-

graphic stations are sampled in a time-series fashion over a suffi-

cient length of time to remove the non-geostrophic periodic corn-

ponents, then the resulting computed current can be expected to

come into closer agreement with the average current over the period

of the extended sampling.

Defant (1950) has shown that the internal oscillations in the

water structure can lead to significant errors in the geostrophic

currents. Particularly important in dynamic computations is the

change in the water structure associated with internal waves, and

the most significant periods are those of the diurnal and semidiurnal

tide (Defant, 1950). LaFond (1951) also identified the semidiurnal

and diurnal periods as the most significant perterbations in the

water structure.

Little is known of the internal oscillations in the ocean at the

present time. However, Haurwitz, etal, (1959) show that signifi-

cant peaks occur in their long series of records of temperature at

50 m and 500 m offshore from Castle Harbor, Bermuda, only at the
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semidiurnal and inertial or diurnal periods. Except for a broad

maximum at about 0. 5 cycles per hour their spectra decreases

monotonically with increasing frequency. There appears to be no

statistically significant coherence between observations at 50 m and

500 m. Cox (1962) shows in observations taken from the U. S. Navy

Electronics Laboratory oceanographic tower with isotherm fol-

lowers that the observations between laterally-spaced sensors are

coherent only at low frequencies, well below the mean value of the

Visl frequency.
It would be advantageous to use more than one ship to deter-

mine geostrophic flow between hydrographic stations, such that the

measurements applied at the same T1instant' in time. In general

oceanographic operations are conducted by single vessels. Single

vessel hydrographic surveys are limited to two possible sampling

procedures, both of which may significantly influence the resulting

computed geostrophic current. The choice lies between sampling

between stations, first one station then another, such that enough

casts are made at each station to remove the variability; or second

sampling each station in a time-series fashion a sufficient number

of times to remove the variability, moving on to the next station at

the completion of the first.

Rapid sampling between stations means that the samplings are

almost synoptic, that is, taken under nearly the same conditions.



Furthermore, in running between stations the intervening water

structure can be sampled. However, in the California current area

hydrographic stations for determining geostrophic flow should be at

least 35 kilometers apart. This means that a conventional oceano-

graphic vessel traveling at ten knots will require two hours to

steam between stations, and a total of four hours will be required

to complete both stations. Changes in the hydrographic conditions

at either station may be significant during this four hour period

(Defant, 1950).

On the other hand, time-series sampling at a single station

requires a sample of sufficient length and density to remove the

periodic variations. At least 12 hours and preferably 24 hours of

sampling should be made at each station; with a cast every two hours,

50 hours will be required to completely sample a station pair (24

hours per stations with two hours steaming). One disadvantage of

single station time-series sampling is that between any two station

pair only one sampling of the intervening water structure is made.

To test the two types of sampling (continuous time series

sampling at one station versus alternating sampling between stations)

two experiments were performed. In the first experiment the al-

ternating sampling between stations was used. In the second, the

24 hour sampling at each station was performed.
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Experiment I

The first experiment was performed from August 31, 1967 to

September 4, 1967 off Santa Cruz, California.

Purpose

This experiment had a dual purpose: first, the verification of

computed surface currents for this research; second, to examine

the validity of Richardson's 4/3 lawT' for particle diffusion, at large

particle separations (in this case separations in excess of six

nautical miles). The results of this latter work have been pre-

viously reported (Denner, etal. , 1968).

Sampling Procedure

The experiment consisted of alternate sampling between two

stations A and B at intervals of every four to six hours. The

location of these stations were:

A = 360 50' N, 1220 36. 2' W

B = 360 2O N, 123° 12. O W

Temperature and salinity measurements were made using

standard hydrographic procedures. Temperatures were determined

as the average of paired thermometers, and salinities were deter-

mined from water samples on a Hytech model 6210 laboratory
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salinometer. Temperature structure was measured to 1, 500 feet

every hour on station and at three equi-distant points between stations

with XBT casts. Surface currents were measured at Station A using

parachute drogues (Volkmann, etal., 1956). The drogues were

positioned relative to a taut reference mooring, using radar. The

initial locations of Station A and Station B, and all later locations of

B were made using Loran C.

Meteorological Conditions

The meteorological conditions were favorable for the entire

cruise. Winds were always less than Beaufort 4 and predominantly

below Beaufort 3 from 330° true, with corresponding sea states.

The swell were always less than five feet from about 3000 true. No

difficulty was experienced in sampling or holding station due to

weather conditions.

Current Measurements

Station A was established first, by setting a taut moored sur-

face reference buoy for current measurements, diffusion studies,

and hydrographic casts. The drogues were seeded, as nearly as

possible, in an octagonal pattern at a range of two nautical miles

about the reference. Also, one drogue was placed next to the refer-

ence marker. All drogues were shallow with a 10 m line between
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the float and parachute. The position of each drogue relative to the

reference mooring was recorded every 30 minutes on the ships radar

for seven hours with the exception of drogue Number 2, which was

lost after five hours.

The movement of all drogues was consistent over the entire

period except for drogues 2, 4, and 8. Drogue 2 was considered

anomalous and dropped from the analysis. The final position of

drogue 4 and initial position of drogue 8 were anomalous and also

were neglected. The surface current was taken as the straight line

distance between the initial and final accepted position divided by the

time lapse. The results of this analysis are given in Table A. V -1.

Table A.V-l. Average velocity of the drogues in Experiment I.
Displacement Time Speed Direction

Drogue (n miles) (hours) (knots) (degrees true)

1 2.0 6.6 0.28 340

2 -

3 1.2 7.2 0.17 17.5
4 1.0 7.2 0.14 347

5 1.8 7.2 0.25 336

6 1.7 7.2 0.24 336

7 2.0 7.2 0.28 334

8 1.8 6.2 0.29 350

9 1.4 7.2 0.19 2
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Hydrographic Measurements

At the conclusion of the current measurements the hydrographic

studies were initiated with a hydrographic cast at Station A. Station

B was established 40 nmi from station A, bearing 250 true, approxi-

mately at right angles to the observed currents. Casts were taken

alternately at Stations A and B. The same bottle spacings were used

on each cast for convenience and the maximum sampling depth was

fixed by the amount of wire out, 1, 000 m. An expendable bathy-

thermograph was launched at each cast with the messenger, and at

each mid-point crossing between stations. The transit time between

stations was approximately five hours, and five casts were made at

each station. The hydrographic studies required 60 hours. The

hydrographic data are on file at the Naval Postgraduate School,

Monterey, California under NPGS Cruise A-1, 1967.

Results

The drogue-measured current was taken as the average of the

results summarized in Table A. V-1, 0. 25 knots toward approxi-

mately 340° true. Geostrophic surface currents were computed

from the hydrographic data for each successive station pair (A1B1,

B1A2, A2B2, B2A3, etc.) using both the T-S Gradient method and

the standard geostrophic method. A reference level of 700 m was



Table A. V-2. Comparison of standard and T-S gradient geostrophic surface currents, and FNWC
currents for Experiment I.

Standard T-S Gradient
Station Method Method FNWC

Day Time Pair Speed Direction Speed Direction Time Speed Direction
9/1/67 11:00 A - B 4. 0 340° 4. 0 340° 06:00 12. 7 168

9/1/67 18:00 B1 - A2 4. 6 340° 4. 6 340° 16:00 12. 7 185

9/2/67 00:00 A2 - B2 4. 7 340° 4. 7 340°

9/2/67 05:30 - A3 6. 8 340° 6. 8 340° 06:00 12. 7 180

9/2/67 18:30 A3 B3 9. 5 340° 9. 5 340° 16:00 12. 7 180

9/3/67 01:30 B3 - A4 8,8 340° 8.8 340°

9/3/67 03:30 A4 - B4 5.8 340° 5.8 340° 06:00 12. 7 185

9/3/67 09:30 B4 - A5 6. 8 340° 6. 9 340°

9/3/67 21:00 A5 B5 4.4 340° 4.4 340° 16:00 12. 7 180

-J



selected for both calculations as this depth was achieved on each

cast.

The velocity profiles indicate a steady increase in velocity
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relative to the 700 db reference level. The profiles obtained by the

two approaches to the geostrophic computations are essentially the

same. The relative geostrophic surface current was between

4 cm/sec and 9. 5 cm/sec, and the values for each station pair is

given in Table A. V-2. These values are low compared to the meas-

ured velocity at Station A. There are several possible explanations

for the disagreement between the measured and computed velocity.

First, part of the measured flow may have been in the barotrophic

mode which is not revealed by geostrophic computations. Secondly

the current measurements and the hydrographic measurements were

not concurrent, and the currents may have decreased after the

measurements. This would have been determined by longer current

measurements. In fact attempts were made to locate the drogues

on each return to Station A but without success.

Also shown in Table A. V-2 are the surface current speed and

direction read from the FNWC synoptic current and stream function

charts. During this entire period the FNWC currents were to the

south-southeast (160° to 180° true) at approximately 12. 7 cm/sec.

This flow is in the opposite direction to the measured currents.

However, it should be noted that the FNWC currents are the sum
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of their mass driven and wind driven components. FNWC uses

Witting's (1909) results (Equation 17) with a wind factor of 4.8:

taking the winds at 10 rn/sec from 330° true, a wind drift of 15.8

cm/sec to 330° true is computed. Therefore, it appears as if the

FNWC current is governed mainly by the wind component which in

this case does not lead to agreement with the measured currents.

This is true even though the wind was persistent over the entire

period.

Conclusion

This experiment shows that under these hydrographic condi-

tions the T-S Gradient method gives essentially identical results to

the standard geostrophic computations. These results give the geo-

strophic current in the same direction as directly-measured cur-

rents, but at a lower speed (4. 0 cm/sec to 9. 5 cm/sec computed

versus 12.8 cm/sec measured). Since there are many variables

that could not be controlled, better agreement probably cannot be

expected.

Currents computed by FNWC for this area are in the opposite

direction of measured flow at about 12. 8 cm/sec. Since the FNWC

current consists of both geostrophic and wind components, the wind

cdmponent appears to be the dominant component in this case.

Two factors might improve the confidence in these results.
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First would be better navigation control than the Loran C provides

in this area (± 0. 5 nmi), and second, a longer period of current

observations. A second experiment was designed and performed to

correct these difficulties.

Experiment II

The results of the first experiment indicated that the TS

Gradient method of computing geostrophic component of the flow

yielded better agreement between computed and observed currents

than did FNWC techniques. Yet the navigational control was not

completely satisfying. On this cruise the ship's Loran navigation

was supplemented with Lorac navigation, a highly accurate system

capable of providing fixes to within 0. 1 nmi. Experiment II was per

formed 50 nrni south of Point Arguello (Station A) using the U. S.

Navy Pacific Missile Range Lorac system December 4, through

December 7, 1967.

Purpose

The purpose was the same as for Experiment I.

Sampling Procedure

The sampling procedure was altered from Experiment I to

provide two 24 hour stations (A and B) at which one cast was taken
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approximately every two hours. Each station was marked with a

taut moored surface marker. Drogue current measurements were

made at each station. Station B was established perpendicular to

the flow measured at Station A. A savonius rotor current meter

was moored at Station B at a depth of 10 in. The locations of the

stations were:

A 33° 43.8' N, 1200 45. 5' W

B = 330 28. 7' N, 1210 40. 0' W

Meteorological Conditions

The winds were Beaufort 3 to Beaufort 5 over the entire cruise,

with Beaufort 3 prevailing at Station A and Beaufort 5 at Station B.

The winds were from 230° to 340° true over the entire cruise, pre-

dominantly from 320° to 340° true. The swell and sea were pre-

dominantly from 320° true.

Current Measurements

Station A was occupied first and a reference mooring was

established. Unfortunately the mooring did not hold and drifted

slowly to the south-southeast. However, six drogues were seeded

in an east-west line around the mooring. The movement of the

drogues relative to the reference float was determined by radar.

These measurements do not yield absolute currents since the
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mooring was moving. However, the drogue positions were deter-

mined frequently between casts by running alongside the drogues and

noting their Lorac positions. Again the surface current was deter-

mined by averaging the straight line movement between successive

positions. The measurements were divided into three intervals.

During the first interval drogues 1 and 6 did not move consistently

with drogues 2, 3, 4, and 5 and were eliminated. During the second

period all drogues moved consistently. During the third interval

drogue 6 was eliminated.

During the first period, 21:33 on December 4, 1967 to 14:44

on December 5, 1967, the drogues moved at 9. 8 cm/sec toward

127° true. During the second period, 14:40 to 17:40, December 5,

1967, the drogues moved at 16. 2 cm/sec toward 129° true. During

the last period. 17:28 on December 5, 1967 to 11:28 on December 6,

1967, they moved 13. 2 cm/sec toward 163° true.

At Station B another reference mooring was set, at right angles

to the flow measured at Station A, and again six drogues were

seeded. On this mooring a continuous recording savonious current

meter was placed at 10 m below the surface on the mooring. Several

problems were encountered at this station. Radar contact with the

drogues was lost after only a few hours, too short a time to deter-

mine significant movement. Attempts to position the drogues by

running alongside and taking their Lorac position failed when the
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Lorac signal was lost. Reliable current measurements could not be

determined from the drogues. The current meter on the mooring

should have provided independent measure of the currents, but the

recorder paper failed to advance and the record was of no value.

Hydrographic Measurements

The hydrographic stations were established prior to the cruise.

Hydrographic casts were to be initiated every two hours, however,

delays of up to one hour were experienced. Only 10 casts of the 12

planned at each station were obtained. The hydrographic station

data is on file at the Naval Postgraduate School, Monterey,

California, under NPGS Cruise A-2, 1967. Again, the stations

were approximately perpendicular to the measured drift of the

drogues at Station A. The section established will give the geo-

strophic current components along 160/340° true, The hydrographic

data at each station was averaged to remove insofar as possible any

short period variations, or measurement errors.

In a second analysis of the geostrophic currents, the XBT

temperatures were substituted for the reversing thermometer tem-

peratures and the computations repeated. The purpose of this

analysis was to see if the current structure derived from the XBT

data would agree with the analysis from the reversing thermometer

temperatures.
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Results

The velocity profiles for both sets of data are shown in Figure

A. V-i. Since the values of the geostrophic current computed by

both the T-S Gradient and the standard method agreed at all levels

to within 0. 02 cm/sec only the T-S Gradient value is given. The

surface current computed by the standard method, the T-S Gradient

method, FNWC, and the drogue measured current at Station A are

compared in Table A. V-3.

Table A. V-3. Comparison of computed and measured geostrophic
surface currents for Experiment II.

Standard Method T-S Gradient FNWC Measured
Reversing Reversing

Thermometer XBT Thermometer XBT
Current
Speed 3. 3 4. 5 3. 3 4. 5 1 2. 7 to 9. 7 to
(cm/sec) 20. 5 16. 8

Current
Direction 160° 160° 160° 160° 150° to 125° to
(degrees 160° 165°

true)

Conclusions

The surface geostrophic current through this section is 3. 3

cm/sec by both the standard geostrophic method and the T-S Gradient

method using reversing thermometer temperatures. Both methods

yield 4. 5 cm/sec-when the XBT temperatures are substituted for the
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Figure AV-1. Comparison of geostrophic velocity profiles
using reversing thermometer temperatures
and XBT temperatures in Experiment II.
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rever sing thermometer temperatures. The FNWC computations

yield a surface current between 12. 7 cm/sec and 20. 3 cm/sec with

directions between 125° true and 165° true. These values are in

substantial agreement with the drogue measurements of 9. 7 cm/sec

to 16.8 cm/sec with directions between 150° true and 165° true.

If the wind drift computed according to FNWC is added to the geo

strophic surface currents the currents would be increased by 18

cm/sec. This would lead to surface currents somewhat larger than

those measured for the standard and T-S Gradient geostrophic corn-

putations. However, the drogue measured surface currents aver-

aged over a depth interval of approximately eight meters around the

ten meter depth of the center of the parachute. Therefore, one

would expect the measured currents to be slightly lower than the

current at the very surface. The influence of other factors has not

been considered.

Recomm endations

Introduction

Clearly the results of these two experiments cannot be con-

sidered conclusive. Much more experimental work is necessary to

establish any relationship between actual currents in the ocean and

those determined by indirect computation. Even though every effort

was made to maintain the tightest possible experimental control
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during these studies further control is necessary and possible. Two

recent developments would have improved the possible control in

these experiments. These developments are the commercial avail-

ability of reliable continuous profiling salinity-temperature -pres sure

systems (STP) (Brown, 1968), and satellite navigation systems

(Warriner, 1958). In the following paragraphs another experiment is

described, incorporating these developments and other improve-

ments that occur to this researcher for the continuation of this work.

The STP provides a continuous profile of temperature and

salinity as a function of depth to at least classical Nansen bottle and

reversing thermometer accuracy (± 0. 02 %o , ± 0. 020 C, ± 4 m)

(Bissett Berman Corporation, 1968). The continuous profile of these

variables also eliminates the need to interpolate discrete Nansen

data and the associated interpolation error. Another advantage of

the STP over the classical Nansen approach is speed, since a cast

can be completed in less than half the Nansen cast time. Finally, a

distinct advantage of the STP is the repeatability of the measures.

The repeatability of the STP is two times better than the absolute

measurement accuracy, that is, ±0. 01%o, ± 0. 01°C, and ± 2 m.

Taking advantage of this repeatability very precise difference meas-

urements necessary for geostrophic computations are possible.

Thus, using the STP the measurement and computational errors in

geostrophic computations could be substantially reduced.
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The U. S. Navy has used satellite navigation on its vessels

since 1964 (Warriner, 1968). In 1967 the system was released for

private users, and receivers are now available commercially which

will yield position accuracy of better than 0, 1 nmi anywhere in the

ocean (Magnavox Corporation, 1968). This represents at least a

five-fold increase in accuracy over the best previous open ocean

navigation system.

Proposed Experiment

The purpose of the experimental work discussed here is to

establish the relationship between the currents at a point in the

ocean and driving forces. Since currents exhibit a turbulent nature

over a wide range of scales it is clear that we will never be able to

specify the instantaneous velocity indirectly. However, for the

purpose of contemporary forecasting this impossibility is not neces-

sary. In the continuation of this research a modification of the

experimental procedure used in this study is recommended.

Stations

Three stations should be established, initially in an area where

the surface currents are not disturbed by topographic influences,

such that the sections between the stations enclose a triangular re-

gion. The primary reason for the triangular array is the fact that
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the three stations are the minimum number forming a closed ele-

rnent. Continuity considerations can be used for a closed element to

help reduce ambiguities in the results. Furthermore, the geo-

strophic currents perpendicular to the three sections formed by the

sides of the triangular station pattern will allow vector resolution of

the actual current. Station locations should be marked with suitable

taut moorings. Station separation should be determined by the cri-

tenon suggested by Reed and Laird (1965) that the dynamic difference

between the stations be five times the error in the dynamic computa-

tions (see Chapter III). However, because of the potential repeata-

bility of the STP and precision of the satellite navigation the station

separation might be reduced from that used in Experiments I and II,

keeping the transit time between stations to a minimum.

Sampling

Sampling of the following parameters should be performed at

each station as outlined in the following discussion:

1. Temperature and salinity should be measured from the

surface to 1, 000 m.

2. Surface currents and currents at 1, 000 m should be

measured over the period of the study.

3. Surface wind should be measured and recorded over the

period of the study.
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4. Sea conditions should be measured and recorded over the

period of the study.

5. Barometric pressure should be recorded over the period

of the study.

Sampling should be conducted such that significant periodic variation

in the structure can be identified.

Phase I - Establish Initial Conditions

At each station the taut line moor should be established,

drogues with radar transponders should be set at the surface and

1, 000 m, and the best satellite position obtained, Once the station

has been established, two STD lowerings should be made to 1, 000

db, Nansen bottles with reversing thermometers placed at O 500

and 1, 000 db. During the period of the STD casts XBTts should be

launched every ten minutes, This procedure should be followed at

each station. The vessel should proceed between stations at maxi-

mum cruising speed. Between stations XBT's should be launched

every one-half hour. Given a station separation of 40 km the first

phase will require approximately 24 hours, Phase I establishes the

stations to be used in Phase II, the initial hydrographic conditions,

and the short term variability.
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Phase II - Sampling

The purpose of Phase II is to establish the median conditions

over the period to provide the best estimate of the factors contribut-

ing to the surface flow. Only the significant factors should be con-

sidered. Returning to each station in initial order, 24 hour time-

series sampling should be initiated to the 1, 000 db level. STD casts

will be made every hour, with XBT probes launched every one-half

hour. A parachute drogue will be established at the start of this

phase at 1, 000 db and at the surface, the position of the drogues in

the water at each station should be established every one-half hour.

As the drogues are lost, they should be replaced. The ships posi-

tion will be maintained at the reference position. Again the vessel

should proceed between 24 hour stations at maximum cruising speed,

launching XBT's every one-half hour.

At the conclusion of the time series sampling the vessel should

proceed to locate as many drogues as possible, recover the radar

transponders and then the surface buoys. Approximately 96 hours

would be required for Phase II exclusive of equipment recovery time.

Analysis

The currents through the array should be determined by both

direct and indirect methods. The computed surface currents should



be compared to the measured surface currents. Wind data should be

used to compute the wind component by various formulae to deter-

mine the best expression to use to obtain agreement between meas-

ured and computed surface currents. Significant periodic variations

in the measured currents could be correlated with variations in the

structure and local winds and tides to determine any relationships

between these factors and the currents.

Many other questions could be answered by the data collected

in this experiment. These questions should not be ignored, but the

goal of the experiment is to determine the relationships between ob-

served and computed ocean surface currents.




