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$$
\text { A ST UDY OF FACTORIZATION IN } I(\sqrt{-7}) \text { AND } I(\sqrt{-23})
$$

## 1. INTR ODUCTION

A number which is a solution of a quadratic equation with rational coefficients is called a quadratic number. The set of numbers of the form, $a+b \sqrt{m}$, where $a$ and $b$ are rational numbers and $m$ is a non-zero integer with distinct factors, is denoted by $\operatorname{Ra}(\sqrt{\mathrm{m}})$. Theorem 1.1 shows that the numbers of $\mathrm{Ra}(\sqrt{\mathrm{m}})$ are quadratic numbers.

Theorem 1.1. If $a \in \operatorname{Ra}(\sqrt{m})$, then $a$ satisfies a quadratic equation with rational coefficients.

Proof:
Let $a=a+b \sqrt{m}$ be a number of $\operatorname{Ra}(\sqrt{m})$. Then $a$ satisfies the following equivalent equations. $\quad[x-(a+b \sqrt{m})][x-(a-b \sqrt{m})]=0$, $x^{2}-2 a x+a^{2}-m b^{2}=0$. Since $a$ and $b$ are rational and $m$ is $a$ non-zero integer, then $-2 a$ and $a^{2}-m b^{2}$ are rational. So, by the definition of a quadratic number, $a$ is a quadratic number.

Theorem 1.2. $\operatorname{Ra}(\sqrt{\mathrm{m}})$ is a field.

Proof:

That $\operatorname{Ra}(\sqrt{m})$ is an abelian group relative to addition is evident. Since $\operatorname{Ra}(\sqrt{\mathrm{m}})$ is a subset of the complex
number field, the commutative and associative laws of multiplication hold, and also the distributive law. l is the identity element for multiplication. This only leaves closure and inverses for multiplication to be shown.

To prove that $\operatorname{Ra}(\sqrt{\mathrm{m}})$ is closed under multiplication consider $\quad a_{1}+b_{1} \sqrt{m}$ and $a_{2}+b_{2} \sqrt{m}$ as two numbers of $R a(\sqrt{m})$. By the distributive law, commutative and associative laws of multiplication and addition, the following is obtained.
$\left(a_{1}+b_{1} \sqrt{m}\right)\left(a_{2}+b_{2} \sqrt{m}\right)=\left(a_{1} a_{2}+b_{1} b_{2} m\right)+\left(a_{1} b_{2}+a_{2} b_{1}\right) \sqrt{m}$, which is an element of $\operatorname{Ra}(\sqrt{\mathrm{m}})$.

To obtain the multiplicative inverse of $a=a+b \sqrt{m}, \quad a \neq 0$, the following procedure is used.

$$
\beta=\frac{1}{a+b \sqrt{m}}=\frac{1}{a+b \sqrt{m}} \frac{a-b \sqrt{m}}{a-b \sqrt{m}}=\frac{a}{a^{2}-b^{2} m}+\frac{-b}{a^{2}-b^{2} m} \sqrt{m}
$$

To prove that $\beta$ is the inverse of $a$, it is noted that $\alpha \beta=\beta a=1$. It is only necessary, therefore, to prove that $a^{2}-b^{2} m \neq 0$. Suppose $a^{2}-b^{2} m=0$. Then either (i) $a=0$ and $b=0$ or (ii) $b \neq 0$. In case (i), if $a=b=0$, then $a=a+b \sqrt{m}=0$. In case (ii), $b \neq 0$ and $a^{2}-b^{2} m=0$, then $b^{2} m=a$ and so $\sqrt{m}= \pm \frac{a}{b}$, which is $a$ rational number. In either case a contradiction is reached and so $a^{2}-b^{2} m \neq 0$ and $\beta$ is the multiplicative inverse of $a$.

The results of theorems 1.1 and 1.2 show that $\operatorname{Ra}(\sqrt{m})$ is a quadratic number field.

The quadratic numbers that are solutions of a quadratic equation with integral coefficients and unity as the coefficient of the squared term are called quadratic integers. The set of quadratic integers which is a subset of $\operatorname{Ra}(\sqrt{m})$ is denoted by $I(\sqrt{m})$. It will be shown later in the text that $I(\sqrt{-7})$ and $I(\sqrt{-23})$ are quadratic integral domains.

The integral domain $I(\sqrt{-7})$ is studied in Chapter 2 and it will be shown that the Unique Factorization Theorem is satisfied in $I(\sqrt{-7})$.

In Chapter 3 it will be shown that the Unique Factorization Theorem does not hold true in the integral domain $I(\sqrt{-23})$.

The concept of ideals is introduced in Chapter 4. It is then shown that unique factorization can be restored in terms of the ideals of $I(\sqrt{-23})$.

Throughout the text the symbol I will denote the set of integers and $R a$ the set of rational numbers.

## 2. 1 The Numbers of $\operatorname{Ra}(\sqrt{-7})$

It was shown by theorems 1.1 and 1.2 that $\operatorname{Ra}(\sqrt{-7})$ is $a$ quadratic number field. The following definitions and theorems give the background material for finding the primes and units of $I(\sqrt{-7})$ and proving theorems which are necessary to prove the Unique Factorization Theorem.

Definition 2.11. If $a=a+b \sqrt{-7}$, then the conjugate of $a$, denoted by $\bar{a}$, is $a-b \sqrt{-7}$.

Definition 2. 12. The norm of $a$, denoted by $N(a)$, is $a \bar{a}$.

Theorem 2.11. $\overline{\alpha \beta}=\bar{\alpha} \bar{\beta}$ and $\overline{\alpha+\beta}=\bar{a}+\bar{\beta}$.

Proof:

$$
\begin{aligned}
\bar{a} \bar{\beta} & =(a-b \sqrt{-7})(c-d \sqrt{-7})=(a c-7 b d)-(a d+b c) \sqrt{-7}=\overline{a \beta} \\
\bar{a}+\bar{\beta} & =(a-b \sqrt{-7})+(c-d \sqrt{-7})=(a+c)-(b+d) \sqrt{-7}=\overline{a+\beta}
\end{aligned}
$$

Theorem 2.12. $N(\alpha \beta)=N(\alpha) N(\beta)$.

Proof:

$$
N(a \beta)=a \beta \overline{a \beta}=a \beta \bar{a} \bar{\beta}=a \bar{\alpha} \beta \bar{\beta}=N(\alpha) N(\beta)
$$

Theorem 2.13. If $a \in \operatorname{Ra}(\sqrt{-7})$, then $N(a) \geq 0$.

Proof:
If $a=a+b \sqrt{-7}$, then $N(a)=(a+b \sqrt{-7})(a-b \sqrt{-7})=a^{2}+7 b^{2} \geq 0$.

Theorem 2.14. $a=0$ if and only if $N(a)=0$.

Proof:
If $a=0$, then $N(a)=0$.
Let $a=a+b \sqrt{-7}$, then $a=0$ implies $\bar{a}=0$. So
$N(a)=a \bar{a}=0$.
If $N(\alpha)=0$, then $a=0$.
$N(a)=a^{2}+7 b^{2}=0$ implies that $a=b=0$ since $a$ and $b$ are rational numbers.
2. 2 Integers of $\mathrm{Ra}(\sqrt{-7})$

The subset of $\operatorname{Ra}(\sqrt{-7})$ whose members are solutions of the quadratic equation, $x^{2}-2 a x+a^{2}+7 b^{2}=0$, where $-2 a$ and $a^{2}+7 b^{2}$ are integers, is denoted by $I(\sqrt{-7})$. The members of $I(\sqrt{-7})$ are called quadratic integers.

Theorem 2.21. If $a$ is an integer, then $a$ is an element of $I(\sqrt{-7})$.

Proof:

$$
a=a \in I \text { is a solution of } x^{2} \cdot 2 a x+a^{2}=x^{2}-2 a x+a^{2}+7 \cdot 0=0 .
$$

Hence $\quad a \in I(\sqrt{-7})$.
Theorem 2.22. If $a$ is in $I(\sqrt{-7})$, then $a=\frac{a+b \sqrt{-7}}{2}$, where a and b are both even or odd integers.

Proof:
If $a$ is in $I(\sqrt{-7})$, then $a$ is a solution of $x^{2}-2 a x+a^{2}+7 b^{2}=0$, where $2 a$ and $a^{2}+7 b^{2}$ are integers. But $a+\bar{a}=2 a$ and $a \bar{a}=a^{2}+7 b^{2}$, so $a+\bar{a} \quad$ is an integer and $a \bar{a}$ is also an integer.

Let $a=\frac{a_{1}+b_{1} \sqrt{-7}}{c_{1}}$, where $a_{1}, b_{1}$, and $c_{1}$ are integers and $\left(a_{1}, b_{1}, c_{1}\right)=1$. Then $a+\bar{a}=\frac{2 a_{1}}{c_{1}}$ and $a \bar{a}=\frac{a_{1}^{2}+7 b_{1}^{2}}{c_{1}^{2}}$.

Suppose $c_{1} \neq 2$ and $c_{1} \neq 1$, then $\frac{\mathrm{Za}_{1}}{\mathrm{c}_{1}}$ is an integer which implies that $c_{1} \mid 2 a_{1}$. Hence $\left(a_{1}, c_{1}\right)=d$, where $d \neq 1$ because $c_{1} \neq 2$ and $c_{1} \neq 1$. Also $\frac{a_{1}^{2}+7 b_{1}^{2}}{c_{1}^{2}}$ is an integer, which implies $c_{1}^{2} \mid\left(a_{1}^{2}+7 b_{1}^{2}\right)$. Since $\left(a_{1}, c_{1}\right)=d$ implies $\left(a_{1}^{2}, c_{1}^{2}\right)=d^{2}$, it follows that $d^{2} \mid\left(a_{1}^{2}+7 b_{1}^{2}\right)$. Since $d^{2} \mid a_{1}^{2}$, then $d^{2} \mid 7 b_{1}^{2}$. But 7 has no square factors and $d^{2}$ has only square prime factors, so $d^{2} \mid b_{l}^{2}$, which implies $d \mid b_{1}$. Hence it has been shown that $\left(a_{1}, b_{1}, c_{1}\right)=d$, where $d \neq 1$. This contradicts
the fact that $\left(a_{1}, b_{1}, c_{1}\right)=1$. Therefore $c_{1}=1$ and $c_{1}=2$.
Suppose $c_{1}=2$, then $\frac{2 \mathrm{a}_{1}}{\mathrm{c}_{1}}=\frac{2 \mathrm{a}_{1}}{2}=\mathrm{a}_{1}$, which is an
integer. If $\frac{a_{1}^{2}+7 b_{1}^{2}}{c_{1}^{2}}=\frac{a_{1}^{2}+7 b_{1}^{2}}{4}$ is an integer, then
$\mathrm{a}_{1}^{2}+7 \mathrm{~b}_{1}^{2} \equiv 0 \bmod 4$. If $\mathrm{a}_{1}$ is odd, then $\mathrm{a}_{1}^{2} \equiv 1 \bmod 4$ and $7 b^{2}=-1 \bmod 4$. But $-1 \equiv 7 \bmod 4$ and $\operatorname{mo} 7 b^{2} \equiv 7 \bmod 4$.

Therefore $\mathrm{b}_{1}^{2} \equiv 1 \bmod 4, \mathrm{~b}_{1} \equiv 1 \bmod 2$; that is, $\mathrm{b}_{1}$ is an odd integer. If $a_{1}$ and $b_{1}$ are both odd integers, then $\frac{a_{1}+b_{1} \sqrt{-7}}{2}$ is a quadratic integer of $I(\sqrt{-7})$.

Suppose $c_{1}=1$, then $\frac{2 a_{1}}{c_{1}}=2 a_{1}$ is an integer. Also $\frac{a_{1}^{2}+7 b_{1}^{2}}{c_{1}^{2}}=a_{1}^{2}+7 b_{1}^{2} \quad$ is an integer. Hence $a_{1}+b_{1} \sqrt{-7}=\frac{2 a_{1}+2 b_{1} \sqrt{-7}}{2}$ is an integer and therefore $\frac{a+b \sqrt{-7}}{2}$ is a quadratic integer of $I(\sqrt{-7})$, if $a$ and $b$ are both even.

Theorem 2.23. $I(\sqrt{-7})$ is an integral domain.

Proof:
It is evident that $I(\sqrt{-7})$ is an abelian group under addition. The commutative and associative laws of multiplication follow from the fact that $I(\sqrt{-7})$ is a subset of the quadratic number field $\mathrm{Ra}(\sqrt{-7}) . \quad 1 \quad$ is the multiplicative identity and is an element of $I(\sqrt{-7})$ since all integers are elements of $I(\sqrt{-7})$. Hence $I(\sqrt{-7})$
is an abelian monoid under multiplication. The remaining property of an integral domain to be proved is the cancellation law for multiplication. Suppose $a \beta=a \gamma, a \neq 0$, then $\alpha \beta-a \gamma=0$, and $a(\beta-\gamma)=0$. Since $a, \beta, \gamma$ are in the complex number field, $a \neq 0$, and the last result shows that $\beta-\gamma=0$. Hence $\beta=\gamma$.
2.3 Basis of $I(\sqrt{-7})$

Two integers, $a$ and $\beta \in I(\sqrt{-7})$, form a basis of $I(\sqrt{-7})$ if every number of $I(\sqrt{-7})$ can be represented in the form, $a a+b \beta$, where $a, b \in I$.

Theorem 2.31. 1 and $\frac{1+\sqrt{-7}}{2}$ form a basis of $I(\sqrt{-7})$.

Proof:
Let $\frac{x+y \sqrt{-7}}{2} \epsilon I(\sqrt{-7}) \quad$ and write

$$
\frac{x+y \sqrt{-7}}{2}=a(1)+b\left(\frac{1+\sqrt{-7}}{2}\right)=\frac{2 a+b}{2}+\frac{b}{2} \sqrt{-7} .
$$

From the above equation and equality of complex numbers it follows that $x=\frac{2 a+b}{2}$ and $y=b$. Solving for $a$ and $b$ gives $a=\frac{x-y}{2}$ which is in $I$ since $x$ and $y$ are both even or odd integers and $b=y$ is in $I$. Therefore $\frac{x+y \sqrt{-7}}{2}=\frac{x-y}{2}(1)+y\left(\frac{1+\sqrt{-7}}{2}\right)$.

We shall let $\omega=\frac{1+\sqrt{-7}}{2}$.
In the remaining sections of $I(\sqrt{-7})$, the numbers of $I(\sqrt{-7})$
will be expressed by $a+b \omega$, where $a, b \in I$. The following theorem is proved here in order to ease computations which are necessary later in the text.

Theorem 2.32. $\omega \bar{\omega}=2, \quad \omega+\bar{\omega}=1, \quad \omega^{2}=-2+\omega$.

Proof:

$$
\begin{aligned}
& \omega \bar{\omega}=\frac{1+\sqrt{-7}}{2} \cdot \frac{1-\sqrt{-7}}{2}=\frac{8}{4}=2 \\
& \omega+\bar{\omega}=\frac{1+\sqrt{-7}}{2}+\frac{1-\sqrt{-7}}{2}=\frac{2}{2}=1 \\
& \omega^{2}=\left(\frac{1+\sqrt{-7}}{2}\right)=\frac{-6+2 \sqrt{-7}}{4}=\frac{-3+\sqrt{-7}}{2}=\frac{-3-1}{2}+1 \cdot \omega=-2+\omega
\end{aligned}
$$

Theorem 2.33. If $a+b \omega$ is in $I(\sqrt{-7})$, then $N(a+b \omega)=a^{2}+a b+2 b^{2}$.

Proof:

$$
\begin{aligned}
N(a+b \omega) & =(a+b \omega) \overline{(a+b \omega})=(a+b \omega)(a+b \bar{\omega}) \\
& =a^{2}+a b(\omega+\bar{\omega})+b^{2} \omega \bar{\omega}=a^{2}+a b+2 b^{2}
\end{aligned}
$$

2. 4 Units of $I(\sqrt{-7})$

Definition 2.41: For all $\beta$ and $a$ in $I(\sqrt{-7}), \beta$ divides $a$, written $\beta \mid a$, if and only if there exist $\gamma$ in $I(\sqrt{-7})$ such that $a=\beta \gamma$.

Example: $-2+5 \omega \mid-38+7 \omega$ because $-38+7 \omega=(-2+5 \omega)(-1+4 \omega)$.

Definition 2.42: A quadratic integer, $\epsilon$, in $I(\sqrt{-7})$ is a unit of $I(\sqrt{-7})$ if $\epsilon \mid \beta$, for all $\beta$ in $I(\sqrt{-7})$.

Theorem 2.41. The units of $I(\sqrt{-7})$ are 1 and -1 .

Proof:
If $\epsilon$ is a unit of $I(\sqrt{-7})$, then $\epsilon \mid l$. Therefore there
exists $\beta$ in $I(\sqrt{-7})$ such that $\quad l=\beta \epsilon$. Hence
$N(1)=N(\beta \epsilon)=N(\beta) N(\epsilon)=1$. Since $N(\beta) \geq 0$ and $N(\epsilon) \geq 0$ are integers, it follows that $N(\epsilon)=1$. Now $N(\epsilon)=N\left(\frac{a+b \sqrt{-7}}{2}\right)=\frac{a^{2}+7 b^{2}}{4}=1$. Hence $\mathrm{a}^{2}+7 \mathrm{~b}^{2}=4$ and this shows that $7 \mathrm{~b}^{2} \leq 4, \quad \mathrm{~b}^{2} \leq \frac{4}{7}, \quad$ or that $b=0$. Then $a^{2}=4$ so that $a= \pm 2$. Therefore $\epsilon=\frac{ \pm 2+0 \sqrt{-7}}{2}= \pm 1$.

Definition 2.43: Associates in $I(\sqrt{-7})$ are quadratic integers which differ by a unit factor.
2. 5 Prime Numbers of $I(\sqrt{-7})$

Definition 2.51: A prime number of $I(\sqrt{-7})$ is an integer of $I(\sqrt{-7})$ that is not a unit and has no divisors other than its associates and the units.

Example: 3 is prime in $I(\sqrt{-7})$.

If $\alpha \beta=3$, then $N(\alpha) N(\beta)=N(3)=9$. This gives two cases
to consider since the norm of an integer of $I(\sqrt{-7})$ is a non-negative integer.

Case (i) $\quad N(a)=1$ and $N(\beta)=9$.

In this case, $N(a)=1$ implies that $a$ is a unit.

Case (ii) $\quad N(a)=3$ and $N(\beta)=3$.
If $a=a+b \omega$, then $N(a)=a^{2}+a b+2 b^{2}=3$. Then $\left(a+\frac{b}{2}\right)^{2}+\frac{7 b^{2}}{4}=3$ which implies that $\frac{7 b^{2}}{4} \leq 3$. Then $b^{2} \leq 1$ and so $b=0$ or $b= \pm 1$. If $b=0$, then there exists no $a$ in $I$ such that $\mathrm{a}^{2}=3$. If $\mathrm{b}= \pm 1$, then there exists no a in I such that $\left(a \pm \frac{1}{2}\right)^{2}=\frac{5}{4}$. Hence there is no $a$ in $I(\sqrt{-7})$ such that its norm is 3. So the only possible factorization of 3 is as in the first case.

3 is a prime since the only factors of 3 are its associates or the units.

Example: $\omega$ is a prime in $I(\sqrt{-7})$.
Suppose $\alpha \beta=\omega$. Then $N(a) N(\beta)=N(\omega)=2$. Since $N(a) \geq 0$ and $N(\beta) \geq 0$ are integers, then $N(a)=1$ and $N(\beta)=2$. But $N(a)=1$ means $a$ is a unit. Hence $\omega$ is prime because its only factors are its associates or the units.

## 2. 6 Unique Factorization in $I(\sqrt{-7})$

In this section, four theorems will be proved. These results will lead to the proof of theorem 2.65, the Unique Factorization Theorem in $I(\sqrt{-7})$, which states that every integer of $I(\sqrt{-7})$ can be represented in one and only one way as a product of prime numbers.

Example: $\quad-6-3 \omega=3 \omega^{3}$.

$$
3 \omega^{3}=3 \omega\left(\omega^{2}\right)=3 \omega(-2+\omega)=-6 \omega+3(-2+\omega)=-6 \omega-6+3 \omega=-6-3 \omega .
$$

It was shown in section 2.5 that 3 and $\omega$ are prime in $I(\sqrt{-7})$

Theorem 2.61. If $a$ and $\beta$ are numbers of $I(\sqrt{-7})$ and $\beta \neq 0$, then there exists in $I(\sqrt{-7})$ a number $\mu$ such that $N(\alpha-\mu \beta)<N(\beta)$.

Proof:

Let $\frac{a}{\beta}=c+d \omega=\left(r+r_{1}\right)+\left(s+s_{1}\right) \omega$, where $r$ and $s$ are integers nearest to $c$ and $d$ respectively. Hence $\left|r_{1}\right| \leq \frac{1}{2}$ and $\left|s_{1}\right| \leq \frac{1}{2}$. If $\left|r_{1}\right|=\frac{1}{2}$ and $\left|s_{1}\right|=\frac{1}{2}$, then $\quad r_{1}$ and $s_{1}$ are chosen so that they are opposite in sign.

The following argument will show that $\mu=r+s \omega$ will fulfill the required conditions of the theorem.

Since $\frac{\alpha}{\beta}=(r+s \omega)+\left(r_{1}+s_{1} \omega\right) \quad$ or $\quad \frac{\alpha}{\beta}-\mu=r_{1}+s_{1} \omega$, then
$N\left(\frac{a}{\beta}-\mu\right)=N\left(r_{1}+s_{1} \omega\right)$. But $N\left(r_{1}+s_{1} \omega\right)=r_{1}^{2}+r_{1} s_{1}+2 s_{1}^{2} \leq \frac{1}{4}-\frac{1}{4}+2 \cdot \frac{1}{4}=\frac{1}{2}$.

Hence $N\left(\frac{\alpha}{\beta}-\mu\right)<1$ so $N(\alpha-\mu \beta)<N(\beta)$.

Theorem 2.62. Let $a_{0}, \beta_{0}$ be numbers of $I(\sqrt{-7})$ with $\left(a_{0}, \beta_{0}\right)=1$.
Define $\quad a_{n}=\beta_{n-1}$ and $\beta_{n}=a_{n-1} \mu_{n-1} \beta_{n-1}$, where $\mu_{n-1}$ is determined as in theorem 2.61, then $\left(a_{n}, \beta_{n}\right)=1$.

Proof: (by induction)
Let $S$ be the set of positive integers $n$ for which the theorem is true.

Then $\quad l \in S$. For $a_{1}=\beta_{0}$ and $\beta_{1}=a_{0}-\mu_{0} \beta_{0}$. Suppose $\left(a_{1}, \beta_{1}\right)=c$. Then $c \mid a_{1}$ implies that $c \mid \beta_{0}$. Moreover, $c \mid \beta_{1}$ implies that $c \mid\left(a_{0}-\mu_{0} \beta_{0}\right)$. But then $c \mid a_{0}$ since $c \mid \mu \beta_{0}$. Hence $c \mid a_{0}$ and $c \mid \beta_{0}$, and therefore $c=1$.

Assume $k \in S$. Consider, $a_{k+1}=\beta_{k}$ and $\beta_{k+1}=a_{k}-\mu_{k} \beta_{k}$, where $\left(a_{k}, \beta_{k}\right)=1$. Suppose $\left(a_{k+1}, \beta_{k+1}\right)=c$. Then $c \mid a_{k+1}$ implies $\quad c \mid \beta_{k}$, and $c \mid \beta_{k+1}$ implies $c \mid\left(a_{k}-\mu_{k} \beta_{k}\right)$. So $c \mid a_{k}$, since $c \mid \mu_{k} \beta_{k}$. Therefore $c \mid a_{k}$ and $c \mid \beta_{k}$ and hence $c=1$. So $\left(a_{k+1}, \beta_{k+1}\right)=1$ which means that if $k \in S$, then $k+1 \in S$. By the Axiom of Mathematical Induction, $S$ is the set of all positive integers.

Theorem 2.63. If $a$ and $\beta$ are numbers in $I(\sqrt{-7})$ with $(\alpha, \beta)=1$, then there exist $\xi$ and $\eta$ in $I(\sqrt{-7})$ such that $a \xi+\beta \eta=1$.

## Proof:

There are two cases to prove. Case (i) is if $\alpha$ or $\beta$ is a unit and case (ii) if $\alpha$ and $\beta$ are not units.

Case (i) $\quad \alpha$ or $\beta$ is a unit.

Suppose $a=1$, then $\xi+\beta \eta=1$ implies that $\beta \eta=1-\xi$. The conditions of the theorem are satisfied if $\eta=1$ and $\xi=\bar{\beta}$.

Case (ii) $\quad a$ and $\beta$ are not units.

In this argument suppose that $N(\beta) \leq N(\alpha)$. By theorem 2.61 there exist $\mu$ such that $N(a-\mu \beta)<N(\beta)$. Let $a_{1}=\beta$ and $\beta_{1}=a-\mu \beta$. By theorem 2.62, it is seen that $\left(\alpha_{1}, \beta_{1}\right)=1$.

If there exists $\xi_{1}$ and $\eta_{1}$ such that $a_{1} \xi_{1}+\beta_{1} \eta_{1}=1$, $\beta\left(\xi_{1}\right)+(a-\mu \beta) \eta_{1}=1$, and so $a \eta_{1}+\beta\left(\xi_{1}-\mu \eta_{1}\right)=1$, then $\xi=\eta_{1}$ and $\eta=\xi_{1}-\mu \eta_{1}$. If $a_{1}$ or $\beta_{1}$ is a unit, then $\xi_{1}$ and $\eta_{1}$ can be determined as in case (i).

If $a_{1}$ or $\beta_{1}$ is not a unit, then the process is repeated as in the first part of case (ii). Each time the process is continued, $N\left(\beta_{n}\right)>N\left(a_{n}-\mu_{n} \beta_{n}\right)$ by theorem 2.61 and the following sequence of decreasing integers is formed: $N(a) \geq N(\beta)>N(a-\mu \beta)>N\left(a_{1}-\mu_{1} \beta_{1}\right)>\cdots$ $>N\left(\beta_{n}\right)>N\left(a_{n}-\mu_{n} \beta_{n}\right)$, where $N\left(a_{n}-\mu_{n} \beta_{n}\right)=0$. A norm of zero must eventually occur, since each norm is a non-negative integer strictly smaller than the preceding one, and the existence of an infinite
sequence of non-negative integers which would never end would contradict the well-ordering axiom.

$$
N\left(a_{n}-\mu_{n} \beta_{n}\right)=0 \text { implies that } a_{n}=\mu_{n} \beta_{n} \text {. Then } \beta_{n} \mid a_{n} .
$$

But $\left(a_{n}, \beta_{n}\right)=1$ by theorem 2.62. Hence $\beta_{n}=\epsilon$, where $\epsilon$ is a unit.

Hence there exists $\xi_{n}$ and $\eta_{n}$ such that $a_{n} \xi_{n}+\beta_{n} \eta_{n}=1$, but $\beta_{n}=\epsilon$, so $a_{n} \xi_{n}+\epsilon \eta_{n}=1$. Let $\xi_{n}=1$ and $\eta_{n}=\frac{1-a_{n}}{\epsilon}$. As seen from above, each $\xi_{i}$ and $\eta_{i}$ can be determined by $\xi_{i+1}$ and $\eta_{i+1}$ since $\xi_{i}=\eta_{i+1}$ and $\eta_{i}=\xi_{i+1}-\mu_{i} \eta_{i+1}$.

Theorem 2.64. If $a$ and $\beta$ are numbers of $I(\sqrt{-7}), \pi$ is a prime in $I(\sqrt{-7})$, and $\pi \mid a \beta$, then $\pi \mid a$ or $\pi \mid \beta$.

Proof:
$\pi \mid a \beta$ implies that there exists a $\gamma$ in $I(\sqrt{-7})$ such that $a \beta=\gamma \pi$. Suppose $\pi$ does not divide $a$. Then $(\pi, a)=1$ and there exists $\xi$ and $\eta$ in $I(\sqrt{-7})$ such that $a \xi+\pi \eta=1$ by theorem
2. 63. Hence $\beta a \xi+\beta \pi \eta=\beta$ or since $\beta a=\gamma \pi$, then $\gamma \pi \xi+\beta \pi \eta=\beta$. This implies that $\pi(\gamma \xi+\beta \eta)=\beta$ which shows that $\pi \mid \beta$ since $\gamma \xi+\beta \eta$ is a number in $I(\sqrt{-7})$.

Corollary 2.641. If $\pi \mid a_{1} a_{2} \cdots a_{n}$, then $\pi \mid a_{i}$ for at least one $i$ in $\{1,2,3, \cdots, n\}$.

Proof:
Suppose $\pi$ does not divide $a_{i}$ for $i=1,2,3, \cdots, n-1$. Then by theorem 2.64, $\quad \pi \mid a_{n}$.

Theorem 2.65. Every number of $I(\sqrt{-7})$ can be represented in one and only one way as the product of prime numbers.

Proof:
Let $a$ be a number of $I(\sqrt{-7})$. If $a$ is not prime, then there exists $\beta$ and $\gamma$ in $I(\sqrt{-7})$ and neither are units such that $a=\beta \gamma . \quad N(a)=N(\beta \gamma)=N(\beta) N(\gamma)$. Since $N(\beta)$ and $N(\gamma)$ are positive integers, then $N(\beta)<N(a)$.

If $\beta$ is not a prime number, then $\beta=\beta_{1} \gamma_{1}$, where $\beta_{1}$ and $\gamma_{1}$ are elements of $I(\sqrt{-7})$ and neither are units. So $N(\beta)=N\left(\beta_{1} \gamma_{1}\right)=N\left(\beta_{1}\right) N\left(\gamma_{1}\right)$ and since $N\left(\beta_{1}\right)$ and $N\left(\gamma_{1}\right)$ are positive integers, then $N\left(\beta_{1}\right)<N(\beta)$. Now $a=\beta_{1} \gamma_{1} \gamma$.

Continuing this process, $\quad a=\beta_{n} \gamma_{n} \gamma_{n-1} \cdots \gamma_{1} \gamma$. If $\beta_{n}$ is not prime, then $\beta_{n}=\beta_{n+1} \gamma_{n+1}$, where $\beta_{n+1}$ and $\gamma_{n+1}$ are in $\mathrm{I}(\sqrt{-7})$ and neither are units. $N\left(\beta_{n}\right)=N\left(\beta_{n+1}\right) N\left(\gamma_{n+1}\right)$ implies that $N\left(\beta_{n+1}\right)<N\left(\beta_{n}\right)$ since $N\left(\beta_{n+1}\right)$ and $N\left(\gamma_{n+1}\right)$ are positive integers.

After a finite number of factorizations, the following sequence of strictly decreasing positive integers is formed:
$N(\beta)>N\left(\beta_{1}\right)>N\left(\beta_{2}\right)>\cdots>N\left(\beta_{n}\right)>N\left(\beta_{n+1}\right)$. A prime number must be reached. If a prime number was not reached, then the above
decreasing sequence of positive integers would continue indefinitely which contradicts the well-ordering axiom.

Thus a can be expressed as a product of some prime number $\pi$ and some number $a_{1}$ in $I(\sqrt{-7})$. That is, $a=\pi a_{1}$.

If $a_{1}$ is not a prime number, then using the same argument as above, $a_{1}$ can be factored into $a_{1}=\pi_{2} a_{2}$, where $\pi_{2}$ is a prime.

Hence $\quad a=\pi_{1} \pi_{2} a_{2}$. This process is continued until a prime number $\pi_{n}$ is reached in the sequence, $a_{1}, a_{2}, a_{3}, \cdots, a_{n}$.

Thus $a=\pi_{1} \pi_{2} \cdots \pi_{n}$, which shows each integer of $I(\sqrt{-7})$ can be factored into prime numbers.

This representation of $a$ as a product of primes is unique. Suppose there is another prime factorization of $a$; that is, $a=\rho_{1} \rho_{2} \cdots \rho_{m}$, where $\rho_{i}$ is a prime number for $i=1,2, \cdots, m$. Then $\pi_{1} \pi_{2} \cdots \pi_{n}=\rho_{1} \rho_{2} \cdots \rho_{m}$.

Corollary 2.641 says that if $\pi_{1} \mid \rho_{1} \rho_{2} \cdots \rho_{m}$, then $\pi_{1} \mid \rho_{i}$ for some i in $\{1,2, \cdots, m\}$. For convenience, suppose the primes are arranged such that $i=1$, then $\rho_{1}=\epsilon \pi_{1}$, since $\rho_{1}$ is a prime. Hence $\pi_{1} \pi_{2} \cdots \pi_{n}=\epsilon \pi_{1} \rho_{2} \rho_{3} \cdots \rho_{m}$ or $\pi_{2} \pi_{3} \cdots \pi_{n}=\epsilon \rho_{2} \rho_{3} \cdots \rho_{m}$.

Similarly, $\pi_{j} \mid \rho_{2} \rho_{3} \cdots \rho_{m}$, for $j$ in $\{2,3, \cdots, n\}$,
then $\pi_{j} \mid \rho_{k}$ for some $k$ in $\{2,3, \cdots, m\}$. Suppose $j=k$, then $\rho_{k}=\epsilon \pi_{k}$. Then $\pi_{k} \pi_{k+1} \cdots \pi_{n}=\epsilon \pi_{k} \rho_{k+1} \cdots \rho_{m}$ or
$\pi_{k+1} \cdots \pi_{n}=\epsilon \rho_{k+1} \cdots \rho_{m}$.
Suppose $n>m$, then $\pi_{m} \mid \rho_{m}$ implies that $\rho_{m}=\epsilon \pi_{m}$.
So $\pi_{m} \pi_{m+1} \cdots \pi_{n}=\rho_{m}$ implies $\pi_{m} \pi_{m+1} \cdots \pi_{n}=\epsilon \pi_{m}$ or $\pi_{m+1} \cdots \pi_{n}=\epsilon$. This last equation is absurd since primes are not units. So $n$ is not greater than $m$.

By assuming $m>n$ a contradiction is reached which is
similar to the above argument so $m$ is not greater than $n$.
Hence $m=n$.
Thus $a=\pi_{1} \pi_{2} \cdots \pi_{n}=\rho_{1} \rho_{2} \cdots \rho_{n}$, where $\rho_{i}=\epsilon \pi_{i}$ for $i=1,2,3, \cdots, n$. So $a$ has a unique representation of primes.
3. THE QUADRATIC NUMBER FIELD $\operatorname{Ra}(\sqrt{-23})$

### 3.1 The Numbers of $\mathrm{Ra}(\sqrt{-23})$

The numbers of $\mathrm{Ra}(\sqrt{-23})$ satisfy the quadratic equation $x^{2}-2 a x+a^{2}+23 b^{2}=0$, where $-2 a$ and $a^{2}+23 b^{2}$ are rational numbers. The set $\operatorname{Ra}(\sqrt{-23})$ is a quadratic number field as proved by theorems 1.1 and 1.2 .

The proofs of the theorems in this section are similar to the proofs in section 2.1 by replacing - 7 with -23 . So the proofs have been omitted.

Definition 3.1. The conjugate of $a=a+b \sqrt{-23}$ is $a-b \sqrt{-23}$, denoted by $\bar{a}$.

Definition 3.2. The norm of $a$ is $a \bar{a}$, denoted by $N(a)$.

Theorem 3.11. $\overline{a \beta}=\bar{a} \bar{\beta}$ and $\overline{a+\beta}=\bar{a}+\bar{\beta}$.

Theorem 3.12. $N(a \beta)=N(a) N(\beta)$.

Theorem 3.13. If $a \in \operatorname{Ra}(\sqrt{-23})$, then $N(a) \geq 0$.

Proof:
Suppose $a=a+b \sqrt{-23}$. Then
$N(a)=(a+b \sqrt{-23})(a-b \sqrt{-23})=a^{2}+23 b^{2} \geq 0$.

## 3. 2 Integers of $\mathrm{Ra}(\sqrt{-23})$

The subset of $\operatorname{Ra}(\sqrt{-23})$ whose members are solutions of the quadratic equation, $x^{2}-2 a x+a^{2}+23 b^{2}=0$, where $-2 a$ and $a^{2}+23 b^{2}$ are integers is denoted by $I(\sqrt{-23})$. The members of $I(\sqrt{-23})$ are called quadratic integers.

Theorem 3.21. If $a$ is in $I$, then $a$ is in $I(\sqrt{-23})$.

Proof:

$$
a=a \in I \text { is a solution of } x^{2}-2 a x+a^{2}=x^{2}-2 a x+a^{2}+23 \cdot 0=0
$$

So $a \in I(\sqrt{-23})$.

Theorem 3.22. If $a \in I(\sqrt{-23})$, then $a=\frac{a+b \sqrt{-23}}{2}$, where $a$ and b are both even or odd integers.

Proof:

If $a$ be a number in $I(\sqrt{-23})$, then $a$ is a solution of $x^{2}-2 a x+a^{2}+23 b^{2}=0$. Hence $a+\bar{a}=2 a$ is an integer and $a \bar{a}=a^{2}+23 b^{2}$ is an integer.

Let $a=\frac{a_{1}+b_{1} \sqrt{-23}}{c_{1}}$, where $a_{1}, b_{1}$, and $c_{1}$ are integers and $\left(a_{1}, b_{1}, c_{1}\right)=1$. Then $a+\bar{a}=\frac{2 a_{1}}{c_{1}}$ and $a \bar{a}=\frac{a_{1}{ }^{2}+23 b_{1}{ }^{2}}{c_{1}{ }^{2}}$.

Suppose $c_{1} \neq 2$ and $c_{1} \neq 1 . \frac{2 a_{1}}{c_{1}}$ is an integer which implies that $c_{1} \mid 2 a_{1}$. Therefore $\left(a_{1}, c_{1}\right)=d$, where $d \neq 1$
because $c_{1} \neq 2$ and $c_{1} \neq 1$. Also $\frac{a_{1}^{2}+23 b_{1}^{2}}{c_{1}^{2}}$ is an integer, which implies $c_{1}^{2} \mid\left(a_{1}^{2}+23 b_{1}^{2}\right) . \quad\left(a_{1}, c_{1}\right)=d$ implies $\quad\left(a_{1}^{2}, c_{1}^{2}\right)=d^{2}$, so it follows that $d^{2} \mid\left(a_{1}^{2}+23 b_{1}^{2}\right)$. Since $d^{2} \mid a_{l}^{2}$, then $d^{2} \mid 23 b_{1}^{2}$. But 23 has no square factors and $d^{2}$ has only square prime factors, so $d^{2} \mid b_{1}^{2}$, which implies $d \mid b_{1}$. Therefore $\left(a_{1}, b_{1}, c_{1}\right)=d$, where $d \neq 1$. But this contradicts the fact that $\left(a_{1}, b_{1}, c_{1}\right)=1$. Therefore $c_{1}=1$ or $c_{1}=2$.

Suppose $c_{1}=2$, then $\frac{2 a_{1}}{c_{1}}=\frac{2 a_{1}}{2}=a_{1}$ is an integer. If $\frac{a_{1}^{2}+23 b_{1}^{2}}{4}$ is an integer, then $a_{1}^{2}+23 b_{1}^{2} \equiv 0 \bmod 4$. If $a_{1}$ is odd, $a_{1}^{2} \equiv 1 \bmod 4$, then $23 b_{1}^{2} \equiv-1 \bmod 4, \quad$ but $-1 \equiv 23 \bmod 4$ so $23 b_{1}^{2}=23 \bmod 4$ or $b_{1}^{2} \equiv 1 \bmod 4$. Hence $b_{1}^{2}=1$ $\bmod 4$ implies that $b_{1} \equiv 1 \bmod 2$; that is, $b_{1}$ is an odd integer. So $\frac{a_{1}+b_{1} \sqrt{-23}}{2}$ is a quadratic integer of $I(\sqrt{-23})$, if $a_{1}$ and $b_{1}$ are both odd integers.

$$
\text { Suppose } c_{1}=1, \text { then } \frac{2 a_{1}}{c_{1}}=2 a_{1} \text { is an integer and }
$$

$\frac{a_{1}^{2}+23 b_{1}^{2}}{c_{1}^{2}}=a_{1}^{2}+23 b_{1}^{2}$ is an integer. So
$a_{1}+b_{1} \sqrt{-23}=\frac{2 a_{1}+2 b_{1} \sqrt{-23}}{2}=\frac{a+b \sqrt{-23}}{2}$ is a quadratic integer of $I(\sqrt{-23})$, if $a$ and $b$ are both even integers.

Theorem 3.23. $I(\sqrt{-23})$ is an integral domain.

Proof:
The proof is similar to theorem 2. 23.

## 3. 3 Basis of $I(\sqrt{-23})$

Theorem 3.31. 1 and $\frac{1+\sqrt{-23}}{2}$ form a basis for $I(\sqrt{-23})$.

Proof:
Let $\frac{x+y \sqrt{-23}}{2} \in I(\sqrt{-23})$ and write
$\frac{x+y \sqrt{-23}}{2}=a(1)+b\left(\frac{1+\sqrt{-23}}{2}\right)=\frac{2 a+b}{2}+\frac{b}{2} \sqrt{-23}$. Then $x=\frac{2 a+b}{2}$ and $y=b$ or, solving for $a$ and $b ; a=\frac{x-y}{2}$ and $b=y$. Since $x$ and $y$ are both even or odd integers, then $\frac{x-y}{2}=a$ is in $I$ and $b$ is in I. So $\frac{x+y \sqrt{-23}}{2}=\frac{x-y}{2}(1)+y\left(\frac{1+\sqrt{-23}}{2}\right)$.

We shall write $\frac{1+\sqrt{-23}}{2}=\theta$.

Theorem 3.32. $\theta \bar{\theta}=6, \quad \theta+\bar{\theta}=1$, and $\theta^{2}=-6+\theta$.

Proof:

$$
\begin{aligned}
\theta \bar{\theta} & =\frac{1+\sqrt{-23}}{2} \cdot \frac{1-\sqrt{-23}}{2}=\frac{1+23}{4}=6 \\
\theta+\bar{\theta} & =\frac{1+\sqrt{-23}}{2}+\frac{1-\sqrt{-23}}{2}=\frac{2}{2}=1 \\
\theta^{2} & =\left(\frac{1+\sqrt{-23}}{2}\right)^{2}=\frac{-11+\sqrt{-23}}{2}=\frac{-11-1}{2}+1 \cdot \theta=-6+\theta .
\end{aligned}
$$

Theorem 3.33. If $a+b \theta \in I(\sqrt{-23})$, then $N(a+b \theta)=a^{2}+a b+6 b^{2}$.

Proof:

$$
\begin{aligned}
N(a+b \theta) & =(a+b \theta)(\overline{a+b \theta})=(a+b \theta)(a+b \bar{\theta}) \\
& =a^{2}+a b(\theta+\bar{\theta})+b^{2} \theta \bar{\theta} \\
& =a^{2}+a b+6 b^{2} .
\end{aligned}
$$

3.4 The Units of $I(\sqrt{-23})$

The definitions of $\beta \mid \alpha$ and units in $I(\sqrt{-23})$ are the same as in $I(\sqrt{-7})$.

Theorem 3.41. The units of $I(\sqrt{-23})$ are 1 and -1 .

Proof:
If $\epsilon$ is a unit of $I(\sqrt{-23})$, then $\epsilon \mid 1$. Hence there exists a $\beta$ in $I(\sqrt{-23})$ such that $1=\beta \epsilon, \quad N(1)=N(\beta \epsilon)=N(\beta) N(\epsilon)=1$. Since $N(\beta)$ and $N(\epsilon)$ are non-negative integers as seen by theorems 3.13 and 3.33, it follows that $N(\epsilon)=1$.

Now $N(\epsilon)=N\left(\frac{a+b \sqrt{-23}}{2}\right)=\frac{a^{2}+23 b^{2}}{4}=1$. But $a^{2}+23 b^{2}=4$ implies that $23 b^{2} \leq 4$. Hence $b^{2} \leq \frac{4}{23}$, and so $b=0$. Then $a^{2}=4$; that is, $a= \pm 2$, and so $\epsilon=\frac{ \pm 2+0 \sqrt{-23}}{2}= \pm 1$.

Definition 3.41. Associates are integers in $I(\sqrt{-23})$ that differ by a unit factor.

## 3. 5 Prime Numbers of $I(\sqrt{-23})$

Definition 3.51. A prime number of $I(\sqrt{-23})$ is an integer that is not a unit and has no divisors other than its associates and the units.

Example: $\quad 2$ is a prime in $I(\sqrt{-23})$

Let $\alpha \beta=2$, then $N(\alpha \beta)=N(a) N(\beta)=N(2)$ and $N(2)=4$, so $N(a) N(\beta)=4$. This result gives two cases to consider since the norm of an integer in $I(\sqrt{-23})$ is a non-negative integer.

Case (i) $\quad N(\alpha)=1$ and $N(\beta)=4$.
In this case $N(a)=1$ implies that $a$ is a unit.

Case (ii) $N(\alpha)=2$ and $N(\beta)=2$.
In this case, let $a=a+b \theta$, then $2=a^{2}+a b+6 b^{2}$ which yields $2=\left(a+\frac{b}{2}\right)^{2}+\frac{23}{4} b^{2}$. Hence $\frac{23}{4} b^{2} \leq 2, b^{2} \leq \frac{8}{23}$, and so $b=0$. This gives $a^{2}=2$ which implies $a$ is not an integer. So there does not exist the number $a$ such that $N(a)=2$.

So the only divisors of 2 are the units or its associates which means 2 is prime.

Example: $\quad 3$ is a prime in $I(\sqrt{-23})$

Using an argument similar to that above, let $a \beta=3$. Then $N(\alpha) N(\beta)=9, \quad$ which results in two cases.

Case (i) $\quad N(a)=1$ and $N(\beta)=9$.
In this case $N(a)=1$ implies $a$ is a unit.

Case (ii) $N(a)=3$ and $N(\beta)=3$.
In this case, $\left(a+\frac{b}{2}\right)^{2}+\frac{23}{4} b^{2}=3$ which gives $b^{2} \leq \frac{12}{24}, \quad b=0$, $a^{2}=3$, and so $a$ is not an integer. So there exist no numbers in $I(\sqrt{-23})$ with a norm of 3.

Hence 3 is a prime in $I(\sqrt{-23})$.

Example: $\quad \theta$ and $\bar{\theta}$ are prime

Let $a \beta=\theta$. Then $N(a) N(\beta)=N(\theta)=6$. This means that $N(\alpha)=1$ and $N(\beta)=6$ or $N(\alpha)=2$ and $N(\beta)=3$. If $N(\alpha)=1$, then $a$ is a unit. But there exists no $a$ in $I(\sqrt{-23})$ such that $N(a)=2$, as shown above. Hence $\theta$ is a prime. Similarly it can be shown that $\bar{\theta}$ is prime.
3.6 Failure of Unique Factorization in $I(\sqrt{-23})$

To have the Unique Factorization Theorem hold true in $I(\sqrt{-23})$ every integer of $I(\sqrt{-23})$ must have a unique representation of prime factors. This is not the case for the integral domain $I(\sqrt{-23})$ as illustrated by the following example.

Example: $\quad 6=2 \cdot 3=\theta \bar{\theta}$
$2,3, \theta, \bar{\theta}$ were shown to be prime in $I(\sqrt{-23})$ in section 3.5 .

This is the only possible prime factorization of 6 , as proved in the following. Suppose $a \beta=6$, then $N(a) N(\beta)=N(6)=36$. Four cases result from this last statement.
(i) $\quad N(a) N(\beta)=2 \cdot 18$. But there exists no $a \in I(\sqrt{-23})$
such that $N(a)=2$, as shown in section 3.5 .
(ii) $\quad N(a) N(\beta)=3 \cdot 12$. Again there exists no $a \in I(\sqrt{-23})$ such that $N(a)=3$, as shown in section 3.5 .
(iii) $N(a) N(\beta)=4 \cdot 9$. If $a=a+b \theta$ and $N(a)=4$, then $4=a^{2}+a b+6 b^{2}=\left(a+\frac{b}{2}\right)^{2}+\frac{23 b^{2}}{4}$. The last statement shows that $\frac{23 b^{2}}{4} \leq 4$, which implies that $b^{2} \leq \frac{16}{23}$ and so $b=0$. Hence $a^{2}=4$ or $a= \pm 2$. So $a=2$ and $\beta=3$. (2 and -2 are associates so only $a=2$ is considered.)

$$
\text { (iv) } \quad N(a) N(\beta)=6 \cdot 6 . \text { Again if } a=a+b \theta \text { and } N(a)=6
$$ then $6=a^{2}+a b+6 b^{2}=\left(a+\frac{b}{2}\right)^{2}+\frac{23 b^{2}}{4}$. So $b^{2} \leq \frac{24}{23}$ or $b= \pm 1,0$. If $\mathbf{b}=1$, then $\mathbf{a}=-1$ or $\mathrm{a}=0$. The possibilities for a is $-1+\theta$ or $\theta$. If $b=-1$, then $a=1$ or $a=0$. So $a=1-\theta=\bar{\theta}$ or $\quad a=-\theta . \quad a=-1+\theta \Rightarrow \beta=-\theta \quad$ or $\quad a=1-\theta \Rightarrow \beta=\theta$.

But these are associates, so it is only necessary to consider $a=1-\theta=\bar{\theta}$ and $\beta=\theta$.
different prime factorizations. So the Unique Factorization Theorem fails in $I(\sqrt{-23})$.

The remaining part of this chapter will show how some of the theorems used to prove the Unique Factorization Theorem in $I(\sqrt{-7})$ fail in $I(\sqrt{-23})$.

Suppose theorem 2.61 is restated in terms of the integers of $I(\sqrt{-23})$; that is, if $a$ and $\beta$ are numbers of $I(\sqrt{-23})$ and $\beta \neq 0$, then there exists in $I(\sqrt{-23})$ a number $\mu$ such that $N(\alpha-\mu \beta)<N(\beta)$.

Let $\frac{a}{\beta}=c+d \theta=\left(r+r_{1}\right)+\left(s+s_{1}\right) \theta$, where $r$ and $s$ are integers nearest to $c$ and $d$, respectively. Then $\left|r_{1}\right| \leq \frac{1}{2}$ and $\left|s_{1}\right| \leq \frac{1}{2}$. If $\left|r_{1}\right|=\frac{1}{2}$ and $\left|s_{1}\right|=\frac{1}{2}$, then choose $r_{1}$ and $s_{l}$ so that they are opposite in sign. If $\mu=r+s \theta$, then $\frac{a}{\beta}-\mu=r_{1}+s_{1} \theta$. So $N\left(\frac{a}{\beta}-\mu\right)=N\left(r_{1}+s_{1} \theta\right)=r_{1}^{2}+r_{1} s_{1}+6 s_{1}^{2}$, and so $\mathrm{r}_{1}^{2}+\mathrm{r}_{1} \mathrm{~s}_{1}+6 \mathrm{~s}_{\mathrm{l}}^{2} \leq \frac{1}{4}-\frac{1}{4}+6 \cdot \frac{1}{4} \leq \frac{3}{2}$. Hence $N\left(\frac{\alpha}{\beta}-\mu\right)<1$ cannot be concluded. But $N(a-\mu \beta)<N(\beta)$ is necessary in order to prove the analog of theorem 2.63 in $I(\sqrt{-23})$.

Example: Let $a=3, \beta=\theta$, and $\mu=x+y \theta$, then $\frac{a}{\beta}=\frac{1}{2}-\frac{1}{2} \theta$. $N\left(\frac{a}{\beta}-\mu\right)=N\left[\left(\frac{1}{2}-\frac{1}{2} \theta\right)-(x+y \theta)\right]=N\left[\left(\frac{1}{2}-x\right)+\left(-\frac{1}{2}-y\right) \theta\right]=\left(\frac{1}{2}-x\right)^{2}+\left(\frac{1}{2}-x\right)\left(-\frac{1}{2}-y\right)+\left(-\frac{1}{2}-y\right)^{2} 6$

Rewriting the last expression as the sum of two positive numbers, $\left[\left(\frac{1}{2}-x\right)+\left(-\frac{1}{2}-y\right)\right]^{2}+\frac{23}{4}\left(-\frac{1}{2}-y\right)^{2}$. Since $\frac{23}{4}\left(-\frac{1}{2}-y\right)^{2}>1$ for all $y$ in I, the last expression is greater than one.

If theorem 2.63 is restated for the integral domain $I(\sqrt{-23})$, then it fails to be true as shown by the following example.

Example: If $\alpha=3$ and $\beta=\theta$, where $(3, \theta)=1$, there exist no $\xi=\mathrm{a}+\mathrm{b} \theta$ and $\eta=\mathrm{c}+\mathrm{d} \theta$ in $\mathrm{I}(\sqrt{-23})$ such that $3 \xi+\theta \eta=1$. Writing $3 \xi+\theta \eta=1$ as $3(a+b \theta)+\theta(c+d \theta)=1$ and then $(3 a-6 d)+(3 b+c+d) \theta=1$ implies that $3 a-6 d=1 . \quad$ The last equation shows $3 \mid(3 a-6 d)$ which implies $3 \mid 1$. Hence $a$ and $d$ are not integers. So $\xi$ and $\eta$ do not exist in $I(\sqrt{-23})$.

If the product of two integers is divisible by a prime number, at least one of the integers is divisible by that prime does not hold in $I(\sqrt{-23})$. Consider the following example.

Example: It is known that $6=\theta \bar{\theta}$. Also $2 \mid 6$ but 2 does not divide $\theta$ or $\bar{\theta}$ since $\theta$ and $\bar{\theta}$ are prime. Also 2 was shown to be prime in $I(\sqrt{-23})$.

## 4. IDEALS IN $I(\sqrt{-23})$

## 4. 1 Introduction of Ideals

In order to restore the Unique Factorization Theorem in $I(\sqrt{-23})$, it is necessary to introduce the concept of ideals in $I(\sqrt{-23})$. The definitions and theorems in this section will give the necessary background to work with ideals. Capital letters will represent ideals.

Definition 4.11. $A=\left(a_{1}, a_{2}, \cdots, a_{n}\right)$ is an ideal in $I(\sqrt{-23})$, where $a_{i} \in I(\sqrt{-23})$ and $i \in\{1,2, \cdots, n\}$, if $\beta \in A$, then $\beta=a_{1} \xi_{1}+a_{2} \xi_{2}+\cdots+a_{n} \xi_{n}$, where $\xi_{i} \in I(\sqrt{-23})$ for $i \in\{1,2, \cdots, n\}$.

The following theorem shows that every ideal in $I(\sqrt{-23})$ can be generated by at most two numbers of $I(\sqrt{-23})$. This will ease the computations in the following theorems.

Theorem 4.11. If $A$ is an ideal, then $\omega_{1}$ and $\omega_{2}$ exist in $I(\sqrt{-23})$ such that for all $a$ in $A, \quad a=k_{1} \omega_{1}+k_{2} \omega_{2}$, where $k_{1}, k_{2} \in I$.

Proof:
If $a_{i} \neq 0$ is in $A$, then $N\left(a_{i}\right)$ is in $A$ since we may write $N\left(a_{i}\right)=\xi_{1} a_{1}+\xi_{2} a_{2}+\cdots \xi_{i} a_{i}+\cdots+\xi_{n} a_{n}$, with $\quad \xi_{i}=\bar{a}_{i}$ and $\xi_{j}=0 \quad$ if $\quad j \neq i$.

So A contains positive integers. Let $\omega_{1}$ be the smallest positive integer in $A$.

Of all numbers $\ell_{1}+\ell_{2} \theta$ in $A$, where $\ell_{2} \neq 0$ and $\ell_{2}, \ell_{1}$ are integers, choose as $\omega_{2}$ one for which $\ell_{2}>0$ and minimal. Then write $\omega_{2}=\ell_{1}+\ell_{2} \theta$.

If $a=a_{1}+a_{2} \theta$ is in $A$, then express $a_{2}=\ell_{2} k_{2}+r_{2}$,
where $0 \leq r_{2}<\ell_{2}$. Hence $a=a_{1}+\left(\ell_{2} k_{2}+r_{2}\right) \theta=a_{1}+k_{2}\left(\ell_{2} \theta\right)+r_{2} \theta$ or $a=a_{1}+k_{2}\left(\omega_{2}-\ell_{1}\right)+r_{2} \theta$. Subtracting $k_{2} \omega_{2}$ from both sides of the last equation, $\quad a-k_{2} \omega_{2}=\left(a_{1}-k_{2} \ell 1\right)+r_{2} \theta$. Since $a-k_{2} \omega_{2}$ is in A, then $r_{2}=0$. If $r_{2} \neq 0$, then $0<r_{2}<\ell_{2}$ which means $\ell_{2}$ was not minimal as selected above. So $a-k_{2} \omega_{2}=a_{1}-k_{2} \ell_{1}$.

Let $a_{1}-k_{2} \ell_{1}=b$, then we can write $b=\omega_{1} k_{1}+r_{1}$ where $0 \leq \mathrm{r}_{1}<\omega_{1}$. If $\mathrm{r}_{1} \neq 0$, then $0<\mathrm{r}_{1}<\omega_{1}$, which means $\omega_{1}$ was not minimal as selected above. So $r_{1}=0$, then $b=\omega_{1} k_{1}$. Therefore $a-k_{2} \omega_{2}=\omega_{1} k_{1}$ or $a=k_{1} \omega_{1}+k_{2} \omega_{2}$.

Definition 4.12: Let $A$ and $B$ be ideals. Then $\underline{A}=B$ if and only if every element $a$ of $A$ is also an element of $B$ and every element $\beta$ of $B$ is an element of $A$.

Definition 4.13. Let $A=\left(a_{1}, a_{2}\right)$ and $B=\left(\beta_{1}, \beta_{2}\right)$. Then $\underline{A B}=\left(a_{1} \beta_{1}, a_{2} \beta_{1}, a_{1} \beta_{2}, a_{2} \beta_{2}\right)$.

Definition 4.14: Ideal $B$ divides ideal $A$, written as $B \mid A$, if
there exists $C$ such that $A=B C$.

Theorem 4. 12. If $B \mid A$, then every element $a$ of $A$ is in $B$.

Proof:
If $B \mid A$, then there exists $C$ such that $A=B C$. Let
$A=\left(a_{1}, a_{2}\right), \quad B=\left(\beta_{1}, \beta_{2}\right)$, and $C=\left(\gamma_{1}, \gamma_{2}\right)$. Then
$A=B C=\left(\beta_{1} \gamma_{1}, \beta_{2} \gamma_{1}, \beta_{1} \gamma_{2}, \beta_{2} \gamma_{2}\right)$. If $a$ is in $A$, then
$a=\xi_{1} \beta_{1} \gamma_{1}+\xi_{2} \beta_{2} \gamma_{1}+\xi_{3} \beta_{1} \gamma_{2}+\xi_{4} \beta_{2} \gamma_{2}$, for $\xi_{1}, \xi_{2}, \xi_{3}$, and $\xi_{4}$
in $I(\sqrt{-23})$. Rewriting the last expression as,
$a=\left(\xi_{1} \gamma_{1}+\xi_{3} \gamma_{2}\right) \beta_{1}+\left(\xi_{2} \gamma_{1}+\xi_{4} \gamma_{2}\right) \beta_{2}$ shows that $a$ is an element of $B$.

Corollary 4.121. If $\mathrm{B} \mid \mathrm{A}$ and $\mathrm{A} \mid \mathrm{B}$, then $\mathrm{A}=\mathrm{B}$.

Proof:
If $B \mid A$, then every element $a$ of $A$ is in $B$. If $A \mid B$, then every element $\beta$ of $B$ is in $A$. So by the definition of equality of ideals, $A=B$.
4. 2 Unit Ideal in $I(\sqrt{-23})$

Definition 4.21. A unit ideal is an ideal which divides all ideals.

Theorem 4.21. (1) is the unit ideal.

Existence: Let $A=\left(a_{1}, a_{2}\right)$.
$A(1)=\left(a_{1}, a_{2}\right)(1)=\left(a_{1} \cdot l, a_{2} \cdot l\right)=\left(a_{1}, a_{2}\right)=A$. Hence (1)|A.
So (1) is a unit ideal.

Uniqueness: Suppose $B$ is a unit ideal, then $B \mid A, \forall A$. If $A=(1)$, then $B \mid(1)$. Since (1)|B and corollary 4.121, (1) $=B$.
4.3 Prime Ideals in $I(\sqrt{-23})$

Definition 4.31. An ideal $A$, which is not the unit ideal, is prime if and only if $A$ is divisible only by itself and the unit ideal.

Example: $\quad(2, \theta)$ is a prime ideal.
Suppose $(2, \theta)$ is not a prime ideal, then there exists $A$ and $B$, where neither is the unit ideal, such that $A B=(2, \theta)$.

Let $A=\left(a_{1}, a_{2}\right)$ and $B=\left(\beta_{1}, \beta_{2}\right)$. Then $A B=(2, \theta)$ implies that $A=\left(a_{1}, a_{2}, 2, \theta\right)$ and $B=\left(\beta_{1}, \beta_{2}, 2, \theta\right)$ by theorem 4. 12 .

Let $a_{i}=\frac{a+b \sqrt{-23}}{2}$ be any of the integers in $A$. Then $a_{i}=b\left(\frac{1+\sqrt{-23}}{2}\right)+\frac{a-b}{2}$ or $a_{i}=b \theta+\frac{a-b}{2}$. For $a_{i}$ to be an integer of $I(\sqrt{-23})$, then $\frac{a-b}{2}$ is an integer. This implies that $\frac{a-b}{2}=2 c$ or $\frac{a-b}{2}=2 c+1$, where $c$ is in $I$.

Suppose $a_{i}=b \theta+2 c$, then $a_{1}$ and $a_{2}$ can be expressed as a linear combination of $\theta$ and 2. Hence $A=(2, \theta)$.

$$
\text { Now suppose that } a_{i}=b \theta+2 c+1 \text {. Then } a_{i}-b \theta-2 c=1
$$ which implies $l$ is a linear combination of $a_{i}, \theta$, and 2 . So $A=\left(a_{1}, a_{2}, 2, \theta, 1\right)$ But every element of $A$ can be expressed in

terms of 1 , so $A=(1)$.
Using an argument similar to that as above, it can be shown that $B=(2, \theta)$ or $B=(1)$.

Therefore the possible factorizations of $(2, \theta)$ are as follows.

Case (i) $\quad(2, \theta)=(1)(1)=(1)$.

Case (ii) $(2, \theta)=(2, \theta)(2, \theta)$.

Case (iii) $\quad(2, \theta)=(1)(2, \theta)$.

In case (i), it will be shown that $(2, \theta) \neq(1)$. Suppose it is true that $(2, \theta)=(1) . \quad$ That means $1=2(a+b \theta)+\theta(c+d \theta)$, $1=(2 a-6 d)+(2 b+c+d) \theta, \quad$ which implies that $l=2 a-6 d . \quad$ But $2 \mathrm{a}-6 \mathrm{~d}=1$ implies $2 \mid 1$ which is absurd. So there does not exist $a+b \theta$ and $c+d \theta$ such that 1 is a linear combination of 2 and - Hence $(2, \theta) \neq(1)$.

Also case (ii) is not true; that is, $(2, \theta) \neq(2, \theta)(2, \theta)$.
Suppose $(2, \theta)=(2, \theta)(2, \theta)$. Multiplying, $(2, \theta)(2, \theta)=\left(4,2 \theta, 2 \theta, \theta^{2}\right)=(4,2 \theta,-6+\theta)$. But $2 \theta=4(-3+\theta)+(-6+\theta)(-2)$, so $(4,2 \theta,-6+\theta)=(4,-6+\theta)$. If $(2, \theta)=(4,-6+\theta)$, then every element of $(2, \theta)$ is an element of $(4,-6+\theta)$, and every element of $(4,-6+\theta)$ is an element of $(2, \theta)$. Suppose $\theta$ is in $(4,-6+\theta)$, then $\theta=4(a+b \theta)+(-6+\theta)(c+d \theta)$, or simplifying, $\theta=(4 a-6 c-6 d)+(4 b-5 d+c) \theta$. This implies $0=2 a-3 c-3 d$ and
$1=4 b-5 d+c$. Adding these two equations, $\quad 1=2 a+4 b-2 c-8 d$, which implies 2|l. Hence $a+b \theta$ and $c+d \theta$ do not exist to represent $\theta$ as a linear combination of 4 and $-6+\theta$. Therefore $\theta$ is not an element of $(4,-6+\theta)$. So $(2, \theta) \neq(4,-6+\theta)$, which implies $(2, \theta) \neq(2, \theta)(2, \theta)$.

Case (iii) contradicts the assumption that neither $A$ or $B$ is the unit ideal.

So the assumption that $(2, \theta)$ was not prime yields three cases which proved to be false. Hence the assumption is false, so $(2, \theta)$ is prime in $I(\sqrt{-23})$.

Example: $\quad(2,1-\theta)$ is a prime ideal.

The proof of this example is similar to the proof of $(2, \theta)$ is a prime ideal.

Example: $(3, \theta)$ is a prime ideal.
Suppose $(3, \theta)$ is not prime, then there exists $A$ and $B$, where neither is the unit ideal, such that $A B=(3, \theta)$.

Let $A=\left(a_{1}, a_{2}\right)$ and $B=\left(\beta_{1}, \beta_{2}\right)$. Then $A B=(3, \theta)$ implies that $A=\left(a_{1}, a_{2}, 3, \theta\right)$ and $B=\left(\beta_{1}, \beta_{2}, 3, \theta\right)$ by theorem 4. 12 .

Let $a_{i}=\frac{a+b \sqrt{-23}}{2}$ be any of the elements of $A$. Rewriting $a_{i}$ in the form, $a_{i}=b\left(\frac{1+\sqrt{-23}}{2}\right)+\frac{a-b}{2}$ or $a_{i}=b \theta+\frac{a-b}{2}$. Since $a_{i}$ is an integer of $I(\sqrt{-23})$, then $\frac{a-b}{2}$ is an integer and of the
form $3 c, 3 c+1$, or $3 c+2$, where $c$ is an integer.

Suppose $a_{i}=b \theta+3 c$, then $a_{1}$ and $a_{2}$ can be expressed as a linear combination of $\theta$ and 3 . Hence $A=\left(a_{1}, a_{2}, 3, \theta\right)=(3, \theta)$. If $a_{i}=b \theta+3 c+1$, then $a_{i}-b \theta-3 c=1$, which implies 1 is a linear combination of $a_{i}, \theta$, and 3. So
$A=\left(a_{1}, a_{2}, 3, \theta\right)=\left(a_{1}, a_{2}, 3, \theta, 1\right)$. But each element of $A$ can be expressed in terms of 1, so $A=(1)$.

The last form of $a_{i}$ is $a_{i}=b \theta+3 c+2$. Then $a_{i}-b \theta-3 c=2$, which implies that 2 is an element of A. So $A=\left(a_{1}, a_{2}, 3, \theta\right)=\left(a_{1}, a_{2}, 3, \theta, 2\right)$. But 1 is a linear combination of the elements of $\left(a_{1}, a_{2}, 3, \theta, 2\right), \quad$ so $\quad A=\left(a_{1}, a_{2}, 3, \theta, 2,1\right)$. Since each element of $A$ can be expressed in terms of 1 , then $A=(1)$.

It also follows that $B=(3, \theta)$ or $B=(1)$.

Therefore the possible factorizations of $(3, \theta)$ areas follows:

Case (i) $\quad(3, \theta)=(1)(1)=(1)$.

Case (ii) $(3, \theta)=(3, \theta)(3, \theta)$.

Case (iii) $(3, \theta)=(1)(3, \theta)$.

Consider case (i), $(3, \theta)=(1) . \quad$ Suppose $(3, \theta)=(1)$, then $l=3(a+b \theta)+\theta(c+d \theta)$ or rewriting as $\quad l=(3 a-6 d)+(3 b+c+d) \theta$ yields $1=3 a-6 d$. Hence $3 \mid l$ which implies there exist no $a+b \theta$ and
$\operatorname{c}+d \theta$ which expresses 1 as a linear combination of 3 and $\theta$. Hence $\quad(3, \theta) \neq(1)$.

In case (ii), $(3, \theta)=(3, \theta)(3, \theta)$ will be shown to be false. Consider the product $(3, \theta)(3, \theta)=\left(9,3 \theta, 3 \theta, \theta^{2}\right)=(9,3 \theta,-6+\theta)$. But $3 \theta=9(4+\theta)+(-6+\theta)(-6)$, so $(9,3 \theta,-6+\theta)=(9,-6+\theta)$. Hence $(3, \theta)(3, \theta)=(9,-6+\theta)$. If $(3, \theta)=(3, \theta)(3, \theta)=(9,-6+\theta)$, then $\theta$ is an element of $(9,-6+\theta)$. That is, $\theta=9(a+b \theta)+(-6+\theta)(c+d \theta)$ or rewriting as $\theta=(9 a-6 c-6 d)+(9 b-5 d+c) \theta$. The last equation implies that $0=3 a-2 c-2 d$ and $\quad l=9 b-5 d+c$. Multiply both sides of $0=3 \mathrm{a}-2 \mathrm{c}-2 \mathrm{~d}$ by 2 to obtain $0=6 \mathrm{a}-4 \mathrm{c}-4 \mathrm{~d}$ and add to $1=9 b-5 d+c$ to yield $l=6 a+9 b-3 c-9 d$. The last equation implies 3|1. Hence there does not exist $a+b \theta$ and $c+d \theta$ which expresses $\theta$ as a linear combination of 9 and $-6+\theta$. Therefore $\theta$ is not an element of $(9,-6+\theta)$ which implies that $(3, \theta)(3, \theta) \neq(3, \theta)$.

Case (iii), $(3, \theta)=(1)(3, \theta)$, contradicts the assumption that neither $A$ or $B$ is a unit.

Therefore the assumption that $(3, \theta)$ is not a prime resulted into three cases of factorizations in whicheach case proved to be false. Hence $(3, \theta)$ is a prime in $I(\sqrt{-23})$.

Example: $\quad(3,1-\theta)$ is a prime ideal.
The proof is similar to the proof that $(3, \theta)$ is a prime ideal.

## 4. 4 Restoration of the Unique Factorization Theorem

In section 3.6 it was shown that $6=2.3=\theta \bar{\theta}$, where 2, $3, \theta$ and $\bar{\theta}$ are prime numbers in $I(\sqrt{-23})$. In this section, 6 is considered as the ideal (6) and is factored into prime ideals. Since 6 was factored into primes by two ways, then the following product of ideals are considered, $(2)(3)$ and $(\theta)(\bar{\theta})$.

Consider the ideal (6) factored as the following: $(6)=(2)(3)$.
The following argument will show that $(2)=(2, \theta)(2,1-\theta)$ and $(3)=(3, \theta)(3,1-\theta)$, where $(2, \theta),(2,1-\theta),(3, \theta)$, and $(3,1-\theta)$ are prime ideals in $I(\sqrt{-23})$.

First, consider $(2)=(2, \theta)(2,1-\theta)$.
$(2, \theta)(2,1-\theta)=(4,2-2 \theta, 2 \theta, 6)=(4,2-2 \theta, 2 \theta, 6,2)$. The last ideal follows from the fact that $2=(-1) 4+0(2-2 \theta)+0 \cdot 2 \theta+1 \cdot 6$. It is evident that all the elements of $(4,2-2 \theta, 2 \theta, 6,2)$ can be written in terms of 2 , so $(4,2-2 \theta, 2 \theta, 6,2)=(2)$.

Second, consider $(3)=(3, \theta)(3,1-\theta)$.
$(3, \theta)(3,1-\theta)=(9,3-3 \theta, 3 \theta, 6)=(9,3-3 \theta, 3 \theta, 6,3)$, since
$3=1 \cdot(9)+0(3-3 \theta)+0(3 \theta)+(-1)(6)$. All the elements of (9,3-3日, 3日, 6, 3) can be written in terms of 3 , so this ideal is (3). Hence $(3, \theta)(3,1-\theta)=(3)$.

The above shows that a prime factorization of (6) is $(6)=(2, \theta)(2,1-\theta)(3, \theta)(3,1-\theta)$.

The factorization, $(6)=(\theta)(1-\theta)$, is also possible since $\theta(l-\theta)=\theta \bar{\theta}=6$.

Consider the product, $(2, \theta)(3, \theta)=(6,2 \theta, 3 \theta,-6+\theta)$. Since $\theta=6 \cdot 0+(-1) 2 \theta+1(3 \theta)+0(-6+\theta)$, then $\theta$ is an element of the ideal, $(6,2 \theta, 3 \theta,-6+\theta)$. That is, $(6,2 \theta, 3 \theta,-6+\theta)=(6,2 \theta, 3 \theta,-6+\theta, \theta)$.

But each element of $(6,2 \theta, 3 \theta,-6+\theta, \theta)$ can be written in terms of $\theta$. Therefore $(2, \theta)(3, \theta)=(6,2 \theta, 3 \theta,-6+\theta, \theta)=(\theta)$.

Next consider the product, $\quad(2,1-\theta)(3,1-\theta)=(6,2-2 \theta, 3-3 \theta,-5-\theta)$.

Since $1-\theta=0 \cdot 6+(-1)(2-2 \theta)+(1)(3-3 \theta)+(0)(5+\theta)$, then $(6,2-2 \theta, 3-3 \theta,-5-\theta)=(6,2-2 \theta, 3-3 \theta,-5-\theta, 1-\theta)$. Each element of $(6,2-2 \theta, 3-3 \theta,-5-\theta, 1-\theta)$ can be expressed in terms of $1-\theta$, so $(2,1-\theta)(3,1-\theta)=(6,2-2 \theta, 3-3 \theta,-5-\theta, 1-\theta)=(1-\theta)$.

Hence it has been shown that $(\theta)=(2, \theta)(3, \theta)$ and $(1-\theta)=(2,1-\theta)(3,1-\theta)$. So the factorization of $\quad(6)=(\theta)(1-\theta)$ is also $(2, \theta)(3, \theta)(2,1-\theta)(3,1-\theta)$, where this last representation consists of prime ideals. But this factorization is exactly the same as (6) factored first as (2)(3) and then as a product of prime ideals.

If the integer 6 in $I(\sqrt{-23})$ is considered as the ideal (6), then unique prime factorization of 6 can be restored.

To restore unique factorization in $I(\sqrt{-23})$, the integer $a$ in $I(\sqrt{-23})$ is considered as the ideal (a). Then the properties of ideals can be used to factor (a) uniquelyas a product of prime ideals.
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