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Let $\tilde{y}=\left(\tilde{y}_{1}, \tilde{y}_{2}, \ldots, \tilde{y}_{n}\right)^{\prime}$ be a multivariate normal random vector with mean $\theta$ and covariance matrix $I$. Denote by $f_{\tilde{y}} \mid \theta(y)$ the density of $\tilde{y} \mid \theta$. Then,

$$
E_{\theta}(\tilde{y})=\left(E_{\theta} \tilde{\mathrm{y}}_{1}, E_{\theta} \tilde{\mathrm{y}}_{2}, \ldots, \mathrm{E}_{\theta} \tilde{\mathrm{y}}_{\mathrm{n}}\right)^{\prime}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{\mathrm{n}}\right)^{\prime}=\theta^{\prime} .
$$

An outcome $y$ (a value of $\tilde{y}$ ) is a vector of data resulting from an ordinary regression experiment. A Bayesian approach is developed for estimating $\theta$. It is motivated by knowledge a priori that the $\theta$ 's fall on a response curve which is reasonably smooth. To formulate this knowledge in a precise way, priors on $\theta$ are taken which characteristically imply that for a given $\theta_{i_{o}}$, nearby $\theta_{i}$ have higher correlations with $\theta_{i}$ than is the case with remote $\theta_{i}$. The priors studied are called "autoregressive priors" (AR) because of their resemblence to autoregressive models of time series analysis. The general AR prior of order $p$ is determined by

$$
\tilde{\epsilon}_{t}=\left[\sum_{r=0}^{p} a_{t} l_{N}(t-r) \rho^{p-r}\right]\left(\tilde{\theta}_{t-p}-\mu_{t-p}\right),
$$

$\tilde{\epsilon}_{t}$ i.i.d., $E \tilde{\epsilon}_{t}=0, \theta_{0}=0, a_{o}=1$, the $a_{r}$ are unknown, $r=2, \ldots$, and $P$ is the forward operator; i.e., $P u_{t}=u_{t+1}$.

Let $f_{\tilde{\theta}}(\theta)$ be an AR prior on $\theta$. The marginal distribution of $\tilde{y}$

$$
f_{\widetilde{y}}(y)=\int f_{\widehat{y}} \mid \theta(y) f_{\hat{\theta}}(\theta) d \theta
$$

depends upon a vector of hyperparameters, $P_{o}$, which were used to define the AR prior. A noninformative prior or a vague prior is taken as the distribution of $\widetilde{P}_{o}$ (except in the general AR situation where priors are put on the $a^{\prime} s$ to help determine the order of the process.) This prior is combined with ${\underset{\mathrm{f}}{\boldsymbol{Y}}}^{\mathrm{y}}(\mathrm{y})$ to obtain a posterior density whose mode, $\widehat{\mathrm{P}}_{\mathrm{o}}$, is taken to estimate $\mathrm{P}_{\mathrm{o}^{\circ}}$. Denote $\mathrm{E}(\tilde{\theta} \mid y)$ by $\hat{\theta}$. In general, $\hat{\theta}$ also depends upon $P_{0}$. The vector $\widehat{\theta}\left(\widehat{P}_{0}\right)$ is taken to estimate $\theta$.

A sequence of $A R$ priors evolves with increasing generality. The celebrated James-Stein estimate is interpreted in terms of an AR prior of order zero and the estimation procedure sketched above.

Some success is achieved in understanding the risk function

$$
E_{\tilde{\theta}}\left(\hat{\theta}\left(\widehat{P}_{o}\right)-\theta\right)^{\prime}\left(\hat{\theta}\left(\widehat{P}_{o}\right)-\theta\right)
$$

as the AR priors increase in generality. The Bayesian estimates are seen to be superior to the maximum likelihood estimates over a large class of response curves (perhaps the only curves of practical interest).

Also discussed is the situation where $\operatorname{cov}(\tilde{\mathrm{y}} \mid \theta)=\sigma^{2} \mathrm{I}$,
$\sigma^{2}$ unknown.
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BAYESIAN REGRESSION WITH AUTOREGRESSIVE PRIORS

## I. INTRODUCTION

## The Estimation Problem

Consider the common stress-response type of an experiment where at each level of stress $X_{i}$, we observe exactly one experimental outcome $\tilde{\mathrm{y}}_{\mathrm{i}}=\mathrm{y}_{\mathrm{i}}, \mathrm{i}=1, \ldots, \mathrm{n}$. The experimental situation is typified by Figure 1.1 where we have eight equal masses of metal assumed identical in shape and composition; each mass is subjected to one level of stress (voltage) and the response (percentage corrosion) is recorded.


| Voltage | 1.5 | 2.0 | 2.5 | 3.0 | 3.5 | 4.0 | 4.5 | 5.0 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| \% Corrosion | 1.1 | 1.4 | 2.1 | 3.1 | 2.5 | 2.2 | 2.5 | 5.9 |

Figure 1.1. (Data taken from Graybill (1961).)

More generally, where $m$ independent observations $y_{i j}$;
$\mathrm{i}=1, \ldots, \mathrm{n} ; \mathrm{j}=\mathrm{l}, \ldots, \mathrm{m} ;$ are available at each $\mathrm{X}_{\mathrm{i}}$, denote are assumed to be values taken on by independent random variables.

To initiate the notational convention regarding random vectors, random variables, and their respective values; let us write

$$
\tilde{y}=\left(\tilde{y}_{1}, \tilde{y}_{2}, \ldots, \tilde{y}_{n}\right)^{\prime}
$$

for the random vector $\tilde{y}$ (column vector) and use subscripts only when designating components of a vector. Likewise for the values of random vectors we have

$$
\tilde{y}(\omega)=\left(\tilde{y}_{1}(\omega), \tilde{y}_{2}(\omega), \ldots, \tilde{y}_{n}(\omega)\right)^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{\prime}=y
$$

where $\omega$ is some point in the underlying probability space.
Assuming that $E \tilde{y}=\left(E \tilde{y}_{1}, E \tilde{y}_{2}, \ldots, E \tilde{y}_{n}\right)^{\prime}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)^{\prime}=\theta$ is meaningful, the broad objective of this thesis is the estimation of $\theta$ with particular objectives summarized as follows:
i. Assuming, further, that $\tilde{y} \mid \theta \sim \mathrm{N}_{\mathrm{n}}(\theta, \mathrm{I})$, we desire an improvement over the maximum likelihood estimator $(\bar{\theta}=$ m.l.e. $(\theta)=y)$. The James-Stein estimator $\overline{\bar{\theta}}=\left(1-(n-2) / y^{\prime} y\right) y$ (James, W. and Stein, C., 1960) is of considerable interest since it dominates $\bar{\theta}$ for $n \geq 3$ in
the sense of having strictly smaller, expected squared error loss $\forall \theta \in \mathbb{R}^{n}$. In Chapter $2, \overline{\bar{\theta}}$ is derived from Bayesian assumptions which seem inappropriate for many experimental situations. Accordingly, when these assumptions are modified to accomodate a given experimental situation (for example, the situation of Figure l.l) we argue that the resulting estimate of $\theta$ should be seriously regarded as a competitor of $\overline{\bar{\theta}}$. In particular, we might have strong motivation for preferring this new estimate to $\bar{\theta}$.
ii. We seek the improvement referred to in i. by considering possible distributions of $\theta$ which effectively convey the attitude that the components of $\theta$ have a structure inferred from basic physics or by some other reasoning, e.g.,

$$
\begin{equation*}
\tilde{\theta}_{t}=a \tilde{\theta}_{t-1}+\tilde{\epsilon}_{t} ; \quad \tilde{\epsilon}_{t} \text { i.i.d. } \tag{1.1}
\end{equation*}
$$

iii. In Chapter 4, the objective is focused upon a preliminary investigation of the extent to which autoregressive priors (l. 1 for example) can be used to advantage in various, ordinary regression situations. (The general autoregressive prior is stated in Equation (1.3) below.)
iv. The approach taken is nonparametric in a certain sense. We do not as sume that the parameters (components of $\theta$ ) fall on a response curve which is adequately described by an
expression in some closed form, say, a polynomial. None the less, we seek distributions of $\widetilde{\theta}$ which enforce the condition that--the response curve is smooth; it is continuous and does not deviate in a completely wild fashion from a polynomial of low degree.

Thus, the approach is Bayesian and with the above remarks in mind we proceed to find meaningful ways of writing
and

$$
\begin{aligned}
& E(\tilde{y} \mid \theta)=\theta \\
& \operatorname{cov}(\tilde{y} \mid \theta)=\left(1 / \rho_{1}\right) I \\
& E \tilde{\theta}=\left(E \tilde{\theta}_{1}, E \tilde{\theta}_{2}, \ldots, E \tilde{\theta}_{n}\right)^{\prime}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)^{\prime}=\mu \\
& \operatorname{cov}(\tilde{\theta})=E(\tilde{\theta}-\mu)(\tilde{\theta}-\mu)^{\prime}=E\left(\tilde{\theta} \tilde{\theta}^{\prime}\right)-\mu \mu^{\prime}=\left(1 / \rho_{2}\right) V,
\end{aligned}
$$

where $V$ is positive definite.

## Distributional Assumptions

The basic framework is given by assuming--

$$
\begin{equation*}
\tilde{y} \mid \theta \sim N_{n}\left(\theta,\left(1 / \rho_{1}\right) I\right), \quad \tilde{\theta} \sim N_{n}\left(\mu,\left(1 / \rho_{2}\right) V\right) \tag{1.2}
\end{equation*}
$$

where $\theta, \mu \in \mathbb{R}^{n} ; \rho_{\mathrm{i}}>0 \quad \mathrm{i}=1,2$, and V is positive definite. Or, in terms of density functions we have

$$
\begin{aligned}
& \mathrm{f}_{\tilde{y} \mid \theta}(\mathrm{y}) \propto \exp \left[\left(-\rho_{1} / 2\right)(y-\theta)^{\prime}(\mathrm{y}-\theta)\right] \\
& \mathrm{f}_{\tilde{\theta}}(\theta) \propto\left[\operatorname{det}\left(\mathrm{V} / \rho_{2}\right)\right]^{-1 / 2} \exp \left[\left(-\rho_{2} / 2\right)(\theta-\mu)^{\prime} \mathrm{V}^{-1}(\theta-\mu)\right]
\end{aligned}
$$

In Chapter $2(1.2)$ is stated with the understanding that $\mu$ and $V$ are fixed but unspecified; $\quad \rho_{1}=1$; and $\rho_{2}$ is variable. Additionally, the structure of Chapter 3 is defined by letting $\mu$ vary. Chapter 5 treats the most general assumptions considered in this thesis. There (1.2) is stated to mean that $\rho_{1}, \rho_{2}$ and $\mu$ are unknown and $V$ is written in terms of one or more unknown param-eters-i.e., the $a_{i}$ where

$$
\begin{gather*}
\tilde{\theta}_{t}-\mu_{t}=\sum_{i=1}^{p} a_{i}\left(\tilde{\theta}_{t-i}-\mu_{t-i}\right)+\tilde{\epsilon}_{t}  \tag{1.3}\\
i=1, \ldots, p ; \quad \tilde{\theta}_{t-i}=\mu_{t-i}=0 \text { for } t-i \leq 0 ; \tilde{\epsilon} \sim N_{n}\left(0,\left(1 / \rho_{2}\right) I\right) .
\end{gather*}
$$

The process of Equation (1.3) is designated as "the general autoregressive process of order p." This departs somewhat from standard usage in time series analysis. In Chapter 5 the difference is stated and discussed further.

The following are special cases of well known results in Bayesian inference. (See Lindley and Smith (1972) for a convenient summary of the general statements.)

Result 1.1. The posterior density

$$
f_{\tilde{\theta}}\left|y(\theta) \propto f_{\tilde{y}}\right| \theta^{(y) f_{\tilde{\theta}}(\theta)}
$$

is multinormal $N_{n}\left(A^{-1} a, A^{-1}\right)$ where

$$
A=\rho_{2} V^{-1}+\rho_{1} I, \quad a=\rho_{2} V^{-1}{ }_{\mu}+\rho_{1} y
$$

Result 1.2. The marginal density

$$
f_{\tilde{y}}(y)=\int f_{\tilde{y} \mid \theta}(y) f_{\tilde{\theta}}(\theta) d \theta
$$

is multinormal $N_{n}\left(\mu, V / \rho_{2}+\mathrm{I} / \rho_{1}\right)$.
In the sequel the parameters $\mu_{1}, \mu_{2}, \cdots, \mu_{n}, \rho_{1}$ and $\rho_{2}$ are referred to as "hyperparameters." This designation, also, applies to the $a_{i} i=1, \ldots, p$ of Equation (1.3).

Let

$$
\begin{aligned}
P & =\left(a_{1}, \ldots, a_{p}, \mu_{1}, \ldots, \mu_{n}, \rho_{1}, \rho_{2}\right)^{\prime} \\
P * & =\left(a_{1}, \ldots, a_{p}\right)^{\prime} \\
P * * & =\left(\mu_{1}, \ldots, \mu_{n}, \rho_{1}, \rho_{2}\right)^{\prime} .
\end{aligned}
$$

Questions relevant to the specification of distributions for $\widetilde{\mathrm{P}} * * \mid \mathrm{P} *$ and $\widetilde{\mathrm{P}}$ are dealt with in Chapters 3 and 5 respectively.

## Previous Related Research

In a Biometrics article by Dr. F.L. Ramsey (1972) entitled "A Bayesian Approach to Bioassay," the situation depicted in Figure 1.2 was examined.


Figure l. 2.
(See, also, Antoniak (1969).)

For the experiment of Figure 1.2,

$$
\begin{aligned}
& n_{i}=\text { number of creatures subjected to dose } X_{i} \\
& s_{i}=\text { number of survivors among those at dose } X_{i} .
\end{aligned}
$$

The likelihood function is

$$
L \propto \prod_{i=1}^{M}\left[P\left(X_{i}\right)\right]^{s_{i}}\left[\left(1-P\left(X_{i}\right)\right)\right]^{n_{i}^{-s}} .
$$

To enforce the assumption that $P(X)$ is monotone increasing, Ramsey imposed a Dirichlet prior on the increments $d_{i}$, $\mathrm{i}=1, \ldots, \mathrm{M}+1$. Specifically, where $\left\{a_{i}: i=1, \ldots, M+1\right\}$ are nonnegative constants and $\sum_{i}^{M+1} a_{i}=1$, let $\beta \geq 0$ and take $\mathrm{i}=1$

$$
\pi \propto \prod_{i=1}^{M+1}\left(d_{i}\right)^{\beta a_{i}-1} .
$$

His stated objectives were:
i. For a fixed $X$, estimate $P(X)$.
ii. For a fixed $\gamma$, find that does $X *$ which has $P(X *)=\gamma$.

The success Ramsey enjoyed in realizing i. and ii. above was brought to my attention by Professor H. D. Brunk sometime in the spring of 1972. Professor Brunk made the observation that for a large number of X 's Ramsey's prior led to increments with small dependencies. He then surmised that one should be successful attacking a more general regression problem (e.g., the kind depicted in Figure l. l) by pursuing this technique. That is, perhaps one should proceed by writing a conjugate prior for the parameters of interest in a manner that will render the increments independent.

For the corrosion data of Figure l. l our initial investigation considered

$$
\tilde{y} \mid \theta \sim N_{8}(\theta, I), \quad \tilde{\theta}=\mu+T \tilde{\epsilon}
$$

where
$\mu=X \tau ; \tau \in \mathbb{R}^{\prime}, \rho \geq 0$ are unknown and $X=(1.52 .02 .53 .03 .54 .04 .5 \text { 5.0 })^{\prime}$. This implies

$$
\Delta \tilde{\theta}_{t-1}=\tilde{\theta}_{t}-\widetilde{\theta}_{t-1}=\tau+\tilde{\epsilon}_{t}, \quad t=1, \ldots, 8, \quad \tilde{\theta}_{0}=0
$$

i.e., a process with independent increments.

In accord with the basic framework stated on page 3 we have

$$
\tilde{\theta} \sim \mathrm{N}_{8}\left(\mu,(1 / \rho) \mathrm{TT}^{\prime}\right)
$$

A discussion of the appropriateness of this prior along with a detailed analysis of the ensuing estimation problem is given in Chapter 3.

The corrosion data is analyzed again in Chapter 5. There, more general assumptions are made concerning dependencies among the components of $\theta$. As indicated earlier, we assume (in Chapter 5) that the parameters minus their prior means are generated by the general autoregressive process of order $p$ (Equation(l.3)). For the corrosion application we take $p=3$ and discuss a solution of the resulting estimation problem.
II. THE BAYES ESTIMATE $\hat{\theta}=E(\tilde{\theta} \mid \tilde{y}=y)$

Throughout this chapter we write

$$
\begin{equation*}
\tilde{y} \mid \theta \sim N_{n}(\theta, I) \quad \text { and } \quad \tilde{\theta} \sim N_{n}(\mu,(1 / \rho) V) \tag{2.1}
\end{equation*}
$$

with the understanding that $\mu$ and $V$ are fixed; $V$ is assumed positive definite and $\rho>0$ is variable. The sequence proceeds roughly as follows. First, $\hat{\theta}=E(\tilde{\theta} \mid y)$ is introduced as the estimate to be taken for $\theta$ (see Result 1.1, p. 5) and alternate expressions for $\theta$ are derived. Then, an investigation of some of the basic geometry relating the prior mean $\mu$, the Bayes estimate $\widehat{\theta}$, and $\bar{\theta}$ (the m.l.e.) is outlined. We next set $\mu=0$ and $\mathrm{V}=\mathrm{I} \quad(\widehat{\theta}=(1-\rho /(1+\rho)) \mathrm{y})$ and take the mode of

$$
\begin{equation*}
f_{\widetilde{\pi} \mid y}(\pi) \propto f_{\tilde{y} \mid \pi}(y) f_{\tilde{\pi}}(\pi) \tag{2.2}
\end{equation*}
$$

where $\pi=\frac{\rho}{1+\rho}$, as an estimate of $\pi$. Here

$$
f_{\tilde{y} \mid \pi}(y)=\int f_{\tilde{y} \mid \theta}(y) f_{\tilde{\theta}}(\theta) d \theta \propto \pi^{(n / 2)} \exp \left((-1 / 2) \pi y^{\prime} y\right)
$$

and $f_{\pi}(\pi)$ is some prior distribution of $\pi$. When $f_{\pi}(\pi)$ is taken to be an (appropriately defined) improper gamma density, the modal calculation results in an estimator $\theta * \quad$ (indexed by the prior) having the property that $\mathrm{E}_{\boldsymbol{\theta}}(\theta *-\theta)^{\prime}(\theta *-\theta)<\mathrm{E}_{\theta}(\bar{\theta}-\theta)^{\prime}(\bar{\theta}-\theta) \quad \forall \theta \in \mathbb{R}^{\mathrm{n}}$. It is shown that the positive part version of the James-Stein rule corresponds to
the "flat" gamma prior. More precisely, in taking $f_{\widetilde{\pi}}(\pi) \propto(1 / \pi) l_{(0, \infty)}(\pi), \quad$ the mode of the posterior density (2.2) results in a $\theta$.

$$
\theta *=\overline{\bar{\theta}}^{+}=\left(1-(n-2) / y^{\prime} y\right)^{+} y .
$$

This motivates (to a certain extent) the work in succeeding chapters since it is proposed that a serious competitor of the James Stein estimator (and related estimators) should result by following the strategy sketched above--after making more realistic assumptions regarding $\mu, \rho$, and $V$.

If we consider $V$ matrices which are not proportional to the identity, how can we write such a matrix in an advantageous manner? Note the covariance structure generated by the following considerations: To accommodate the notion that the response curve is "smooth," let us write--

$$
\begin{equation*}
\tilde{y} \mid \theta \sim N_{n}(\theta, I) \quad \text { and } \quad \tilde{\phi} \sim N_{n}(0,(1 / \rho) I) \tag{2.3}
\end{equation*}
$$

where $\tilde{\phi}_{1}=\tilde{\theta}_{1}, \quad \tilde{\phi}_{k}=\tilde{\theta}_{k}-\tilde{\theta}_{k-1}, \quad k=2,3, \ldots, n$. Observe that $\rho \tilde{\phi}^{\prime} \tilde{\phi} \sim X_{n}^{2} ;$ consequently

$$
E \tilde{\phi}^{\prime} \tilde{\phi}=E \sum_{i=1}^{n}\left(\tilde{\theta}_{i}-\tilde{\theta}_{i-1}\right)^{2}=n / \rho
$$

or

$$
\frac{\sum_{i=1}^{n} E\left(\tilde{\theta}_{i}-\tilde{\theta}_{i-1}\right)^{2}}{n}=\frac{1}{\rho}
$$

The prior precision $\rho$ quantifies the belief that "on the average, we do not expect differences between adjacent $\theta$ 's to be exceedingly large." In the next chapter, a procedure for estimating $\rho$ is given.

The present chapter is concluded by deducing consequences of the assumption (2.3). That assumption is--in a sense-one step removed from the assumption,

$$
\begin{equation*}
\tilde{y} \mid \theta \sim N_{n}(\theta, I), \quad \tilde{\theta} \sim N_{n}(0,(1 / \rho) I) \tag{2.4}
\end{equation*}
$$

where estimators of known quality are derived (e.g. $\overline{\bar{\theta}}^{+}$).
As the chapter concludes, it becomes clear that good estimates of $\theta$ do result from the intermediate model (2.3). In Chapter 3 we keep the covariance structure on $\tilde{\theta}$ implied by (2.3) but we take an additional step and as sume that $E \tilde{\theta}=\mu \neq 0$. An estimate for $\theta$ is then written in terms of estimates for $\mu$ and $\rho$. The intermediate model provides another service. It suggests the possibility of filling out the $V$ matrix by imposing autoregressive priors on the $\theta^{\prime} s$ of a more general nature (Equation (1.3) for example).

## Alternate Expressions for $\widehat{\theta}$

In this section and in that which follows, the general distributional situation of (2.1) is assumed.

Since $f_{\widetilde{\theta} \mid y}(\theta) \propto \exp \left((-1 / 2)\left(\theta-A^{-1} a\right)^{\prime} A\left(\theta-A^{-1} a\right)\right) \quad$ where $A=\rho V^{-1}+I, \quad a=\rho V^{-1}{ }_{\mu}+y$ (Result 1.1); as an estimate of $\theta$ we will take the posterior mean

$$
\begin{equation*}
\widehat{\theta}=E(\tilde{\theta} \mid y)=A^{-1} a \tag{2.5}
\end{equation*}
$$

Equation (2.5) can be expressed in a more informative manner if we use the standard matrix result

$$
(P+Q)^{-1}=P^{-1}\left(P^{-1}+Q^{-1}\right)^{-1} Q^{-1}
$$

and write

$$
\begin{align*}
\widehat{\theta}=A^{-1} a & =\left(\rho V^{-1}+\mathrm{I}\right)^{-1}\left(\rho \mathrm{~V}^{-1} \mu+y\right) \\
& =((1 / \rho) \mathrm{V}+\mathrm{I})^{-1}(1 / \rho) \mathrm{V}\left(\rho \mathrm{~V}^{-1} \mu+\mathrm{y}\right)  \tag{2.6}\\
& =((1 / \rho) \mathrm{V}+\mathrm{I})^{-1} \mu+((1 / \rho) \mathrm{V}+\mathrm{I})^{-1}(1 / \rho) \mathrm{Vy}
\end{align*}
$$

Equation (2.6) expresses $\widehat{\theta}$ as a weighted sum of the prior mean and the data in an interesting way; i.e., the sum of the "weights" is the identity matrix.

Another expression for $\widehat{\theta}$ is achieved by writing the spectral decomposition of $V$. We are guaranteed an orthogonal matrix $R=\left(R_{1}, R_{2}, \ldots, R_{n}\right), \quad R R^{\prime}=R^{\prime} R=\sum_{i=1}^{n} R_{i} R_{i}^{\prime}=I$, where
$R^{\prime} V R=\Lambda=\delta\left(\lambda_{i}\right), \quad i=1, \ldots, n$. In general $\delta\left(u_{i}\right)$ will designate that diagonal matrix whose ith diagonal element is $u_{i}$. Define $R_{i} R_{i}^{\prime}=E_{i} . \quad$ Then

$$
\begin{align*}
\widehat{\theta} & =\left(1 / \rho R \Lambda R^{\prime}+I\right)^{-1} \mu+\left[\left(1 / \rho R \Lambda R^{\prime}+I\right)^{-1}\left(1 / \rho R \Lambda R^{\prime}\right)\right] y \\
& =R \delta\left(\frac{\rho}{\lambda_{i}+\rho}\right) R^{\prime} \mu+R \delta\left(\frac{\lambda_{i}}{\lambda_{i}+\rho}\right) R^{\prime} y  \tag{2.7}\\
& =\left(\sum_{i=1}^{n}\left(\frac{\rho}{\lambda_{i}+\rho}\right) E_{i}\right) \mu+\left(\sum_{i=1}^{n}\left(\frac{\lambda_{i}}{\lambda_{i}+\rho}\right) E_{i}\right) y, \quad i=1,2, \ldots, n .
\end{align*}
$$

The spectral decomposition result for positive semidefinite matrices is used in several places throughout this paper. In each instance, the notation is identical to that introduced above. Accordingly, the symbols for eigenvalues, eigenvectors, and projections (the $E_{i}$ ) have meaning only with in the immediate context of their appearance.

## Results Regarding the Nature of $\widehat{\theta}$--Some Inequalities

From (2.6) or (2.7), $\widehat{\theta}$ is seen to be a fairly complicated mixture of $\mu$ and $\bar{\theta}=y \quad \widehat{\theta}$ is a convex sum of $\mu$ and $\bar{\theta}$ only when $V$ is proportional to the identity). In this section the concern is with the effect that $\rho$ has on the basic features of the geometry relating $\mu, \widehat{\theta}$, and $\bar{\theta}$.

First, from (2.7) we easily have

Lemma 2.1. (i) $\lim _{\rho \rightarrow 0} \hat{\theta}=\bar{\theta}=y \quad$ (data)
(ii) $\lim \widehat{\theta}=\mu \quad$ (prior mean). $\rho \rightarrow \infty$

In what follows, $\quad\|v\|=\sqrt{v^{\prime} v}, \quad v \in \mathbb{R}^{n}$.

Lemma 2.2. (i) $\|\hat{\theta}-y\|^{2}=(\mu-y)^{\prime} R \delta\left[\left(\frac{\rho}{\lambda_{i}+\rho}\right)^{2}\right] R^{\prime}(\mu-y)$
(ii) $\|\hat{\theta}-\mu\|^{2}=(\mu-y)^{\prime} R \delta\left[\left(\frac{\lambda_{i}}{\lambda_{i}+\rho}\right)^{2}\right] R^{\prime}(\mu-y)$.

Proof of (i). Again, from (2.7)

$$
\begin{aligned}
\|\hat{\theta}-y\|^{2}= & {\left[R \delta\left(\frac{\rho}{\lambda_{i}+\rho}\right) R^{\prime} \mu+R \delta\left(\frac{\lambda_{i}}{\lambda_{i}+\rho}\right) R^{\prime} y-y\right]^{\prime} } \\
& \times\left[R \delta\left(\frac{\rho}{\lambda_{i}+\rho}\right) R^{\prime} \mu+R \delta\left(\frac{\lambda_{i}}{\lambda_{i}+\rho}\right) R^{\prime} y-y\right] \\
= & \left\|\delta\left(\frac{\rho}{\lambda_{i}+\rho}\right) R^{\prime} \mu+\delta\left(\frac{\lambda_{i}}{\lambda_{i}+\rho}\right) R^{\prime} y-R^{\prime} y\right\|^{2} \\
= & \left\|\delta\left(\frac{\rho}{\lambda_{i}+\rho}\right) R^{\prime} \mu+\left[\delta\left(\frac{\lambda_{i}}{\lambda_{i}+\rho}\right)-I\right] R^{\prime} y\right\|^{2} \\
= & \left\|\delta\left(\frac{\rho}{\lambda_{i}+\rho}\right) R^{\prime} \mu-\delta\left(\frac{\rho}{\lambda_{i}+\rho}\right) R^{\prime} y\right\|^{2} \\
= & (\mu-y)^{\prime} R \delta\left[\left(\frac{\rho}{\lambda_{i}+\rho}\right)^{2}\right] R^{\prime}(\mu-y) .
\end{aligned}
$$

The proof of (ii) is similar.

Lemma 2.3. Let $W$ be an $n \times n$ symmetric matrix, $\lambda_{1} \geq \cdots \geq \lambda_{n}$ be its eigenvalues. Then

$$
\text { (i) } \sup _{x}\left(x^{\prime} W x / x^{\prime} x\right)=\lambda_{1}
$$

and
(ii) $\inf _{x}\left(x^{\prime} W x / x^{\prime} x\right)=\lambda_{n}$.

For a complete proof of Lemma 2.3 followed by related results see Rio (1968).

The limiting process of Lemma 2.1 can be understood in view of the following theorem and its corollaries.

Theorem 2.1. Let $\lambda_{1}>\ldots>\lambda_{n}$ be the eigenvalues of $V$ where $\operatorname{cov}(\theta)=(1 / \rho) V$ then
(i) $\left(\frac{\rho}{\lambda_{1}+\rho}\right)\|\mu-y\| \leq\|\hat{\theta}-y\| \leq\left(\frac{\rho}{\lambda_{n}+\rho}\right)\|\mu-y\|$.
(ii) $\left(\frac{\lambda_{n}}{\lambda_{n}{ }^{+\rho}}\right)\|\mu-y\| \leq\|\hat{\theta}-\mu\| \leq\left(\frac{\lambda_{1}}{\lambda_{1}+\rho}\right)\|\mu-y\|$.

Proof of (i). From Lemmas 2.2, 2.3

$$
\begin{aligned}
& \sup _{y} \frac{\|\hat{\theta}-y\|^{2}}{\|\mu-y\|^{2}}=\sup _{y} \frac{(\mu-y)^{\prime} R \delta\left[\left(\frac{\rho}{\lambda_{i}+\rho}\right)^{2}\right] R^{\prime}(\mu-y)}{(\mu-y)^{\prime}(\mu-y)}=\left(\frac{\rho}{\lambda_{n}+\rho}\right)^{2}, \\
& \therefore \quad\|\hat{\theta}-y\| \leq\left(\frac{\rho}{\lambda_{n}+\rho}\right)\|\mu-y\| \quad \forall y \in \mathbb{R}^{n} .
\end{aligned}
$$

Also, $\quad \inf \frac{\|\hat{\theta}-y\|^{2}}{\|\mu-y\|^{2}}=\left(\frac{\rho}{\lambda_{1}+\rho}\right)^{2} . \quad$ (Lemma 2.3(ii).) Therefore

$$
\|\hat{\theta}-y\| \geq\left(\frac{\rho}{\lambda_{1}+\rho}\right)\|\mu-y\| \quad \forall y \in \mathbb{R}^{n}
$$

Again, the proof of (ii) is similar.
The following

Corollary 2.1. (i) $\|\hat{\theta}-\mathrm{y}\| \leq\|\mu-y\|$
(ii) $\|\hat{\theta}-\mu\| \leq\|\mu-y\|$
is obvious from Theorem 2.1.

Corollary 2. 2.

> (i) If $\rho \leq \lambda_{n}$, then $\|\hat{\theta}-y\| \leq\|\hat{\theta}-\mu\|$
> (ii) If $\rho \geq \lambda_{1}$, then $\|\hat{\theta}-y\| \geq\|\hat{\theta}-\mu\|$

Proof of (i). From Theorem 2.1 we have $\|\hat{\theta}-\mathrm{y}\| \leq\left(\frac{\rho}{\lambda_{\mathrm{n}}+\rho}\right)\|\mu-\mathrm{y}\|$. Suppose that $\rho \leq \lambda_{n} ;$ then $\lambda_{n}+\rho \geq 2 \rho$ or $\frac{\rho}{\lambda_{n}+\rho} \leq 1 / 2$ so that

$$
\begin{aligned}
\|\hat{\theta}-y\| \leq(1 / 2)\|\mu-y\| & \leq(1 / 2)\|(\mu-\hat{\theta})+(\hat{\theta}-y)\| \\
& \leq(1 / 2)\|\mu-\hat{\theta}\|+(1 / 2)\|\hat{\theta}-y\|
\end{aligned}
$$

which implies $\|\hat{\theta}-y\| \leq\|\hat{\theta}-\mu\|$.
The proof of (ii) is similar to that of (i).

## The James-Stein Estimate $\overline{\bar{\theta}}$ and Related Results

Within the framework

$$
\begin{equation*}
\tilde{\mathrm{y}} \mid \theta \sim \mathrm{N}_{\mathrm{n}}(\theta, \mathrm{I}), \quad \tilde{\theta} \sim \mathrm{N}_{\mathrm{n}}(0,(1 / \rho) \mathrm{I}), \quad \rho>0 \tag{2.8}
\end{equation*}
$$

Efron and Morris (1973) provide an elementary investigation of the James-Stein estimator

$$
\overline{\bar{\theta}}=\left(1-(n-2) / y^{\prime} y\right) y
$$

and discuss such modifications of $\overline{\bar{\theta}}$ as

$$
\overline{\bar{\theta}}^{+}=\left(1-(n-2) / y^{\prime} y\right)^{+} y .
$$

The "plus" notation is intended as usual; i.e., for real a

$$
a^{+}=\max (0, a)
$$

Charles Stein's original paper (1956) demonstrated the inadmis sibility of $\bar{\theta}$ (the m.l.e.) in the sense that

$$
(1 / n) E_{\theta}(\theta-\overline{\bar{\theta}})^{\prime}(\theta-\overline{\bar{\theta}})<(1 / n) E_{\theta}(\theta-\bar{\theta})^{\prime}(\theta-\bar{\theta})=1, \quad \forall \theta \in \mathbb{R}^{\mathrm{n}} .
$$

In what follows, whenever reference is made to the "loss function" $L(\theta, \theta *)$ or to the "risk function" $R(\theta, \theta *)$ where $\theta *$ is some estimator of $\theta$, the intention is that

$$
L(\theta, \theta *)=(1 / n)(\theta-\theta *)^{\prime}(\theta-\theta *)=(1 / n) \sum_{i=1}^{n}\left(\theta_{i}-\theta_{i}^{*}\right)^{2}
$$

and $R(\theta, \theta *)=E_{\theta} L(\theta, \theta *)$. Regarding the notation for expectations, $E_{\theta}(\cdot), E_{y}(\cdot)$, and $E(\cdot)$ are used to denote expectations with respect to the distributions of $\tilde{y}|\theta, \tilde{\theta}| y$, and $(\tilde{y}, \tilde{\theta})$ respectively. "An estimator $\theta * *$ dominates an estimator $\theta *$ " will be taken to mean that $R(\theta, \theta * *) \leq R(\theta, \theta *) \quad \forall \theta \in \mathbb{R}^{n} \quad$ and $R\left(\theta_{1}, \theta * *\right)<R\left(\theta_{1}, \theta *\right)$ for some $\theta_{1} \in \mathbb{R}^{n}$. "Uniform dominance" will be used to describe the situation where strict inequality holds $\quad \forall \theta \in \mathbb{R}^{n}$.
A. Baranchik in his unpublished thesis (Stanford) proved the uniform dominance of $\overline{\bar{\theta}}^{+}$over $\overline{\bar{\theta}}$.

The estimator $\overline{\bar{\theta}}$ can be obtained from (2.8) by replacing $\frac{\rho}{1+\rho}$ in the posterior mean

$$
\begin{equation*}
\widehat{\theta}=E(\tilde{\theta} \mid y)=(1-\rho /(1+\rho)) y \tag{2.9}
\end{equation*}
$$

(recall the assumptions in (2.8)) with an estimate based upon information provided by the marginal distribution

$$
\begin{equation*}
\tilde{y} \sim N_{n}(0,(l+\rho) / \rho I) \tag{2.10}
\end{equation*}
$$

Within (2.10), $\tilde{y}^{\prime} \tilde{y}$ is a complete sufficient statistic and a standard calculation shows that

$$
E\left(\frac{n-2}{\tilde{y}^{\prime} \tilde{y}}\right)=\frac{\rho}{(1+\rho)}
$$

(Let $\tilde{u}=\left(\frac{\rho}{(1+\rho)}\right) \tilde{y}^{\prime} \tilde{y} ;$ then $\tilde{u} \sim x_{n}^{2}$ and

$$
\begin{aligned}
E\left(\frac{n-2}{\tilde{y}^{\prime} \tilde{y}}\right) & =\left(\frac{\rho}{(1+\rho)}\right) E\left(\frac{n-2}{\widetilde{u}}\right) \\
& =\left(\frac{\rho}{(1+\rho)}\right)(n-2) \frac{1}{\Gamma(n / 2) 2^{n / 2}} \int_{0}^{\infty}\left(\frac{1}{u}\right) u^{\frac{n}{2}-1} e^{-u / 2} d u \\
& \left.=\left(\frac{\rho}{(1+\rho)}\right)(n-2) \frac{\Gamma\left(\frac{n}{2}-1\right) 2^{\frac{n}{2}-1}}{\Gamma(n / 2) 2^{n / 2}}=\frac{\rho}{1+\rho} .\right)
\end{aligned}
$$

Hence the criterion of m.v.u.e. (as applied to the marginal distribution of $\tilde{y})$ is seen to result in the James-Stein estimator.

Instead of imposing unbiasedness (within the framework of (2.10)), we might have a suitable prior density $f_{\tilde{\rho}}(\rho)$ in mind defining $\rho \geq 0$; and write $f_{\tilde{\rho} \mid y}(\rho) \propto f_{\tilde{y} \mid \rho}(y) f_{\tilde{\rho}}(\rho)$ with the intention of using the mode of this posterior density to estimate $\rho$. Here, $\mathrm{f}_{\mathrm{y}}^{\mathrm{y}} \mid \rho(\mathrm{y}) \quad$ is the density defined by (2.10); i.e.,

$$
\begin{equation*}
\mathrm{f}_{\tilde{\mathrm{Y}} \mid \rho}(\mathrm{y}) \propto \pi^{(\mathrm{n} / 2)} \exp \left((-1 / 2) \pi y^{\prime} \mathrm{y}\right), \tag{2.11}
\end{equation*}
$$

where $\pi=\frac{\rho}{(1+\rho)}$ and $\rho \geq 0$. The natural (conjugate) prior for $\pi-$ considering (2.11)--is $\quad f_{\pi}(\pi) \propto \pi^{(a-1)} \exp (-\pi / \beta) l_{(0,1)}(\pi), \quad a>0, \beta>0$. Combining this prior with the likelihood function of (2.11) results in the posterior

$$
\begin{equation*}
f_{\tilde{\pi} \mid y^{(\pi)}} \propto \pi^{(n / 2)+(a-1)} \exp \left((-1 / 2) \pi y^{\prime} y-\pi / \beta\right) 1(0,1)^{(\pi)} \tag{2.12}
\end{equation*}
$$

Calculations for the mode of (2.12) proceed, as usual,

$$
\begin{gathered}
L=\ln f_{\tilde{\pi} \mid y}(\pi)=(\text { const. })+(n / 2+(a-1)) \ln \pi-(1 / 2) \pi y^{\prime} y-\pi / \beta \\
\left.\frac{\partial L}{\partial \pi}\right|_{\hat{\pi}}=\frac{(n / 2+a-1)}{\pi}-(1 / 2) y^{\prime} y-1 / \beta=0
\end{gathered}
$$

which implies

$$
(n / 2+a-1)-\widehat{\pi}\left(y^{\prime} y+2 / \beta\right)=0
$$

or

$$
\hat{\pi}=\frac{(n-2)+2 a}{y^{\prime} y+2 / \beta}=\frac{n+2(a-1)}{y^{\prime} y+2 / \beta}
$$

provided that $\widehat{\pi}<1$. Assume that $n \geq 2$. What is the mode of (2.12) if a given $y^{\prime} y$ renders the stationary point larger than 1 ? In that even the mode is at $\pi=1$ since

$$
\frac{\partial L}{\partial \pi}=(1 / 2)\left(y^{\prime} y+2 / \beta\right)\left[(1 / \pi) \frac{(n+2(\alpha-1))}{y^{\prime} y+2 / \beta}-1\right]=(1 / 2)\left(y^{\prime} y+2 / \beta\right)[(1 / \pi) \hat{\pi}-1]
$$

implies that the slope (as a function of $\pi$ ) is positive to the left of the stationary point. The modal estimate is therefore

$$
\hat{\pi}=\min \left\{1, \frac{\mathrm{n}+2(\mathrm{a}-1)}{\mathrm{y}^{\prime} \mathrm{y}+2 / \beta}\right\} .
$$

Substituting for $\pi=\frac{\rho}{1+\rho}$ in (2.9) we have

$$
\begin{equation*}
\widehat{\theta}=\left(1-\frac{n+2(a-1)}{y^{\prime} y+2 / \beta}\right)^{+} y \tag{2.13}
\end{equation*}
$$

From (2.13) the positive part version of the James-Stein estimator is the consequence of taking the "flat" gamma prior $a=0$ and $\beta=\infty$.

The following theorem concerns the naive estimator $(\beta=\infty) \hat{\theta}_{0}$,

$$
\begin{equation*}
\hat{\theta}_{0}=\left(1-\frac{(n-2)+2 a}{y^{\prime} y}\right) y \tag{2.14}
\end{equation*}
$$

Theorem 2.1. If $n>2(a+1)$, then the estimator $\widehat{\theta}_{0}$ uniformly dominates $\bar{\theta} \cdot R\left(\theta, \hat{\theta}_{0}\right)$ is minimized for the case where $a=0$; i.e., where $\hat{\theta}_{0}$ is equal to the James-Stein estimator.

Proof. The proof will follow the strategy Efron and Morris (1973) have used to establish the uniform dominance of $\overline{\bar{\theta}}$ over $\bar{\theta}$. The key idea is that, where $\tilde{\theta} \sim N_{n}(0,(1 / \rho) I), \rho>0$, we have $\|\theta\|^{2} \sim\left(\frac{1}{\rho}\right) X_{n}^{2}$; and the family of distributions of $\|\theta\|^{2}$ being complete as a function of $\rho$ is also complete as a function of $\frac{\rho}{1+\rho}$.

Next, let

$$
\begin{equation*}
R_{1}=1-(2-c /(n-2))(c / n) E_{\theta}\left(\frac{n-2}{\tilde{y}^{\prime} \tilde{y}^{\prime}}\right) \tag{2.15}
\end{equation*}
$$

where

$$
c=(n-2)+2 a \text { and }
$$

$$
\begin{equation*}
R_{2}=(1 / n) E_{\theta}\left(\hat{\theta}_{0}-\theta\right)^{\prime}\left(\hat{\theta}_{0}-\theta\right) \tag{2.16}
\end{equation*}
$$

Since $\tilde{y} \mid \theta \sim N_{n}(\theta, I), \quad \tilde{y}{ }^{\prime} \tilde{y} \quad$ is distributed as a noncentral $x^{2}$
on $n$ degrees of freedom with noncentrality parameter $\theta^{\prime} \theta . R_{1}$ is therefore a function of $\theta^{\prime} \theta$. To see that $R_{2}$ is also a function of $\theta^{\prime} \theta$, consider

$$
\begin{aligned}
R_{2} & =(1 / n) E_{\theta}\left(\left(1-c / \tilde{y}^{\prime} \tilde{y}\right) \tilde{y}^{\prime}-\theta\right)^{\prime}\left(\left(1-c / \tilde{y}^{\prime} \tilde{y}\right) y-\theta\right) \\
& =(1 / n) E_{\theta}\left(\left(1-c / \tilde{y}^{\prime} \tilde{y}^{2} \tilde{y}^{\prime} \tilde{y}^{\prime} \tilde{y}-2\left(1-c / \tilde{y}^{\prime} \tilde{y}^{\prime}\right) \tilde{y}^{\prime} \theta+\theta^{\prime} \theta\right) .\right.
\end{aligned}
$$

It is sufficient to argue that $\mathrm{E}_{\theta}\left(\tilde{y}^{\prime} \theta / \tilde{y}^{\prime} \tilde{y}\right)$ is a function of $\theta^{\prime} \theta$. To see why this expectation is a function of $\theta^{\prime} \theta$, let $\quad v=\theta /\|\theta\|$ and $u^{(i)}$ be the ith unit vector of $\mathbb{R}^{n} ;$ i.e.,

$$
u_{k}^{(i)}=\left\{\begin{array}{ll}
l & i=k \\
0 & i \neq k
\end{array} \quad i=1,2, \ldots, n .\right.
$$

Let $U_{1}, U_{2}, \ldots, U_{n}$ be the orthonormal basis resulting from a Gram-Schmidt application on $\quad v, \quad u^{(i)} i=2,3, \ldots, n \quad$ (assuming, of course, that $v_{l} \neq 0$--otherwise--more care is required in selecting the $u^{(i)}$ 's). $U=\left(U_{1}, U_{2}, \ldots, U_{n}\right)$ is an orthogonal matrix such that $U^{\prime} \theta=\|\theta\| u^{(1)}$. Set $U^{\prime} \tilde{y}=\tilde{z}, \quad$ then $\tilde{z} \mid \theta \sim N_{n}\left(\|\theta\| u^{(1)}, I\right) . \quad$ Finally,

$$
\begin{aligned}
E_{\theta}\left(\tilde{y}^{\prime} \theta / \tilde{y}^{\prime} \tilde{y}\right) & =E_{\theta}\left(\frac{\left(U^{\prime} \tilde{y}^{\prime}\left(U^{\prime} \theta\right)\right.}{\tilde{y}^{\prime} \tilde{y}^{\prime}}\right)=E_{\theta}\left(\frac{\|\theta\| \tilde{z}_{1}}{\tilde{y}^{\prime} \tilde{y}}\right) \\
& =\|\theta\| E_{\theta}\left(\left(1 / \tilde{y}^{\prime} \tilde{y}^{\prime}\right) E_{\theta}\left(\tilde{z}_{l} \mid y^{\prime} y\right)\right)
\end{aligned}
$$

The function $E_{\theta}\left(\tilde{z}_{1} \mid y^{\prime} y\right)$ answers the following question. What is the center of mass of a "thin" spherical shell $\tilde{y}^{\prime} \tilde{y}=S$ when the mass
has a normal (spherical) distribution about $\|\theta\| u^{(1)}$ ? The expectation clearly depends only upon the values of $y^{\prime} y$ and $\theta^{\prime} \theta$ so we write

$$
E_{\theta}\left(\tilde{y}^{\prime} \theta \mid \tilde{y}^{\prime} \tilde{y}\right)=f\left(\tilde{y}^{\prime} \tilde{y}, \theta^{\prime} \theta\right)
$$

where $f$ is some function measurable with respect to the sigma field generated by $y^{\prime} y$ for a given $\theta^{\prime} \theta$.

Next, we show that $E R_{1}=E R_{2} \quad \forall \rho>0 \quad\left(\forall \frac{\rho}{1+\rho}\right.$ such that $0<\frac{\rho}{1+\rho}<1$ ). With this done, the completeness of $\theta^{\prime} \theta$ implies $R_{1}=R_{2}$ (a.e.).
${\underline{\text { Proof that }} \mathrm{ER}_{1}=\mathrm{ER}_{2} .}$
(i) Calculation of $E R_{1}$ :

$$
\begin{aligned}
& E_{\theta}\left(\frac{n-2}{\tilde{y}^{\prime} \tilde{y}}\right)=E_{y}\left(\frac{n-2}{\widetilde{y}^{\prime} \tilde{y}}\right)=E\left(\frac{n-2}{\tilde{y}^{\prime} \tilde{y}}\right)=\left(\frac{\rho}{l+\rho}\right) \quad(\text { see } p \cdot 20) \\
& \therefore \quad E R_{1}=1-\left(2-\frac{c}{n-2}\right)\left(\frac{c}{n}\right)\left(\frac{\rho}{1+\rho}\right)
\end{aligned}
$$

(ii) Calculation of $E R_{2}$ :

$$
\begin{aligned}
& \frac{1}{n} E E_{\theta}\left(\hat{\theta}_{0}-\theta\right)^{\prime}\left(\hat{\theta}_{0}-\theta\right) \\
= & \frac{1}{n} E E_{y}\left(\hat{\theta}_{0}-\theta\right)^{\prime}\left(\hat{\theta}_{0}-\theta\right) \\
= & \frac{1}{n} E_{y}\left[\left(1-\frac{c}{\tilde{y}^{\prime} \tilde{y}}\right) \tilde{y}-\theta\right]^{\prime}\left[\left(1-\frac{c}{\tilde{y}^{\prime} \tilde{y}}\right) \tilde{y}-\theta\right] \\
= & \frac{1}{n} E\left[\left(1-\frac{c}{\tilde{y}^{\prime} \tilde{y}}\right) \tilde{y}-\left(\frac{1}{1+\rho}\right) \tilde{y}\right]^{\prime}\left[\left(1-\frac{c}{\tilde{y}^{\prime} \tilde{y}}\right) \tilde{y}-\left(\frac{1}{1+\rho}\right) \tilde{y}\right] \quad+
\end{aligned}
$$

$$
\begin{align*}
& +\frac{l}{l+\rho}\left(\text { since } \quad \tilde{\theta} \left\lvert\, y \sim N_{n}\left(\left(\frac{l}{l+\rho}\right) y,\left(\frac{l}{l+\rho}\right) I\right)\right.\right) \\
& =\frac{1}{n} E\left[\left(\frac{\rho}{1+\rho}-\frac{c}{\tilde{y}^{\prime} \tilde{y}}\right)^{2} \tilde{y}^{\prime} \tilde{y}\right]+\frac{1}{1+\rho} \\
& =\frac{1}{n} E\left[\tilde{y}^{\prime} \tilde{y}\left(\frac{\rho}{1+\rho}\right)^{2}-2\left(\frac{\rho c}{1+\rho}\right)+\frac{c^{2}}{\tilde{y}^{\prime} \tilde{y}}\right]+\frac{1}{1+\rho} \\
& =\frac{1}{n}\left[\left(\frac{\rho}{1+\rho}\right)^{2} n\left(\frac{l+\rho}{\rho}\right)-\frac{2 \rho c}{1+\rho}+\frac{c^{2}}{n-2} E\left(\frac{n-2}{\tilde{Y}^{\prime} \tilde{y}}\right)\right]+\frac{1}{l+\rho} \\
& \text { (since } \tilde{y} \sim N_{n}\left(0,\left(\frac{l+\rho}{\rho}\right) I\right) \text { and }\left(\frac{\rho}{l+\rho}\right) \tilde{y}^{\prime} \tilde{y} \sim X_{n}^{2} \text { ) } \\
& =\frac{1}{n}\left[n\left(\frac{\rho}{1+\rho}\right)-\frac{2 \rho c}{1+\rho}+\frac{c^{2}}{n-2} E\left(\frac{n-2}{\hat{y}^{\prime} \tilde{y}}\right)\right]+\frac{1}{1+\rho} \\
& =1-\frac{2 c}{n}\left(\frac{\rho}{1+\rho}\right)+\frac{c^{2}}{n(n-2)} E\left(\frac{n-2}{\tilde{y}^{\prime} \tilde{y}}\right) \\
& =1-\left(2-\frac{c}{n-2}\right)\left(\frac{c}{n}\right)\left(\frac{\rho}{1+\rho}\right) . \tag{2.17}
\end{align*}
$$

The conclusion is that $R_{1}=R_{2}$ (a.e.).
Now assume that $n>2(a+1)$. Since $R_{1}=(1 / n) E_{\theta}\left(\hat{\theta}_{0}-\theta\right)^{\prime}\left(\hat{\theta}_{0}-\theta\right)=1-(2-c /(n-2))(c / n) E_{\theta}\left((n-2) / \tilde{y}^{\prime} \hat{y}\right)$,
and since $(1 / n) E_{\theta}(\bar{\theta}-\theta)^{\prime}(\bar{\theta}-\theta)=1$, the uniform dominance of $\widehat{\theta}_{0}$ over $\bar{\theta}=y$ is established by showing that

$$
\begin{equation*}
0<(2-c /(n-2))(c / n) . \tag{2.18}
\end{equation*}
$$

Now, $c / n>0$ since $c>0$. The truth of (2.18) easily follows since

$$
2-\frac{c}{n-2}=2-\frac{(n-2)+2 a}{n-2}=1-\frac{2 a}{n-2}
$$

and we have assumed that $n>2(a+1)$ or $n-2>2 a$.
Finally, the fact that the James-Stein estimator uniformly dominates all estimators described by Equation (2.14) (under the conditions of the above theorem) is transparent from the identity

$$
\begin{equation*}
\left(2-\frac{c}{n-2}\right)(c / n)=\frac{1}{n(n-2)}\left((n-2)^{2}-4 a^{2}\right) \tag{2.19}
\end{equation*}
$$

(2.19) being maximized where $a=0$. This concludes the proof.

## Noninformative Priors

In the last section, the marginal distribution of $\tilde{y}$ (see (2.10)) was

$$
\begin{equation*}
f_{\tilde{y} \mid \pi}(y) \propto \pi^{(n / 2)} \exp \left((-1 / 2) \pi y^{\prime} y\right) \tag{2.20}
\end{equation*}
$$

where $\pi=\frac{\rho}{l+\rho}$. It was found that

$$
\mathrm{f}_{\tilde{\pi}}(\pi) \propto(1 / \pi) l_{(0,1)}(\pi)
$$

combined with (2.20) to give a posterior distribution $g_{\vec{\pi} \mid y}(\pi)$ whose mode, $\widehat{\pi}$, had the property

$$
\widehat{\theta}(\hat{\pi}, y)=E(\tilde{\theta} \mid y, \hat{\pi})=\overline{\bar{\theta}}^{+}=\left(1-\frac{n-2}{y^{\prime} y}\right)^{+} y .
$$

For convenience, let us state

$$
\begin{equation*}
g_{\tilde{\pi} \mid y}(\pi) \propto \pi^{(n / 2)-1} \exp \left((-1 / 2) \pi y^{\prime} y\right) l_{(0,1)}^{(\pi)} \tag{2.21}
\end{equation*}
$$

The more complicated model of the next chapter will necessitate thinking in terms of distributions of $\tilde{\rho}$. In this regard, $\pi=\frac{\rho}{1+\rho}$ and $\frac{d \pi}{d \rho}=\frac{1}{(1+\rho)^{2}} ;$ so that, from (2.21),

$$
\begin{align*}
g_{\tilde{\rho} \mid y}(\rho) & \propto\left(\frac{\rho}{1+\rho}\right)^{(n / 2)-1} \exp \left((-1 / 2)\left(\frac{\rho}{1+\rho}\right) y^{\prime} y\right) \frac{1}{(1+\rho)^{2}} 1_{(0, \infty)}(\rho) \\
& =\left(\frac{\rho}{1+\rho}\right)^{(n / 2)} \exp \left((-1 / 2)\left(\frac{\rho}{1+\rho}\right) y^{\prime} y\right)\left(\frac{1}{\rho(1+\rho)}\right) l_{(0, \infty)}^{(\rho)} \tag{2.22}
\end{align*}
$$

Figure 2.1 shows densities $g_{\tilde{\rho} \mid y}$ for $n=8$ and values of y'y as indicated. The posterior (2.22) can be viewed as the result of combining $f_{\tilde{Y} \mid \rho}\left(=f_{\tilde{y} \mid \pi}\right) \quad$ of (2.20) with the prior

$$
\begin{equation*}
f_{\widehat{\rho}}(\rho) \propto \frac{1}{\rho(l+\rho)} l_{(0, \infty)}(\rho) \tag{2.23}
\end{equation*}
$$

The interpretation of Figure 2.1 is clear. A large $y^{\prime} y$ renders the mode, $\hat{\rho}$, of (2.22) close to zero. Consequently, the estimate

$$
\hat{\theta}(\hat{\rho})=\left(1-\frac{\hat{\rho}}{1+\hat{\rho}}\right) y
$$

is practically indistinguishable from the m.l.e. . This behavior (given large $y^{\prime} y$ ) is obvious, of course, in view of the formula

$$
\overline{\bar{\theta}}=\left(1-\frac{n-2}{y^{\prime} y}\right) y .
$$

Note that for the data set of Figure 1.1, y'y $\doteq 69.3$.


Figure 2.1. Posterior densities $g_{\widetilde{p} \mid y}$ for $n=8$ and $y^{\prime} y$ as shown.

The prior density of (2.23) is a "flat" prior in a very interesting sense. The following definition of "noninformative priors" is stated in Box and Taio (1972).

## Definition of Noninformative Priors

If $\phi(\rho)$ is a one-to-one transformation of $\rho$, we shall say that a prior distribution of $\rho$ which is locally proportional to $\left|\frac{d \phi}{d \rho}\right|$ is noninformative for the parameter $\rho$ if, in terms of $\phi$, the likelihood curve is data translated, that is, the data only serve to change the location of the likelihood

$$
\ell_{\tilde{\phi} \mid y}(\phi)=\mathrm{f}_{\tilde{\mathrm{y}}} \mid \phi(\mathrm{y})
$$

Mathematically, a data translated likelihood must be expressible in the form

$$
\ell_{\tilde{\phi} \mid y}(\phi)=r[\phi(\rho)-t(y)]
$$

where $r$ is a known function independent of the data and $t(y)$ is a function of $y$.

Assume that ${ }^{\ell} \tilde{\phi} \mid y$ is continuous, has a unique maximum, and is data translated (again, see Box and Taio (1972)). An important idea, here, is that if we have little knowledge a priori about the parameter $\rho$, we might be almost equally willing to accept one value of a one-to-one function $\phi(\rho)$ as another. This state of indifference may be expressed by taking $\phi(\tilde{\rho})$ to be locally uniform. If the prior $f_{\phi(\widetilde{\gamma})}(\rho)$ is locally uniform, then $f_{\tilde{\phi} \mid y}(\phi) \propto \ell_{\tilde{\phi} \mid y}(\phi)$ (locally). A consequence (of data translated likelihood and the above mentioned
regularity conditions of $\ell^{\ell} \widetilde{\phi} \mid y$ ) is that high posterior density intervals for $\tilde{\phi}$, of a given percent, have constant length (locally).

Let us return to the likelihood function of (2.20). Thinking in terms of priors of $\rho$ rather than on $\pi=\frac{1}{1+\rho}$, let us write (2.20) as $\quad \ell_{\tilde{\rho} \mid y}(\rho)=f_{\tilde{y}} \left\lvert\, \rho^{(y)} \propto\left(\frac{\rho}{1+\rho}\right)^{(n / 2)} \exp \left((-1 / 2)\left(\frac{\rho}{1+\rho}\right) y^{\prime} y\right)\right.$. Multiplication by $\left(y^{\prime} y\right)^{(n / 2)}$ does not change the likelihood (as a function of $\rho$ ) so we have

$$
\begin{aligned}
\ell_{\tilde{\rho} \mid y}(\rho) \propto & \left(y^{\prime} y \frac{\rho}{1+\rho}\right)^{(n / 2)} \exp \left((-1 / 2)\left(\frac{\rho}{1+\rho}\right) y^{\prime} y\right) \\
= & \exp \left((\operatorname{n} / 2)\left(\ln \left(y^{\prime} y\right)+\ln \left(\frac{\rho}{1+\rho}\right)\right)\right) \\
& \times \exp \left((-1 / 2) \exp \left(\ln \left(y^{\prime} y\right)+\ln \left(\frac{\rho}{1+\rho}\right)\right)\right) \\
\propto & \ell_{\ln \tilde{\pi} \mid y}(\ln \pi) .
\end{aligned}
$$

In the logarithmic metric, the data acting through $y^{\prime} y$ only change the location of the likelihood. What does this say about a prior on $\rho$ ? We want $\phi(\widetilde{\rho})=\ln \left(\frac{\widetilde{\rho}}{1+\widetilde{\rho}}\right)$ to be locally uniform so that $f_{\phi(\tilde{\gamma}) \mid \mathrm{y}}(\phi) \propto \ell_{\phi(\tilde{\rho}) \mid \mathrm{y}}(\phi) \quad$ (locally). Consequently,

$$
f_{\widetilde{\rho}}(\rho) \propto\left|\frac{d \ln \left(\frac{\rho}{1+\rho}\right)}{d \rho}\right|_{(0, \infty)}(\rho)=\frac{1}{\rho(1+\rho)} l_{(0, \infty)}(\rho)
$$

is by definition our noninformative prior on $\rho$. Note that we have obtained the prior density of (2.23). Conversely, if one is motivated
at the start to impose the noninformative prior $f_{\widetilde{\boldsymbol{\rho}}}(\rho)=\frac{1}{\rho(1+\rho)} l_{(0, \infty)}(\rho)$, he would arrive at the posterior (2.22). Since $\widehat{\theta}(\pi)=E(\tilde{\theta} \mid y, \pi)=(1-\pi) y$, a change of variables (from $\rho$ to $\pi$ ) might seem reasonable. In making this change, the posterior density of (2.22) is transformed to that of (2.21). The mode of (2.21) resulted in the final output $\overline{\bar{\theta}}^{+}$ as an estimate of $\theta$.

## The Regression Problem--An Intermediate Model

We have seen that from the Bayesian assumptions

$$
\tilde{y} \mid \theta \sim N_{n}(\theta, I), \quad \tilde{\theta} \sim N_{n}(0,(1 / \rho) I)
$$

estimates of $\theta$ are obtained which uniformly dominate $\bar{\theta}$. In certain practical situations it might be desirable to sacrifice uniform dominance for sharp performance over specified subsets of $\mathbb{R}^{n}$. For example, the investigator might prescribe a distribution for $\widetilde{\theta}_{t}-\widetilde{\theta}_{t-1}$ consistent with his belief that the response curve is "smooth." The performance (risk) of his estimator over such subsets of $\mathbb{R}^{n}$ as

$$
\&_{t}=\left\{\theta \in R^{n}: \sum_{i=1}^{n}\left(\theta_{i}-\theta_{i-1}\right)^{2} \leq t, \quad \theta_{o}=0\right\}
$$

might then be of interest.
Instead of having $\tilde{\theta} \sim N_{n}(0,(1 / \rho) I)$, which can be viewed as an
autoregressive process of order zero:

$$
\tilde{\theta}_{0}=0, \quad \tilde{\theta}_{\mathrm{t}}=\tilde{\epsilon}_{\mathrm{t}} \mathrm{t}=1,2, \ldots, \mathrm{n}
$$

where $\tilde{\boldsymbol{\epsilon}} \sim \mathrm{N}_{\mathrm{n}}(0,(1 / \rho) \mathrm{I})$, let us consider an autoregressive process of order $\quad$ l:

$$
\begin{equation*}
\tilde{\theta}_{0}=0, \quad \tilde{\phi}_{t}=\tilde{\theta}_{t}-\tilde{\theta}_{t-1}=\tilde{\epsilon}_{t}, \quad t=1,2, \ldots, n \tag{2.24}
\end{equation*}
$$

where, again, $\quad \widetilde{\epsilon} \sim N_{N}(0,(1 / \rho) I)$. Note that $E\left(\tilde{\theta}_{t} \mid \tilde{\theta}_{t-1}=\theta_{t-1}\right)=\theta_{t-1}$. With the latter assumption (2.24), we have

$$
\tilde{y} \mid \theta \sim N_{n}(\theta, I), \quad T_{0} \widetilde{\theta} \sim N_{n}(0,(1 / \rho) I)
$$

where

$$
\mathrm{T}_{\mathrm{o}}=\left(\begin{array}{rrrrr}
1 & 0 & & & 0 \\
-1 & 1 & 0 & - & 0 \\
0 & -1 & 1 & & 0 \\
\mid & & & & \\
0 & 0 & -1 & 1
\end{array}\right), \quad \mathrm{W}_{\mathrm{o}}=\mathrm{T}_{\mathrm{o}}^{-1}=\left(\begin{array}{llll}
1 & 0 & - \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0-0 \\
\mid & \mid & 1 \\
1 & 1 & 1 & 1
\end{array}\right) .
$$

Therefore $\tilde{\theta} \sim N_{n}\left(0,(1 / \rho) V_{o}\right)$ where

$$
\left(\mathrm{T}_{\mathrm{o}}^{-1}\right)\left(\mathrm{T}_{\mathrm{o}}^{-1}\right)^{\prime}=\mathrm{V}_{\mathrm{o}}=\left(\begin{array}{llll}
1 & 1 & &  \tag{2.25}\\
\mid & 2 & 2 & 1 \\
& 1 & 3 & 3 \\
& \mid & & \\
1 & 2 & 3 & 4
\end{array}\right)
$$

To accommodate the regression situation of Figure l. l,
( $n=10$ ), reindex the parameters so that $\theta_{k}$ is the mean response at $X_{k}=1.5+(k-1)(.5), \quad k=1,2, \ldots, 8$ (now $\theta \in \mathbb{R}^{8}$ ).
$\operatorname{Cov}(\tilde{\theta})=(1 / \rho) \mathrm{V}$ where V is the lower right submatrix of (2.25) whose first row has 3 in each position. Let $T$ be equal to $T_{o}$ with the exception that the element in row 1 , column 1 (of $T$ ) is equal to $1 / \sqrt{3}$. Now, we have

$$
\begin{equation*}
\tilde{\phi}=T \tilde{\theta} \sim N_{8}(0,(1 / \rho) I) \quad\left(\text { since } T V T^{\prime}=I\right) \tag{2.26}
\end{equation*}
$$

and

$$
\tilde{z}=T \tilde{y} \sim N_{8}\left(\phi, \mathrm{TT}^{\prime}\right)
$$

Within the framework of (2.26), z=m.l.e. $(\phi)=\bar{\phi}$ and

$$
\begin{aligned}
R^{\prime}(\bar{\phi}, \phi) & =(1 / 8) E_{\phi}(\tilde{z}-\phi)^{\prime}\left(\mathrm{TT}^{\prime}\right)^{-1}(\tilde{z}-\phi) \\
& =(1 / 8) \mathrm{E}_{\phi}\left[\mathrm{T}^{-1}(\tilde{z}-\phi)\right]^{\prime}\left[\mathrm{T}^{-1}(\tilde{z}-\phi)\right]=(1 / 8) \mathrm{E}_{\theta}(\tilde{\mathrm{y}}-\theta)^{\prime}(\tilde{\mathrm{y}}-\theta)
\end{aligned}
$$

The corresponding Bayesian estimate of $\phi$ is

$$
\widehat{\phi}(\rho)=E(\widetilde{\phi} \mid z, \rho)=(1 / \rho)\left((1 / \rho) I+T T^{\prime}\right)^{-1} z
$$

Since we are primarily interested in estimating $\theta$, observe that the risk in estimating $\theta$ with $\mathrm{T}^{-1} \hat{\phi}(\rho)$ is the same as the risk in estimating $\phi$ with $\hat{\phi}(\rho)$ since

$$
\begin{aligned}
R\left(\theta, T^{-1} \hat{\phi}\right) & =(1 / n) E_{\theta}\left(T^{-1} \hat{\phi}-\theta\right)^{\prime}\left(T^{-1} \hat{\phi}-\theta\right) \\
& =E_{\theta}\left(T^{-1} \hat{\phi}-T^{-1}(T \theta)\right)^{\prime}\left(T^{-1} \hat{\left.\phi-T^{-1}(T \theta)\right)}\right. \\
& =E_{\phi}(\hat{\phi}-\phi)^{\prime}\left(T T^{\prime}\right)^{-1}(\hat{\phi}-\phi) .
\end{aligned}
$$

Define $\quad R^{\prime}(\phi, \hat{\phi})=(1 / n) E_{\phi}(\hat{\phi}-\phi)\left(T T^{\prime}\right)^{-1}(\hat{\phi}-\phi)$. To understand $R(\theta, \hat{\theta})$ (where $\hat{\theta}=T^{-1} \hat{\phi}(\rho)=T^{-1}(1 / \rho)\left((1 / \rho) I+T T^{\prime}\right)^{-1} T y$ ) is it therefore sufficient to study $R^{\prime}(\phi, \widehat{\phi})$. Let us record

$$
\begin{align*}
R^{\prime}(\phi, \hat{\phi})= & E_{\phi}\left[1 / \rho\left((1 / \rho) I+T T^{\prime}\right)^{-1} \tilde{\mathbf{z}}-\phi\right]^{\prime}\left(\mathrm{TT}^{\prime}\right)^{-1}\left[1 / \rho\left((1 / \rho) \mathrm{I}+\mathrm{T} \mathrm{~T}^{\prime}\right)^{-1} \tilde{\mathbf{z}-\phi}\right] \\
= & {\left[1 / \rho\left((1 / \rho) \mathrm{I}^{2}+\mathrm{TT}^{\prime}\right)^{-1} \phi-\phi\right]^{\prime}\left(\mathrm{TT}^{\prime}\right)^{-1}\left[1 / \rho\left((1 / \rho) \mathrm{I}+\mathrm{T} \mathrm{~T}^{\prime}\right)^{-1} \phi-\phi\right] } \\
& +\operatorname{tr}(\mathrm{TT})^{-1}(1 / \rho)\left((1 / \rho) \mathrm{I}+\mathrm{TT}^{\prime}\right)^{-1}\left(\mathrm{TT}^{\prime}\right)(1 / \rho)\left((1 / \rho) \mathrm{I}+\mathrm{TT}^{\prime}\right)^{-1} . \tag{2.27}
\end{align*}
$$

Remark. By writing the spectral decomposition of $\mathrm{TT}^{\prime}$,

$$
T T^{\prime}=R \Lambda R^{\prime}=\sum_{i=1}^{8} \lambda_{i}\left(R_{i} R_{i}^{\prime}\right)=\sum_{i=1}^{8} \lambda_{i} E_{i}
$$

(regarding notational convention, see page 14), Equation (2.27) can be expressed in a more suitable form for computer calculations.

Specifically,

$$
\begin{equation*}
R^{\prime}(\phi, \hat{\phi})=\rho^{2} \sum_{i=1}^{8} \frac{\lambda_{i}}{\left(l+\rho \lambda_{i}\right)^{2}} \phi^{\prime} E_{i} \phi+\sum_{i=1}^{8}\left(\frac{1}{1+\rho \lambda_{i}}\right)^{2} . \tag{2.28}
\end{equation*}
$$

To derive (2.28), first observe that
(i) $\left(T T^{\prime}\right)^{-1}=\sum_{i=1}^{8}\left(1 / \lambda_{i}\right) E_{i}$;
(ii) $\left((1 / \rho) I+T T^{\prime}\right)^{-1}=\left[(1 / \rho) I+\sum_{i=1}^{8} \lambda_{i} E_{i}\right]^{-1}$

$$
\begin{gather*}
=\left[\sum_{i=1}^{8}\left((1 / \rho)+\lambda_{i}\right) E_{i}\right]^{-1}=\sum_{i=1}^{8}\left(\frac{\rho}{1+\rho \lambda_{i}}\right) E_{i} ; \\
(i i i)(1 / \rho)\left((1 / \rho) I+T T^{\prime}\right)^{-1}-I=-\sum_{i=1}^{8}\left(\frac{\rho \lambda_{i}}{1+\rho \lambda_{i}}\right) E_{i} . \tag{2.29}
\end{gather*}
$$

The first expression on the right side of (2.27) becomes

$$
\begin{aligned}
& \phi^{\prime}\left[\sum_{i=1}^{8}\left(\frac{-\rho \lambda_{i}}{1+\rho \lambda_{i}}\right) E_{i}\right]\left[\sum_{i=1}^{8}\left(1 / \lambda_{i}\right) E_{i}\right]\left[\sum_{i=1}^{8}\left(\frac{-\rho \lambda_{i}}{1+\rho \lambda_{i}}\right) E_{i}\right] \phi \\
= & \phi^{\prime}\left[\sum_{i=1}^{8}\left(\frac{\rho}{1+\rho \lambda_{i}}\right) E_{i}\right]\left[\sum_{i=1}^{8}\left(\frac{\rho \lambda_{i}}{1+\rho \lambda_{i}}\right) E_{i}\right] \phi \\
= & \phi^{\prime}\left[\sum_{i=1}^{8} \frac{\rho^{2} \lambda_{i}}{\left(1+\rho \lambda_{i}\right)^{2}} E_{i}\right] \phi=\rho^{2} \sum_{i=1}^{8} \frac{\lambda_{i}}{\left(1+\rho \lambda_{i}\right)^{2}} \phi^{\prime} E_{i} \phi .
\end{aligned}
$$

And the second term on the right side of (2.27) is

$$
\begin{aligned}
& \operatorname{tr}\left(\mathrm{TT}^{\prime}\right)^{-1}(1 / \rho)\left[(\mathrm{TT})\left((1 / \rho) \mathrm{I}+\mathrm{TT}^{\prime}\right)^{-1}\left(\mathrm{TT}^{\prime}\right)^{-1}\right]\left(\mathrm{TT}^{\prime}\right)(1 / \rho)\left((1 / \rho) \mathrm{I}+\mathrm{T} \mathrm{~T}^{\prime}\right)^{-1} \\
= & \operatorname{tr}(1 / \rho)^{2}((1 / \rho) \mathrm{I}+\mathrm{TT})^{-2}=\operatorname{tr}(1 / \rho)^{2} \sum_{i=1}^{8}\left(\frac{\rho}{1+\rho \lambda_{i}}\right)^{2} E_{i}=\sum_{i=1}^{8}\left(\frac{\rho}{1+\rho \lambda_{i}}\right)^{2}
\end{aligned}
$$

after noting that

$$
\left((1 / \rho) \mathrm{I}+\mathrm{TT}^{\prime}\right)^{-1}=\rho\left(\rho \mathrm{I}+\left(\mathrm{TT}^{\prime}\right)^{-1}\right)^{-1}\left(\mathrm{TT}^{\prime}\right)^{-1}=\left(\mathrm{TT}^{\prime}\right)\left(\mathrm{TT}^{\prime}+(1 / \rho) \mathrm{I}\right)^{-1}\left(\mathrm{TT}^{\prime}\right)^{-1}
$$

and that $\operatorname{trace}\left(E_{i}\right)=1 \quad\left(\operatorname{trace}\left(E_{i}\right)=\operatorname{trace}\left(R_{i} R_{i}^{\prime}\right)=R_{i}^{\prime} R_{i}=1\right.$. $)$
The expression for $R^{\prime}(\phi, \hat{\phi})$ of (2.28) is still fairly complicated. The following approximation seems convenient. Define

$$
\xi_{\rho}=\max \left\{\lambda_{i}\left(\frac{\rho}{1+\rho \lambda_{i}}\right)^{2}\right\}_{i=1}^{8}
$$

Since

$$
\begin{aligned}
& \rho^{2} \sum_{i=1}^{8} \frac{\lambda_{i}}{\left(l+\rho \lambda_{i}\right)^{2}} \phi^{\prime} E_{i} \phi=\phi^{\prime} R \delta\left[\lambda_{i}\left(\frac{\rho}{1+\rho \lambda_{i}}\right)^{2}\right] R^{\prime} \phi \\
& \sup _{\phi} \frac{\phi^{\prime} R \delta\left[\lambda_{i}\left(\frac{\rho}{l+\rho \lambda_{i}}\right)^{2}\right] R^{\prime} \phi}{\phi^{\prime} \phi}=\xi_{\rho}
\end{aligned}
$$

(see Lemma 2.3) and we have $R^{\prime}(\phi, \phi) \leq \phi^{\prime} \phi \xi_{\rho}+\sum_{i=1}^{8}\left(\frac{1}{1+\rho \lambda_{i}}\right)^{2}$. Define $B\left(\phi^{\prime} \phi, \rho\right)=\phi^{\prime} \phi \xi_{\rho}+\sum_{i=1}^{8}\left(\frac{1}{1+\rho \lambda_{i}}\right)^{2}$.

Some calculations of $B\left(\phi^{\prime} \phi, \rho\right)$ are included in Table 2. 1. Recall that $R(\theta, \bar{\theta})=1$. Observe the first column of Table 2.1 in connection with Lemma 2.1. Note that for $\phi_{1}^{\prime} \phi_{1}<\phi_{2}^{\prime} \phi_{2}$, $B\left(\phi_{1}^{\prime} \phi_{1}, \rho\right) \leq B\left(\phi_{2}^{\prime} \phi_{2}, \rho\right)$. Table 2.1 reflects the previously stated willingness to sacrifice uniform dominance for sharp performance over $\phi$ contained in certain intervals. Accordingly, the calculations indicate good performance (for a given $\rho$ ) when $\phi^{\prime} \phi$ is small and degradation of performance as $\phi^{\prime} \phi$ increases. A $\phi^{\prime} \phi$ which is exceedingly large for a given precision, $\rho$, indicates that our prior is inappropriate. Recall that (see page ll)

$$
\rho \tilde{\phi}^{\prime} \tilde{\phi}=\rho \sum_{i=1}^{n}\left(\tilde{\theta}_{i}-\tilde{\theta}_{i-1}\right)^{2} \sim x_{n}^{2}
$$

and

$$
(1 / n) E \tilde{\phi}^{\prime} \tilde{\phi}=1 / \rho
$$

For the sake of illustration, let the $\theta^{\prime}$ s be exactly equal to the data points observed in Figure 1.1. This being the case, $\phi^{\prime} \phi=19.72$. It appears that for moderate choices of $\rho$, the estimator $\hat{\theta}=T^{-1} \hat{\phi}(\rho)$ performs well (relative to the m.l.e.) over a very large class of response curves.

How does one interpret Table 2.1 in terms of the unknown values of $\phi^{\prime} \phi$ and $\rho$ ? A point of view taken by Raiffa and Schlaifer (1961)

Table 2.1. Values of $B\left(\phi^{\prime} \phi, \rho\right)$.

| $\phi^{\prime} \phi$ | Prior Precision $\rho$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.00 | 0.20 | 0.40 | 0.60 | 0.80 | 1.00 | 1.50 | 2.00 | 3.00 | 5.00 |
| 10 | 1.00 | 0.67 | 0.59 | 0.58 | 0.59 | 0.61 | 0.72 | 0.83 | 1.08 | 1.70 |
| 20 | 1.00 | 0.74 | 0. 72 | 0.76 | 0.84 | 0.92 | 1.19 | 1.44 | 1.98 | 3.25 |
| 30 | 1.00 | 0.80 | 0.84 | 0.95 | 1.09 | 1.23 | 1.66 | 2.06 | 2.88 | 4.81 |
| 40 | 1.00 | 0.86 | 0.97 | 1.13 | 1.34 | 1.53 | 2. 13 | 2.67 | 3.79 | 6.37 |
| 50 | 1.00 | 0.92 | 1.09 | 1.32 | 1.59 | 1.84 | 2.59 | 3.28 | 4.69 | 7.93 |
| 60 | 1.00 | 0.98 | 1. 22 | 1.50 | 1.84 | 2. 15 | 3.06 | 3.89 | 5.59 | 9.48 |
| 70 | 1.00 | 1.04 | 1.34 | 1.69 | 2.09 | 2.46 | 3.53 | 4.51 | 6.49 | 11.0 |
| 80 | 1.00 | 1.10 | 1.46 | 1.87 | 2.34 | 2. 76 | 4.00 | 5. 12 | 7.39 | 12.6 |
| 90 | 1.00 | 1.17 | 1.59 | 2.06 | 2.59 | 3.07 | 4.47 | 5. 73 | 8.30 | 14.2 |
| 100 | 1.00 | 1.23 | 1.71 | 2. 24 | 2.84 | 3.38 | 4.94 | 6.34 | 9.20 | 15.7 |

is that prior probabilities should not be assigned (this corresponds to specifying $\rho$ in our problem) without due consideration of posterior consequences. The statistician might be aided in arriving at his "betting odds" by examining the observed data and the entries of Table 2.1 for a variety of subjective choices on $\rho$. In this way he might gain access to his true prior opinions.

The author's inclination is more in the direction of an Empirical Bayes approach. Fundamentally, he desires to avoid (when possible) making subjective numerical assignments for hyperparameters.

Accordingly, the information contained in Table 2.1 admits the following interpretation. From (2.26) the marginal distribution of $\tilde{z}_{\mathbf{z}} \mid \rho$ is $N_{n}\left(0,(1 / \rho) I+T T^{\prime}\right)$ or

$$
\begin{aligned}
f_{\widetilde{\mathbf{z}} \mid} \mid \rho^{(z)} & \propto\left[\operatorname{det}\left((1 / \rho) I+T T^{\prime}\right)\right]^{(-1 / 2)} \exp \left((-1 / 2) z^{\prime}\left((1 / \rho) I+T T^{\prime}\right)^{-1} z\right) \\
& =\left[\prod_{i=1}^{8}\left(\frac{1+\rho \lambda_{i}}{\rho}\right)\right]^{(-1 / 2)} \exp \left((-1 / 2) \sum_{i=1}^{8}\left(\frac{\rho}{1+\rho \lambda_{i}}\right) z^{\prime} E_{i} z\right)
\end{aligned}
$$

(after writing the spectral decomposition for TT'). Let $z^{\prime} R_{i}=w_{i}$, then $z^{\prime} E_{i} z=z^{\prime} R_{i} R_{i}^{\prime} z=w_{i}^{2}$ and $w=\left(w_{1}, w_{2}, \ldots, w_{8}\right)^{\prime} \quad$ is a sufficient statistic. Empirical Bayesian considerations suggest that $\rho$ should be estimated with some measurable function of $w$, say $\hat{\rho}=\hat{\rho}(w)$. Recalling our earlier success with a less complicated model, $\widehat{\rho}$ might be the posterior mode obtained when (2.30) is combined with a
noninformative prior on $\rho$. It is seen in the next chapter that a noninformative prior on $\rho$ is not readily available (if it in fact exists). An improper gamma prior is used in its place. Assume that $\hat{\rho}$ is a measurable function of $\mathbb{z}$. Assume, further, that the loss function $L^{\prime}(\phi, \hat{\phi})=(1 / 8)(\hat{\phi}-\phi)^{\prime}\left(T^{\prime}\right)^{-1}(\hat{\phi}-\phi)$ is measurable with respect to the sigma field generated by $\hat{\rho}$. Then $E_{\phi}\left[(\hat{\phi}(\hat{\rho})-\phi)^{\prime}\left(T T^{\prime}\right)^{-1}(\hat{\phi}(\hat{\rho})-\phi) \mid \hat{\rho}\right]$ is a measurable function of $\widetilde{z}$ and we can meaningfully write

$$
\left.\mathrm{E}_{\phi}\left[(\hat{\phi}(\hat{\rho})-\phi)^{\prime}\left(\mathrm{TT}^{\prime}\right)^{-1}(\hat{\phi}(\hat{\rho})-\phi)\right]=\mathrm{E}_{\phi}\left[\mathrm{E}_{\phi}\left\{(\hat{\phi}(\hat{\rho})-\phi)^{\prime}\left(\mathrm{TT}^{\prime}\right)^{-1}(\hat{\phi}(\hat{\rho})-\phi)\right\} \mid \hat{\rho}\right\}\right] .
$$

In Table 2.1, given $\phi^{\prime} \phi \leq C_{0}$, the row corresponding to $C_{0}$ contains upper bounds for $E_{\phi}\left[(\hat{\phi}-\phi)^{\prime}\left(T T^{\prime}\right)^{-1}(\hat{\phi}-\phi) \mid \hat{\rho}\right](1 / 8)$. The columns serve as guidelines for truncating $\widehat{\rho}$ if we insist that $E_{\phi}(\hat{\phi}-\phi)^{\prime}\left(\mathrm{TT}^{\prime}\right)^{-1}(\hat{\phi}-\phi)(1 / 8)<1$. For $\phi^{\prime} \phi \leq \mathrm{C}_{0}$, define

$$
\rho *= \begin{cases}k_{1} & \hat{\rho}<k_{1} \\ \hat{\rho} & k_{1} \leq \hat{\rho} \leq k_{2} \\ k_{2} & k_{2} \leq \hat{\rho}\end{cases}
$$

Note that $\widehat{\rho} *$ is measurable. Suppose that

$$
(1 / 8) \mathrm{E}_{\phi}\left[(\hat{\phi}(\hat{\rho} *)-\phi)^{\prime}\left(\mathrm{TT}^{\prime}\right)^{-1}(\hat{\phi}(\hat{\rho} *)-\phi) \mid \hat{\rho} *\right]<1
$$

then

$$
\begin{aligned}
(1 / 8) \mathrm{E}_{\phi}(\hat{\phi}-\phi)^{\prime}\left(T \mathrm{~T}^{\prime}\right)^{-1}(\hat{\phi}-\phi) & =(1 / 8) \mathrm{E}_{\phi}\left[\mathrm{E}_{\phi}\left\{(\hat{\phi}-\phi)^{\prime}(\mathrm{TT})^{-1}\left(\hat{\phi}^{\prime}-\phi\right) \mid \hat{\rho} *\right\}\right] \\
& <1
\end{aligned}
$$

## III. AN EXERCISE IN ESTIMATION

## A First Order Autoregressive Model

Figure l. l depicts a regression situation where we as sume that the response curve passes through the natural origin $\quad\left(\theta_{0}=0\right)$. In general, suppose that we have such a natural origin and that the "levels of stress" are equally spaced. The attitude a priori that the response curve is "reasonably smooth" can be made precise by starting with a simple model of the following kind:

$$
\begin{align*}
& \Delta \tilde{\theta}_{k-1}=\tilde{\theta}_{k}-\tilde{\theta}_{k-1}=\tau+\tilde{\epsilon}_{k}  \tag{3.1}\\
& k=1, \ldots, n ; \quad \tilde{\theta}_{0}=0 \\
& \tilde{\epsilon} \sim N_{n}(0,(1 / \rho) I) .
\end{align*}
$$

This implies

$$
\begin{equation*}
\tilde{\theta}_{k}=k \tau+\sum_{i=1}^{k}{\underset{\epsilon}{i}}_{i} \tag{3.2}
\end{equation*}
$$

or

$$
\left.\left(\tilde{\theta}_{k}-\mu_{k}\right)=\tilde{\theta}_{k-1}-\mu_{k-1}\right)+\tilde{\epsilon}_{k}
$$

where $\mu_{k}=k T \quad k=1, \ldots, n$. Expression (3.2) denotes a first order autoregressive process in terms of the components of $\tilde{\theta}-\mu$ where

$$
\mu=(1,2, \ldots, n)^{\prime} \tau
$$

In stating (3.1), the investigator is expressing his prior opinion that the response curve is roughly linear in nature, i.e.,

$$
E\left[\Delta \tilde{\theta}_{k-1}\right]=\tau
$$

and that it deviates from a linear function in a manner that is not too wild--this variation being expressed by the stationary process--

$$
\tilde{\epsilon}_{\mathrm{t}} \text { i.i.d., } \quad \underset{\tilde{\epsilon}_{\mathrm{t}}}{\tilde{\mathrm{~N}}^{\prime}}=0, \quad \text { and } \quad \operatorname{var} \tilde{\epsilon}_{\mathrm{t}}=(1 / \rho)
$$

From (3.2)

$$
\widetilde{\theta}=\left(\begin{array}{l}
1 \\
2 \\
\vdots \\
n \\
n
\end{array}\right) \tau+\left(\begin{array}{lllll}
1 & 0 & & & 0 \\
1 & 1 & 0 & - & 0 \\
\mid & & & & \\
\vdots & & & & \vdots \\
1 & 1 & 1 & 1 & \\
1
\end{array}\right)\left(\begin{array}{c}
\tilde{\epsilon} \\
\epsilon \\
\tilde{\epsilon}_{2} \\
\vdots \\
\underset{\sim}{\epsilon} \\
\epsilon_{n}
\end{array}\right) .
$$

Or, with obvious notation, $\tilde{\theta}=X_{o} \tau+W_{o} \underset{\epsilon}{\tilde{\epsilon}}$. Since $\tilde{\epsilon} \sim N_{n}(0,(1 / \rho) I)$, $\tilde{\theta} \sim N_{n}\left(X_{o} \tau,(1 / \rho) W_{o} W_{o}^{\prime}\right) . \quad$ If, indeed, the response curve is approximately linear, the preceding prior on $\theta$ is more realistic than the prior,

$$
\tilde{\theta} \sim \mathrm{N}_{\mathrm{n}}\left(0,(1 / \rho) \mathrm{W}_{\mathrm{o}} \mathrm{~W}_{\mathrm{o}}^{1}\right),
$$

of the intermediate model studied in Chapter 2. Recall that the intermediate model resulted in sharp estimates of $\theta$ (relative to the m.l.e.) over a large class of response curves. In what follows,

$$
\mathrm{V}_{\mathrm{o}}=\mathrm{W}_{\mathrm{o}} \mathrm{~W}_{\mathrm{o}}^{\prime}=\left(\begin{array}{lll}
1 & & 1  \tag{3.3}\\
\left\lvert\, \begin{array}{lll}
2 & 2 \\
\mid & 3 & \\
1 & 2 & 3
\end{array}\right. & \mathrm{n}
\end{array}\right)
$$

The experimental design and the structure of $V_{o}$ impose the following "smoothness condition" on the response curve:

$$
\operatorname{Corr}\left(\tilde{\theta}_{j}, \tilde{\theta}_{k}\right)=\sqrt{j / k}, \quad k \geq j
$$

Note, also, that $\operatorname{Var}\left(\tilde{\theta}_{k}\right)=k / \rho, k=1,2, \ldots, n$. This introduces prior knowledge of the following form: Our knowledge of a natural origin $\left(\theta_{0}=0\right)$ is accompanied by increasing lack of knowledge regarding the $\theta^{\prime}$ s as we successively increase the level of stress.

As in Chapter 2, the following notational adjustments are made to accommodate the particular experimental situation of Figure ll. Reindex the parameters so that $\theta_{k}$ is the mean response at $X_{k}=1.5+(k-1)(.5), \quad k=1, \ldots, 8$. Then $\operatorname{cov}(\widetilde{\theta})=(1 / \rho) V$ where $V$ is the lower right submatrix of $V_{o}$ (3.3). With these adjustments,

$$
\widetilde{\theta}=\left(\begin{array}{c}
1.5 \\
2.0 \\
2.5 \\
\\
5.0
\end{array}\right) \tau+\left(\begin{array}{llllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
\vdots & & & & & & & & & \vdots \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\hline
\end{array}\right)\left(\begin{array}{c}
\tilde{\epsilon}_{1} \\
\widetilde{\epsilon}_{2}^{1} \\
\vdots \\
\tilde{\epsilon}_{10}
\end{array}\right)
$$

or $\tilde{\theta}=X \tau+W \tilde{\epsilon} . \quad$ Assuming that $\tilde{\epsilon} \sim N_{10}(0,(1 / \rho) I)$, then
$\tilde{\theta} \sim N_{8}\left(\mu,(1 / \rho) W W^{\prime}\right)$ where $\mu=X T$ and

$$
\mathrm{V}=\mathrm{W} \mathrm{~W}^{\prime}=\left(\begin{array}{llll}
3 & 3 &  \tag{3.4}\\
\left.\left\lvert\, \begin{array}{lll}
4 & 4 \\
4 & 5 & 5 \\
3 & 4 & 5
\end{array}\right.\right) \text {. } 6 .
\end{array}\right)
$$

From Result 1.2, page 6, the marginal distribution of $\tilde{y}$ is $N_{8}(\mu,(1 / \rho) V+I) ; \quad$ i.e.,

$$
\begin{aligned}
& f_{\widetilde{y} \mid \rho, \mu}(y)=\int f_{\tilde{y} \mid \theta}(y) f_{\hat{\theta}}(\theta) d \theta \\
& \propto(\operatorname{det}((1 / \rho) V+I))^{-1 / 2} \exp \left((-1 / 2)(y-\mu)^{\prime}((1 / \rho) V+I)^{-1}(y-\mu)\right) .
\end{aligned}
$$

Since

$$
\widehat{\theta}(\rho, \tau)=E(\tilde{\theta} \mid y, \rho, \tau)=((1 / \rho) V+I)^{-1}(X \tau)+((1 / \rho) V+I)^{-1}(1 / \rho) V y
$$

(see (2.7)), our immediate aim is to estimate $\rho$ and $\tau$. Having done so, $\hat{\theta}(\hat{\rho}, \hat{\tau})$ is stated as the estimate to be taken for $\theta$.

## Distributional Assumptions on Hyperparameters

Two approaches to the problem of estimating ( $\rho, \tau$ ) are discussed below. In each case, the strategy suggested in Chapter 2 is followed to the extent possible. We will combine the marginal distribution of $\tilde{y}$ (which depends upon a vector of hyperparameters, $P$ ) with a prior $f \widetilde{P}^{(P)}$ to obtain a posterior

$$
f_{\left.\widetilde{P}\right|_{y}}(P) \propto f_{\tilde{y} \mid P}(y) f_{\sim}(P)
$$

The mode of $\left.f_{\mathbb{P}}\right|_{y}(P)$ is then taken as the estimate of $P$. In Chapter $2(P=\rho)$ it was seen that excellent results were obtained by writing a noninformative prior for $\rho$. The likelihood function was

$$
\begin{equation*}
f_{\tilde{y} \mid \rho}(y) \propto\left(\frac{\rho}{1+\rho}\right)^{n / 2} \exp \left((-1 / 2)\left(\frac{\rho}{1+\rho}\right) y^{\prime} y\right) . \tag{3.5}
\end{equation*}
$$

Compare (3.5) with a likelihood function of the present chapter (derived below):

$$
\begin{equation*}
\mathrm{f}_{\underset{\mathrm{w}}{ } \mid \rho}(\mathrm{w}) \propto \prod_{\mathrm{i}=1}^{\mathrm{n}-1}\left\{\left(\rho /\left(\lambda_{\mathrm{i}}+\rho\right)\right)^{1 / 2} \exp \left((-1 / 2)\left(\rho /\left(\lambda_{i}+\rho\right)\right) \mathrm{w}_{\mathrm{i}}^{2}\right)\right\} \tag{3.6}
\end{equation*}
$$

Although certain approximations are possible (see Box and Tiao (1972)), it is not clear to the author how one would arrive at a metric $\phi(\rho)$ in which (3.6) is data translatable. However, within the context of the model where $\rho$ was defined--i.e.,

$$
\begin{aligned}
& \tilde{\theta}_{k}-\tilde{\theta}_{k-1}=\tau+\tilde{\epsilon}_{k} ; \quad k=1, \ldots, n, \quad \tilde{\theta}_{o}=0, \\
& \tilde{\epsilon} \mid \rho \sim N_{n}(0,(1 / \rho) I)
\end{aligned}
$$

a prior distribution ${\underset{\sim}{\mathcal{N}}}^{(\rho)}$ can be assigned which is noninformative in a sense. Suppose that Nature generates $\theta$ vectors according to the above process. The statistician-having little knowledge of how smooth the response curve is --may feel that

$$
\begin{equation*}
f_{\widehat{\rho}}(\rho) \propto(1 / \rho) 1_{(0, \infty)}(\rho) \tag{3.7}
\end{equation*}
$$

is an appropriate prior for $\rho$. This prior distribution, (3.7), is "noninformative" with respect to the distribution of $\tilde{\epsilon} \mid \rho$. The author is persuaded that noninformative priors (in the sense of Box and Tiao) or the more usual vague priors ((3.7) for example) should be taken on hyperparameters such as $\rho$. However, in a full Bayesian analysis

$$
f_{\tilde{\rho}}(\rho) \propto \rho^{(a-1)} \exp (-\rho / \beta) l_{(0, \infty)}^{(\rho)}
$$

is probably the first prior on $\rho$ that one would consider. The Bayesian might then examine the experimental data together with estimates of $\theta$ resulting from a variety of choices of $a$ and $\beta$. Both points of view (regarding $\rho$ ) are illustrated in this chapter.

The improper uniform prior on the real line is henceforth assigned as the distribution of $\tilde{\tau}$; i.e., $f_{\mathcal{T}}(\tau) \propto 1_{\mathbb{R}^{1}}(\tau)$. We shall also assume that $\tilde{\rho}$ and $\tilde{\top}$ are independent.

## The Estimation Procedure

Returning to the regression problem--the likelihood function (the marginal density of $\tilde{y}$ ) is

$$
\begin{aligned}
& \ell \tilde{\rho}, \tilde{\tau}(\rho, \tau \mid y)=f_{\tilde{y}} \mid \rho, \tau \\
&(y) \propto(\operatorname{det}((1 / \rho) V+I))^{-1 / 2} \\
& \times \exp \left((-1 / 2)(y-\mu)^{\prime}((1 / \rho) V+I)^{-1}(y-\mu)\right) ;
\end{aligned}
$$

where $\mu=X \tau ; X$ and $V$ are defined on page 43 .
We first address the problem of estimating $\rho$. In this regard $\tau$ is a nuisance parameter and will be eliminated (from present consideration) by a data reduction based on location invariance. To facilitate discussion, let us state--

Proposition 3.1. Let $\neq$ be the family of $N_{n}(X \underline{\beta}, \notin)$ distributions, $\neq>0$, where $X$ is a known $n \times k$ matrix of rank $r<n$ and $\beta$ is an unknown $k \times l$ vector of parameters. Further let
(i) $S_{(n-r)} \times n$ be any matrix such that $\quad \underline{R}\left(S^{\prime}\right)=\underline{R}(X)$; i.e., the range space of $X^{\prime}$ is equal to the orthogonal subspace of $\quad \underline{R}(X)$;
(ii) $\mathscr{H}=\left\{g_{\mu *}: g_{\mu *}(y)=y+\mu *, \mu * \in \underline{R}(X)\right\}$. (It is easily seen that $\mathcal{H}$ is a translation group on the sample space.)

Then
(i) The family $\neq$ is invariant under the group \& 8 .
(ii) The statistic $\widetilde{z}=S \tilde{y}$ is a maximal invariant under $\mathcal{H}$.

For a proof of the above proposition, consult Seely (1972).
Dr. Seely used this idea to find estimators for two variance components (Model II ANOVA) which are location invariant. This general method was introduced by W.A. Thompson (1963). The above proposition, however, was formulated by Seely who approached the problem
(designated as restricted maximum likelihood estimation) with a quite general set of assumptions (compared with Thompson's).

$$
\text { In our example where } \mu=X T=(1.5,2.0,2.5, \ldots, 5.0)^{\prime} \tau \text {, let }
$$ $u^{(i)} i=1, \ldots, 8$, be the ith unit vector in $\mathbb{R}^{8}$. After applying the Gram-Schmidt process to the basis vectors

$$
X, u^{(i)}, \quad i=2, \ldots, 8
$$

we have an orthonormal basis--

$$
v_{1}, v_{2}, \ldots, v_{8} ; \quad\left(v_{1}=x /\|x\|\right)
$$

Now, let $\left(v_{2}, v_{3}, \ldots, v_{8}\right)^{\prime}=S^{\prime} 7 \times 8$ and consider $\widetilde{z}=S \tilde{y} \sim N_{7}\left(0, S((1 / \rho) V+I) S^{\prime}\right) \quad$ or

$$
\begin{equation*}
\tilde{z} \sim N_{7}\left(0,(1 / \rho) S V S^{\prime}+I\right) \quad\left(\text { since } \quad S S^{\prime}=I_{7} \times 7\right) \tag{3.8}
\end{equation*}
$$

In our Bayesian situation, a partial motivation for basing the estimate of $\rho$ upon $\widetilde{Z}$ might be as follows. The assumed independence of $\tilde{\rho}$ and $\tilde{\top}$ might suggest that our estimator of $\rho$ should be based upon a statistic which is location invariant (the sufficient statistic for the family of (3.8) for example).

To expedite what follows, let $n$ be an arbitrary positive integer; decompose the product-- $S V S^{\prime}=R \Lambda R^{\prime}=\sum_{i=1}^{n-1} \lambda_{i} E_{i} \quad$ (where $R=\left(R_{1}, \ldots, R_{n-1}\right), \quad R R^{\prime}=R^{\prime} R=I, \quad E_{i}=R_{i} R_{i}^{\prime}, \quad \Lambda=\delta\left(\lambda_{i}\right), \quad S_{(n-1)} \times n$
has rank $n-1$, and $S$ is constructed as above where $S X=0(n-1) \times 1)$ and record the following:

Proposition 3.2.
Proposition 3.2.
(i) $(\operatorname{cov}(\tilde{\mathbf{z}}))^{-1}=\left((1 / \rho) \text { SVS }^{\prime}+I\right)^{-1}=\sum_{i=1}^{n-1}\left(\frac{\rho}{\lambda_{i}+\rho}\right) E_{i}$
(ii) $\operatorname{det}(\operatorname{cov}(\tilde{z}))=(1 / \rho)^{n-1} \prod_{i=1}^{n-1}\left(\lambda_{i}+\rho\right)$.

Proof. Statement (i) was essentially shown in (2.23). Statement (ii) easily follows since

$$
\begin{aligned}
& \operatorname{det}(\operatorname{cov}(\tilde{z}))=\operatorname{det}\left[\sum_{i=1}^{n-1}\left(\frac{\lambda_{i}+\rho}{\rho}\right) E_{i}\right]=\operatorname{det}\left[R \delta\left(\frac{\lambda_{i}+\rho}{\rho}\right) R^{\prime}\right] \\
& =\operatorname{det} \delta\left(\frac{\lambda_{i}+\rho}{\rho}\right)=\prod_{i=1}^{n-1}\left(\frac{\lambda_{i}+\rho}{\rho}\right) .
\end{aligned}
$$

Recalling that $\tilde{z} \sim N_{7}\left(0,(1 / \rho) S V S^{\prime}+I\right)$, the likelihood is

$$
f_{\tilde{z}} \left\lvert\, \rho(z) \propto\left[\prod_{i=1}^{7}\left(\frac{\rho}{\lambda_{i}+\rho}\right)\right]^{1 / 2} \exp \left[\left(-\frac{1}{2}\right) \rho \sum_{i=1}^{7}\left(\frac{1}{\lambda_{i}+\rho}\right) z^{\prime} E_{i} z\right]\right.
$$

or letting $t_{i}^{2}=z^{\prime} E_{i} z=\left(z^{\prime} R_{i}\right)\left(z^{\prime} R_{i}\right) \quad$ we have

$$
\begin{equation*}
\underset{t}{ } \tilde{\rho}_{\rho}(t) \propto \prod_{i=1}^{7}\left\{\left(\frac{\rho}{\lambda_{i}+\rho}\right)^{1 / 2} \exp \left[\left(-\frac{1}{2}\right)\left(\frac{\rho}{\lambda_{i}+\rho}\right) t_{i}^{2}\right]\right\} \tag{3.9}
\end{equation*}
$$

We will estimate $\rho$ with the mode of the posterior distribution

$$
f_{\sim}^{\rho}|t|(\rho) \propto \prod_{i=1}^{7}\left\{\left(\frac{\rho}{\lambda_{i}+\rho}\right)^{1 / 2} \exp \left\{\left(-\frac{1}{2}\right)\left(\frac{\rho}{\rho+\lambda_{i}}\right) t_{i}^{2}\right]\right\}(1 / \rho) 1_{(0, \infty)}^{(\rho)}
$$

Let $L(\rho)=\ln f_{\tilde{\rho} \mid t}(\rho)$. Then

$$
\begin{aligned}
L(\rho) & =(\text { const. })+(5 / 2) \ln \rho-(1 / 2) \sum_{i=1}^{7} \ln \left(\lambda_{i}+\rho\right)-(1 / 2) \sum_{i=1}^{7}\left(\frac{\rho}{\lambda_{i}+\rho}\right) t_{i}^{2} \\
d L / d \rho & =(5 / 2)(1 / \rho)-(1 / 2) \sum_{i=1}^{7}\left(\frac{1}{\lambda_{i}+\rho}\right)-(1 / 2) \sum_{i=1}^{7}\left(\frac{\lambda_{i}}{\left(\rho+\lambda_{i}\right)^{2}}\right) t_{i}^{2} \\
& =(5 / 2)(1 / \rho)-\sum_{i=1}^{7} \frac{\lambda_{i}\left(1+t_{i}^{2}\right)+\rho}{2\left(\lambda_{i}+\rho\right)^{2}}
\end{aligned}
$$

Our estimate (denoted $\hat{\rho}$ ) is found among the positive zeros of $\frac{d L}{d \rho}=0 \quad$ which implies

$$
5-\rho \sum_{i=1}^{7} \frac{\lambda_{i}\left(l+t_{i}^{2}\right)+\rho}{\left(\lambda_{i}+\rho\right)^{2}}=0
$$

The posterior density $f_{\tilde{\rho} \mid t}{ }^{(\rho)}$ (corresponding to the data set of Figure 1.1) is proportional to the curve shown in Figure 3.1.
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After solving (3.12) for $\hat{\rho}$, we write

$$
\begin{equation*}
\widehat{\tau}=\frac{X^{\prime}[(1 / \hat{p}) V+I]^{-1} y}{X^{\prime}[(1 / \hat{p}) V+I]^{-1} X} \tag{3.10}
\end{equation*}
$$

as the estimate taken for $\tau$. Note that $\widehat{\tau}$ is an approximation to the Gauss-Markov estimate for $T$ within the framework

$$
\begin{equation*}
\left.\tilde{y}\right|_{\rho, \tau} \sim N_{8}(X \tau,(1 / \rho) V+I) \tag{3.11}
\end{equation*}
$$

Figure 3.2 shows $\hat{\theta}(\hat{\rho}, \hat{\tau})=((1 / \hat{\rho}) V+I)^{-1}(X \hat{\tau})+((1 / \hat{\rho}) V+I)^{-1}(1 / \hat{\rho}) V y$ where the components of $y$ are the experimental observations of

Figure 1.1. Also shown in Figure 3.2 is an estimate for $\theta$ (denoted $\hat{\theta}(\rho *, \tau *)$ ) arrived at by another means. The calculation for $(\rho *, T *)$ is outlined in the next paragraph.

Another procedure for estimating ( $\rho, \tau$ ) involves a two dimensional gradient search. Again, consider the marginal density of $\tilde{y} ; \quad$ i.e.,

$$
\mathrm{f}_{\widetilde{\mathrm{y}} \mid \rho, \tau}(\mathrm{y}) \propto(\operatorname{det}((1 / \rho) \mathrm{V}+\mathrm{I}))^{-1 / 2} \exp \left((-1 / 2)(\mathrm{y}-\mathrm{X} \tau)^{\prime}((1 / \rho) \mathrm{V}+\mathrm{I})^{-1}(\mathrm{y}-\mathrm{X} \tau)\right)
$$

Let $R$ be the orthogonal matrix specified by $R^{\prime} V R=\Lambda=\delta\left(\lambda_{i}\right)$ $\mathrm{i}=1, \ldots, 8$ and $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{8}$. The density of $\tilde{u}=R^{\prime} \tilde{y} \quad$ can be written as

$$
\begin{equation*}
f_{\tilde{u} \mid \rho, \tau}(u) \propto\left[\prod_{i=1}^{8}\left(\frac{\lambda_{i}+\rho}{\rho}\right)\right]^{-1 / 2} \exp \left[\left(-\frac{1}{2}\right)(u-W \tau)^{\prime} \delta\left(\frac{\rho}{\lambda_{i}+\rho}\right)(u-W \tau)\right] \tag{3.12}
\end{equation*}
$$

where $W=R^{\prime} X$. The prior $f_{\tilde{\rho}, \tilde{T}}(\rho, \tau) \propto(1 / \rho) 1[\rho \geq 0]^{(\rho, \tau)}$ combines with (3.12) to yield the posterior--

$$
\begin{gathered}
f_{\tilde{\rho}, \tilde{\tau} \mid u}(\rho, \tau) \propto(1 / \rho)\left[\prod_{i=1}^{8}\left(\frac{\lambda_{i}+\rho}{\rho}\right)\right]^{-1 / 2} \exp \left[\left(-\frac{1}{2}\right)\left(u-W_{\tau}\right)^{\prime} \delta\left(\frac{\rho}{\lambda_{i}+\rho}\right)(u-W \tau)\right] \\
\times 1_{[\rho \geq 0]^{(\rho, \tau)}} .
\end{gathered}
$$

Let $L(\rho, \tau)=\ln f_{\tilde{\rho}, \tilde{T} \mid u}(\rho, \tau)$. The calculations for the gradient of $\mathrm{L}, \quad \nabla \mathrm{L}=\left(\mathrm{L}_{\rho}, \mathrm{L}_{T}\right)^{\prime}$, are routine and we merely state the partial derivatives:
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$$
\begin{aligned}
& \partial L / \partial \rho=3 / \rho-(1 / 2) \sum_{i=1}^{8}\left\{\frac{\left(\lambda_{i}+\rho\right)+\lambda_{i}\left(u_{i}-W_{i} \tau\right)^{2}}{\left(\lambda_{i}+\rho\right)^{2}}\right\} \\
& \partial L / \partial \tau=\sum_{i=1}^{8} W_{i}\left(\frac{\rho}{\lambda_{i}+\rho}\right)\left(u_{i}-\tau W_{i}\right) .
\end{aligned}
$$

Specific details pertinent to the gradient--search are outlined in Chapter 5 where the same technique is used in a more general setting.

Let us discuss the disparity between the two Bayesian estimates depicted in Figure 3.2. Where location invariance was used to estimate $\rho(\hat{\rho}=.625, \hat{\tau}=1.01)$, the resulting estimate of $\theta$ (solid curve) more closely resembles the data than does the dashed curve. The dashed curve depicts the estimate of $\theta$ which resulted from a gradient--search done to estimate $(\rho, \tau)((\rho *, \tau *)=(1.2, .89))$. The estimated precision $\rho *$ is nearly double the estimated precision $\widehat{\rho}$. To calculate $\hat{\rho}$ we used a distribution

$$
\tilde{z} \mid \rho \sim N_{7}\left(0,(1 / \rho) S V S^{\prime}+I\right)
$$

which expressed our willingness to surrender sufficient information about the original multinormal mean XT . (We started with $\left.\left.\tilde{y}\right|_{\rho, \tau} \sim N_{8}(\mathrm{XT},(\mathrm{l} / \rho) \mathrm{V}+\mathrm{I}).\right)$ For example, we sacrificed that portion of the data which gave information about $\tau$ being positive. This is reminiscent of the James-Stein estimate (also shown in Figure 3.2)
where the likelihood defined by

$$
\tilde{\mathrm{y}} \mid \pi \sim \mathrm{N}_{8}(0, \pi \mathrm{I}), \quad \pi=\frac{\rho}{\mathrm{l}+\rho}
$$

was used to estimate $\pi$. The James-Stein estimate can be interpreted in terms of a posterior estimate of $\pi$ when a noninformative prior on $\rho$ is applied to the likelihood function. The two Bayesian estimates (discussed above) are written in terms of posterior estimates of hyperparameters obtained by applying vague priors (in the usual sense) to appropriate likelihood functions.

From a more subjective point of view, let us examine the situation when the likelihood function of (3.9),

$$
\mathrm{f}_{\hat{\mathfrak{t}}} \left\lvert\, \rho^{(t) \propto \prod_{i=1}^{7}\left\{\left(\frac{\rho}{\lambda_{i}+\rho}\right)^{(1 / 2)} \exp \left((-1 / 2)\left(\frac{\rho}{\lambda_{i}+\rho}\right) t_{i}^{2}\right)\right\}, ~}\right.
$$

is combined with the proper gamma prior

$$
f_{\widetilde{\rho}}(\rho)=\frac{1}{\Gamma(a) \beta^{a}} \rho^{(a-1)} \exp (-\rho / \beta) 1{ }_{(0, \infty)}^{(\rho)}
$$

to give the posterior
$f_{\tilde{\rho} \mid t}(\rho) \propto \rho^{7 / 2+(a-1)}\left[\prod_{i=1}^{7}\left(\lambda_{i}+\rho\right)\right]^{-1 / 2} \exp \left[\left(-\frac{1}{2}\right) \rho \sum_{i=1}^{7}\left(\frac{1}{\lambda_{i}+\rho}\right) t_{i}^{2}-\rho / \beta\right] 1_{(0, \infty)}^{(\rho)}$.

Let $\hat{\rho}=\hat{\rho}(a, \beta, t) \quad$ (the estimate taken for $\quad \rho$ ) be the mode of $f_{\tilde{\rho}} \mid t$.

As before, let us use the marginal distribution of $\tilde{y}$,

$$
\left.\tilde{y}\right|_{\rho, \tau} \sim N_{8}(X \tau,(1 / \rho) V+I)
$$

to estimate $\tau$. After calculating $\hat{\rho}(a, B, t)$, estimate $\tau$ with

$$
\hat{\tau}=\frac{X^{\prime}((1 / \hat{\rho}) V+I)^{-1} y}{X^{\prime}((1 / \hat{\rho}) V+1)^{-l} X}
$$

Figure 3.3 shows estimates of $\theta$,

$$
\widehat{\theta}(a, \beta)=((1 / \hat{\rho}) V+I)^{-1} X \hat{\tau}+((1 / \hat{\rho}) V+I)^{-1}(1 / \hat{\rho}) V y \quad(\text { see }(2.6))
$$

for several pairs $(a, \beta)$. In each case we have taken $E \tilde{p}=a \beta=2$ (recall that $\operatorname{cov} \tilde{\mathrm{y}} \mid \theta=\mathrm{I}$ ).

It is seen that this procedure allows the experimenter much flexibility if he has definite prior opinions regarding the smoothness of the response curve.

## \% Corrosion
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## IV. GENERAL AUTOREGRESSIVE PRIORS

## Autoregressive and Moving Average Models

Included among the more important models in the standard theory of time series is

$$
\begin{equation*}
\tilde{y}_{t}+a_{1} \tilde{y}_{t-l}+\ldots+a_{p} \tilde{y}_{t-p}=\tilde{\epsilon}_{t} \tag{4.1}
\end{equation*}
$$

$t=p+1, \ldots, \quad$ and

$$
\begin{equation*}
\tilde{y}_{t}=\beta_{o} \tilde{\epsilon}_{t}+\beta_{l} \tilde{\epsilon}_{t-1}+\ldots+\beta_{q} \tilde{\epsilon}_{t-q}, \tag{4.2}
\end{equation*}
$$

where, in each case, the $\tilde{\epsilon}_{\mathbf{t}}$ are i.i.d. .
Equation (4.1) describes the autoregressive (AR) process or the stochastic difference equation of order p. The general moving average (MA) model of order $q$ is stated in (4.2). The following notation will be helpful; let us define--
(i) The forward operator $P$ :

$$
\odot \tilde{y}_{t}=\tilde{y}_{t+1}
$$

(ii) The difference operator $\Delta$ :

$$
\begin{gathered}
\Delta \tilde{y}_{t}=\tilde{y}_{t+1}-\tilde{y}_{t} . \\
\left(\Delta=P-1 \quad \text { since } P \tilde{y}_{t}-\tilde{y}_{t}=\tilde{y}_{t+1}-\tilde{y}_{t}=\Delta \tilde{y}_{t} .\right)
\end{gathered}
$$

(iii) The backwards operator $B$ :

$$
\beta \tilde{y}_{t}=\tilde{y}_{t-1}
$$

(iv) Indicator function on the set N of nonnegative integers:

$$
I_{N}(j)=\left\{\begin{array}{ll}
1 & j \in N \\
0 & j \notin N
\end{array} .\right.
$$

In this notation, (4.1) becomes

$$
\begin{equation*}
\left(\sum_{r=0}^{p} a_{r} \rho{ }^{p-r}\right) \tilde{y}_{t-p}=\tilde{\epsilon}_{t} \tag{4.3}
\end{equation*}
$$

with associated polynomial equation

$$
\sum_{r=0}^{p} a_{r} x^{p-r}=0
$$

and (4.2) becomes

$$
\begin{equation*}
\left(\sum_{r=0}^{q} \beta_{r} B^{r} \tilde{\epsilon}_{t}=\tilde{y}_{t}\right. \tag{4.4}
\end{equation*}
$$

with associated polynomial equation

$$
\sum_{r=0}^{q} \beta_{r} x^{r}=0
$$

The autoregressive model is commonly used to predict an event $y_{t}$ given past events $y_{t-1}, \cdots$. An important idea in this regard is that when--
(i) the stochastic process satisfies (4.3), and
(ii) the roots of (4.3') are strictly less than one in absolute value, then $E\left(\tilde{y}_{t} \mid y_{t-1}, y_{t-2}, \cdots\right)=-\beta_{1} y_{t-1}-\cdots-\beta_{p} y_{t-p}$ predicts $y_{t}$ with minimum mean square error. (See Anderson (1970).)

Throughout this paper we have been abusing standard terminology a bit by referring to

$$
\begin{equation*}
\left[\sum_{r=0}^{p}\left(a_{r} l_{N}(t-r)\right) \rho^{p-r}\right] \tilde{\theta}_{t-p}=\tilde{\epsilon}_{t}, \quad a_{o}=1, \tilde{\epsilon}_{t} \text { i.i.d. } \tag{4.5}
\end{equation*}
$$

$\tilde{\theta}_{0}=0, t=1,2, \ldots$, as "the general autoregressive model of order p." Equation (4.5) states:

$$
\begin{aligned}
\tilde{\theta}_{1} & =\tilde{\theta}_{0}+\tilde{\epsilon}_{1}, \quad \tilde{\theta}_{0}=0 \\
\tilde{\theta}_{2} & =a_{1} \tilde{\theta}_{1}+\tilde{\epsilon}_{2} \\
& \vdots \\
\tilde{\theta}_{k} & =a_{1} \tilde{\theta}_{k-1}+\ldots+a_{p} \tilde{\theta}_{k-p}+\tilde{\epsilon}_{k}, \quad k \geq p
\end{aligned}
$$

In the example of Chapter 3, our prior on the $\theta^{\prime}$ s was a special case of (4.5); there we had $p=1$ and $a_{1}=1$.

The model of (4.5) relates to a "moving averages" model of the
form

$$
\begin{equation*}
\tilde{\theta}_{t}=\sum_{r=0}^{q}\left(\beta_{r} l_{N}(t-q)\right) \tilde{\epsilon}_{t-r}, \quad \tilde{\epsilon}_{k} \text { i.i.d. } \tag{4.6}
\end{equation*}
$$

in a manner analogous to the way that the AR model of (4.3) relates to an appropriate MA model of the form (4.4). To be precise, let us state a standard result from time series analysis and look at an analogue to the standard result.

## Standard Result From Time Series Analysis

Theorem 4.1. Assume that (4.3) holds and that the roots of (4. $3^{\prime}$ ) are strictly less than one in absolute value, then there exists $\beta_{r}, \quad r=0,1, \ldots$ such that $\tilde{y}_{t}=\sum_{r=0}^{\infty} \beta_{r} \tilde{\epsilon}_{t-r} \quad$ with equality holding in the sense

$$
E\left(\tilde{y}_{t}-\sum_{r=0}^{s} \beta_{r} \tilde{\epsilon}_{t-r}\right)^{2} \rightarrow 0 \quad \text { as } \quad s \rightarrow \infty .
$$

Proof. See Anderson (1972) for a proof of this theorem along with the statement and proof of a similar result which holds when one starts with a moving averages model (of finite order) and wishes to write an autoregressive model.

Theorem 4.2. Let $\left\{a_{n}\right\}_{n=1}^{\infty}$ be an arbitrary sequence of real
numbers except that $a_{1} \neq 0$. Define

$$
T_{n}=\left(\begin{array}{llll}
a_{1} & 0 & & 0 \\
a_{2} & a_{1} & & 0 \\
a_{3} & a_{2} & a_{1} & 0 \\
a_{n} & a_{n-1}
\end{array}\right)
$$

Then there exists a sequence of real numbers $\left\{b_{n}\right\}_{n=1}^{\infty}$ such that

$$
\mathrm{T}_{\mathrm{n}}^{-1}=\left(\begin{array}{cccc}
\mathrm{b}_{1} & 0 & & 0 \\
\mathrm{~b}_{2} & \mathrm{~b}_{1} & 0 & 0 \\
\mathrm{~b}_{3} & \mathrm{~b}_{2} & \mathrm{~b}_{1} & 0 \\
\mathrm{~b}_{\mathrm{n}} & \mathrm{~b}_{\mathrm{n}-1} & \mathrm{~b}_{1}
\end{array}\right)
$$

Proof. First, $\mathrm{T}_{\mathrm{n}}^{-1}$ is lower triangular since it is well known that the inverse of a lower triangular matrix is a lower triangular matrix. The fact that $T_{n}^{-1}$ has the special structure of $T_{n}$ follows by induction on $n$.
(i) $\mathrm{T}_{1}^{-1}=\left(1 / \mathrm{a}_{1}\right)$

$$
T_{2}^{-1}=\left(1 / a_{1}\right)^{2}\left(\begin{array}{cc}
a_{1} & 0 \\
-a_{2} & a_{1}
\end{array}\right) \text {. Note that } b_{1}=1 / a_{1} .
$$

(ii) Suppose that $T_{n-1}^{-1}$ is a lower triangular matrix having the property that all elements on any given minor diagonal are equal; i.e.,

$$
\mathrm{T}_{\mathrm{n}-1}^{-1}=\left(\begin{array}{cccc}
\mathrm{b}_{1} & 0 & & 0 \\
\mathrm{~b}_{2} & \mathrm{~b}_{1} & 0 & 0 \\
\mathrm{~b}_{\mathrm{n}-1}
\end{array}\right.
$$

(iii) Consider

$$
T_{n}=\left(\begin{array}{ccc|c}
a_{1} & 0 & 0 & 0 \\
a_{2} & a_{1} & 0 & 0 \\
a_{n-1} & \frac{a_{n}}{a_{n-1}} & -\frac{a_{1}}{a_{2}}{ }_{2} a_{a_{1}}
\end{array}\right)-\left(\begin{array}{cc}
T_{n-1} & O_{(n-1) \times 1} \\
P_{1 \times(n-1)} & a_{1}
\end{array}\right)
$$

Define $Q=\left(q_{1}, q_{2}, \ldots, q_{n-1}\right)$ such that

$$
\begin{aligned}
& q_{1}=-\left(1 / a_{1}\right)\left(a_{n} b_{1}+\ldots+a_{2} b_{n-1}\right) \\
& q_{k}=b_{n-(k-1)}, \quad k=2, \ldots, n-1 .
\end{aligned}
$$

The claim is that

$$
\left(\begin{array}{cc}
T_{n-1}^{-1} & 0 \\
0 & 1 / a_{1}
\end{array}\right)=T_{n}^{-1}
$$

Since

$$
\left(\begin{array}{cc}
T_{n-1} & 0 \\
P & a_{1}
\end{array}\right)\left(\begin{array}{cc}
T_{n-1}^{-1} & 0 \\
Q & 1 / a_{1}
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
P T_{n-1}^{-1}+a_{1} Q & 1
\end{array}\right)
$$

the proof is completed by showing that $P T_{n-1}^{-1}+a_{1} Q=0$. The first entry of $P T_{n-1}^{-1}+a_{1} Q$ is seen to be zero by the definition of $q_{1}$.

All other components are seen to be zero since we have

$$
\begin{gathered}
a_{n-(k-1)} b_{1}+a_{n-k} b_{2}+\ldots+a_{2} b_{n-k}+a_{1} b_{n-(k-1)}=0 \\
k=2, \ldots, n-1
\end{gathered}
$$

by inductive hypothesis and $q_{k}=b_{n-(k-1)}$ be definition. This implies $a_{n-(k-1)} b_{1}+a_{n-k} b_{2}+\ldots+a_{2} b_{n-k}=-a_{1} q_{k}$. Therefore we have $P T_{n-1}^{-1}+a_{1} Q=0$.

An Analogue to the Standard Result (Theorem (4.1))

Corollary 4.1. Let $\mu_{1}, \ldots, \mu_{n}$ be arbitrary real numbers, also $\beta_{1}, \ldots, \beta_{q}, \quad$ such that

$$
\begin{gathered}
\tilde{\theta}_{1}=\mu_{1}+\tilde{\epsilon}_{1} \\
\tilde{\theta}_{2}=\mu_{2}+\beta_{1} \tilde{\epsilon}_{1}+\tilde{\epsilon}_{2} \\
\vdots \\
\tilde{\theta}_{n}=\mu_{n}+\sum_{i=0}^{q} \beta_{i} \tilde{\epsilon}_{n-i} \\
\tilde{\epsilon}_{\mathbf{t}} \text { i.i.d., } E \tilde{\epsilon}_{t}=0 ; \quad \beta_{o}=1,
\end{gathered}
$$

or in matrix notation, $\tilde{\theta}-\mu=T \tilde{\epsilon}$. Then there exists $a_{1}, a_{2}, \ldots, a_{n}$ such that

$$
\begin{aligned}
& \tilde{\epsilon}_{1}=\tilde{\theta}_{1}-\mu_{1} \\
& \tilde{\epsilon}_{2}=a_{1}\left(\tilde{\theta}_{1}-\mu_{1}\right)+\left(\tilde{\theta}_{2}-\mu_{2}\right) \\
& \tilde{\epsilon}_{3}=a_{2}\left(\tilde{\theta}_{1}-\mu_{1}\right)+a_{2}\left(\tilde{\theta}_{2}-\mu_{2}\right)+\left(\tilde{\theta}_{3}-\mu_{3}\right)
\end{aligned}
$$

i.e., the parameters minus theor prior means are exactly represented as an autoregressive model.

Proof. The proof is immediate from the fact that $T^{-1}$ has the same structure as $T$.

If we start with an AR model of the form (4.5), a converse statement to Corollary 4.1 is obvious.

## Autoregressive Priors in Regression Situations

The chapter is concluded with a discussion of the applicability of autoregressive priors in ordinary regression situations.

Let us start by assuming that the components of our multinormal mean satisfy the AR process of (4.3); i.e.,

$$
\begin{equation*}
\left(\sum_{r=0}^{p} a_{i} \rho p-r\right) \tilde{\theta}_{t-p}=\tilde{\epsilon}_{t}, \quad \widetilde{\epsilon}_{t} \text { i.i.d., } t=p+1, \ldots \tag{4.9}
\end{equation*}
$$

Then, let us specify the set $\left\{a_{i}\right\}_{i=1}^{p}$ in such a way that the $a_{i}$ have the fortunate property of defining an equation--

$$
\sum_{r=0}^{p} a_{r} x^{p-r}=0
$$

whose roots are strictly less than one in absolute value. It can be seen that the $V$ matrix (where $\operatorname{cov}(\tilde{\theta})=(1 / \rho) V)$ is specified by solutions of the Yule-Walker equations. Box and Jenkins (1971) present a readable account of this technique within the usual context of time series. That is, where observable random variables $\tilde{y}_{t-p}$ appear in (4.9) in place of the unobservable $\tilde{\theta}_{t-p}$.

The Bayesian might be hard pressed to specify a set $\left\{a_{i}\right\}_{i=1}^{p}$ having the property referred to above in any meaningful way. He would probably try to estimate the $a^{\prime}$ s. In the standard discussion of time series, the $a_{i}$ are estimated either by variations on the YuleWalker procedure or by maximum likelihood calculations (where other special assumptions are required). Because of the unique features of our Bayesian approach, neither of these methods is applicable. The first approach is impossible since the $\theta^{\prime}$ s are not observed. We have major technical problems imitating the standard maximum likelihood approach. This is due to the relatively complicated error structure,

$$
(1 / \rho) V+I \quad(\text { where } \operatorname{cov}(\tilde{\theta})=(1 / \rho) V),
$$

in the marginal distribution of $\tilde{y}$. Specifically, it is not clear at all
how one might write the $V$ matrix in manageable terms. See Anderson (1972), page 183, for a discussion of maximum likelihood estimation within the usual context of time series.

With the general moving average formulation

$$
\begin{equation*}
\left(\sum_{r=0}^{q} \beta_{r} \beta^{r}\right) \tilde{\epsilon}_{t}=\tilde{\theta}_{t}, \quad \tilde{\epsilon}_{t} \text { i.i.d., } E \tilde{\epsilon}_{t}=0, \operatorname{var} \tilde{\epsilon}_{t}=1 / \rho \tag{4.10}
\end{equation*}
$$

there are no technical problems in computing the covariance structure. From

$$
\begin{aligned}
& \tilde{\theta}_{s}=\tilde{\epsilon}_{s}+\beta_{1}{\underset{\epsilon}{s-1}}^{\tilde{\epsilon}_{s-q}}+\ldots+\beta_{q} \underset{\boldsymbol{\epsilon}}{\tilde{\epsilon}} \\
& \text { with } \quad \text { r }>\mathrm{s}>\mathrm{q}
\end{aligned}
$$

we have

$$
\begin{aligned}
& \operatorname{var}\left(\tilde{\theta}_{t}\right)=\left(1+\sum_{i=1}^{q} \beta_{i}^{2}\right)(1 / \rho), \quad t>q, \\
& \operatorname{cov}\left(\tilde{\theta}_{r}, \tilde{\theta}_{s}\right)=\beta_{r-s} \beta_{o}+\beta_{r-s+1} \beta_{l}+\ldots+\beta_{q} \beta_{q-(r-s)} .
\end{aligned}
$$

In a given application, the $V$ matrix depends upon the unknown $\beta^{\prime}$ s. These hyperparameters can be estimated using the apparatus developed in the next chapter.

We next discuss an example where a moving average model of
the form (4.10) is used. Beyond this, the concept of MA priors is not pursued. The example is cited because the covariance structure involved (on the $\theta^{\prime}$ s) would seem appropriate in many regression situations. Also, the particular MA prior is easily handled within our Bayesian structure,

$$
\tilde{y} \mid \theta \sim N_{n}(\theta, I), \quad \tilde{\theta} \sim N_{n}(\mu,(1 / \rho) V)
$$

To introduce the example, let us consider the following covariance structure:

$$
\operatorname{cov}(\widetilde{\theta})=(1 / \rho)\left(\begin{array}{ccccc}
1 & 1-\gamma & 1-2 \gamma & & 1-(n-1) \gamma  \tag{4.11}\\
1-\gamma & 1 & 1-\gamma & & \\
& & & 1-\gamma \\
1-(n-1) \gamma & \cdots & 1-\gamma & 1
\end{array}\right)
$$

where $0<(n-1) \gamma \leq 2$. For convenience, assume that $E \tilde{\theta}=0$. We have $\operatorname{corr}\left(\tilde{\theta}_{j}, \tilde{\theta}_{k}\right)=1-(k-j)$ for $k \geqslant j$. The structure of (4.11) would seem appropriate in many regression situations. It can be generated by the MA model

$$
\tilde{\theta}_{t}=\sum_{j=0}^{q} \frac{1}{\sqrt{q+1}} \tilde{\epsilon}_{t-j}, \quad \tilde{\epsilon}_{t} \text { i.i.d., } \quad t=1, \ldots,
$$

i.e.,

Suppose that $E \widetilde{\epsilon}_{\mathbf{t}}=0$ and $\operatorname{var}{\underset{\boldsymbol{\epsilon}}{\mathrm{t}}}^{\sim}=1 / \rho \forall \mathrm{t}$. In view of (4.11) we easily have

$$
\begin{align*}
& \operatorname{var}\left(\tilde{\theta}_{\mathrm{t}}\right)=(1 / \rho) \quad \forall \mathrm{t} \\
& \operatorname{cov}\left(\tilde{\theta}_{\mathrm{r}}, \tilde{\theta}_{\mathrm{s}}\right)=\left\{\begin{array}{cl}
1-(\mathrm{r}-\mathrm{s}) \gamma & \mathrm{r}-\mathrm{s}<\mathrm{q}+1 \\
0 & \mathrm{r}-\mathrm{s} \geq \mathrm{q}+1
\end{array}\right. \tag{4.13}
\end{align*}
$$

where $r \geq s$, and $\gamma=1 /(q+1)$.
In this example we might think of each $\theta_{t}$ as being the sum of q+1 independent and identically distributed "jolts"--the earliest contribution being ${ }^{\boldsymbol{t}-\mathrm{q}}$; the latest, ${ }^{\boldsymbol{\epsilon}} \mathrm{t}^{\text {. Let us indicate a proce- }}$ dure for estimating $q$ and the other hyperparameter $\rho$. Again suppose that

$$
\tilde{y} \mid \theta \sim N_{n}(\theta, \mathrm{I}) \quad \text { and } \quad \tilde{\theta} \sim \mathrm{N}_{\mathrm{n}}(0,(1 / \rho) \mathrm{V})
$$

with $V$ specified according to (4.11). The marginal distribution of $\tilde{y}$ is-- $\left.\tilde{y}\right|_{\rho, q} \sim N_{n}(0,(1 / \rho) V+I)$. As a prior on the hyperparameters, take

$$
f_{\tilde{\rho}, \tilde{q}}(\rho, q) \propto(1 / \rho) l_{(0, \infty)}(\rho) l_{N^{\prime}}(q)
$$

where $N$ is the set of nonegative integers. Then

$$
\begin{aligned}
f_{\tilde{p}, \tilde{q} \mid y}(\rho, q) \propto[ & \operatorname{det}((1 / \rho) V+I)]^{-1 / 2} \\
& \times \exp \left[(-1 / 2) y^{\prime}((1 / \rho) V+I)^{-1} y\right](1 / \rho) 1_{(0, \infty)}(\rho) l_{N}(q)
\end{aligned}
$$

We can maximize the posterior (over $\rho$ ) for a given nonnegative integer $q$ according to methods discussed in the last chapter. If we do so for each $q=0,1,2, \ldots$, let $\hat{\rho}_{o}, \hat{\rho}_{1}, \ldots, \hat{\rho}_{k}, \ldots$ be the sequence of critical points. Assuming the posterior density is maximized at the point $\widehat{\rho}_{n *}$, we write the modal estimate for $(\rho, q)$ as $(\hat{p}, n *$..

Earlier we noted some of the technical problems which arise when we assume that the components of $\theta$ satisfy the stochastic difference equation

$$
\left(\sum_{r=0}^{p} a_{r} \rho^{p-r}\right) \tilde{\theta}_{t-p}=\tilde{\epsilon}_{t}, \quad \tilde{\epsilon}_{t} \text { i.i.d. }
$$

Accordingly, for the remainder of this paper we restrict attention to autoregressive priors of the form--

$$
\begin{align*}
& \quad\left(\sum_{r=0}^{p}\left(a_{r} l_{N}(t-r)\right) p\right.  \tag{4.14}\\
& p-r) \tilde{\theta}_{t-p}=\tilde{\epsilon}_{t}, \tilde{\epsilon}_{t} \text { i.i.d. } \\
& \theta_{0}=0, \quad t=1,2, \ldots, n .
\end{align*}
$$

Recall Corollary 4.1 with regards to the model (4.14) and the computation of $\operatorname{cov}(\tilde{\theta})=(1 / \rho) V$. Also, it is seen in the next chapter that a model of the form (4.14) yields an expression for $((1 / \rho) \mathrm{V}+\mathrm{I})^{-1}$ which is easy to write down.

As a further example, let us consider the special case of (4.14) where $p=1, t=1, \ldots, n$. We have--

$$
\begin{aligned}
\tilde{\theta}_{1} & =\tilde{\epsilon}_{1}^{\sim} \\
\tilde{\theta}_{2} & =a \widetilde{\theta}_{1}+\tilde{\epsilon}_{2} \\
& \vdots \\
\tilde{\theta}_{n} & =a \tilde{\theta}_{n-1}+\widetilde{\epsilon}_{n}
\end{aligned} \quad\left(\begin{array}{cccccc}
1 & 0 & 0 & - & - & 0 \\
-a & 1 & 0 & 0 & - & 0 \\
0 & -a & 1 & 0 & 0 & - \\
0 \\
0 & & & & & -a \\
1
\end{array}\right)\left(\begin{array}{c}
\tilde{\theta}_{1} \\
\tilde{\theta}_{2} \\
\vdots \\
\tilde{\theta}_{n}
\end{array}\right)=\left(\begin{array}{c}
\tilde{\epsilon}_{1} \\
\tilde{\epsilon}_{2} \\
\vdots \\
\tilde{\epsilon}_{n}
\end{array}\right)
$$

Let us write this as $W \tilde{\theta}=\tilde{\epsilon}$. Then where $\tilde{y} \mid \theta \sim N_{n}(\theta, I)$ and $\tilde{\epsilon} \sim N_{n}(0,(1 / \rho) I)$, the marginal distribution of $\tilde{y}$ is

$$
\left.\tilde{\mathrm{y}}\right|_{a, \rho} \sim \mathrm{~N}_{\mathrm{n}}\left(0,(\mathrm{l} / \rho)\left(\mathrm{W}^{\prime} \mathrm{W}\right)^{-1}+\mathrm{I}\right)
$$

In Chapter 5 we consider general procedures for estimating the autoregressive coefficients. However, simple estimates are available in the present situation which do not require the apparatus developed for the more general model. For example, suppose that $n$ is an even integer and define

$$
\mathrm{W}_{\mathrm{e}}=\left(\begin{array}{cccccccc}
-\mathrm{a} & 1 & 0 & & & & & \\
& & -\mathrm{a} & \mathrm{l} & 0 & & & \\
& & & -\mathrm{a} & \mathrm{l} & 0 & - & 0 \\
& & & & & & & \\
& & & & \\
& & & & & -\mathrm{a} & 1
\end{array}\right) .
$$

Then $\tilde{u}=W_{e} \tilde{y}^{\sim} \sim N_{(n / 2)}^{(0,(1 / \rho) I+K)} \quad$ where

$$
K=\left(\begin{array}{ccc}
a^{2}+1 & & 0 \\
& a^{2}+1 & \\
0 & & a^{2}+1
\end{array}\right)_{(n / 2) \times(n / 2)}
$$

We have $\tilde{u}_{1}, \tilde{u}_{2}, \ldots, \tilde{u}_{n / 2}$ which are i.i.d. from a $N\left(0,1 / \rho+a^{2}+1\right)$ population. A "method of moments" estimator is found by setting

$$
0=\frac{\sum_{i=1}^{n / 2}\left(\hat{a}_{2 i-1}-y_{2 i}\right)}{n / 2}=\bar{u} ;
$$

which implies

$$
\begin{equation*}
\hat{a}=\frac{\sum_{i=1}^{n / 2} y_{2 i}}{\sum_{i=1}^{n / 2} y_{2 i-1}} . \tag{4.15}
\end{equation*}
$$

Let us consider, yet, another estimate for "a." Define

$$
\begin{aligned}
& t_{1}^{\prime}=(-a, 1,-a, 1, \ldots,-a, 1) \\
& t_{2}^{\prime}=(0,-a, 1,-a, 1, \ldots,-a, 1,0) .
\end{aligned} \quad\left(t_{1}, t_{2} \in \mathbb{R}^{n^{\prime}}\right)
$$

Note that (4.13) was found by solving $t^{\prime} y=0$. We might consider

$$
v=\gamma t 1_{1}^{\prime} y+(1-\gamma) t_{2}^{1} y, \quad \gamma \in[0, l], \quad E \tilde{v}=0 .
$$

If we ask for that value of $\gamma$ which minimizes $\operatorname{var}(\tilde{v})$, an easy calculation shows that the optimal $\gamma$ has $1 / 2$ as a limit as $n \rightarrow \infty$.

After setting $\gamma=1 / 2$ and $v=0$, we obtain an estimate

$$
\widehat{a}=1+\frac{y_{n}-y_{1}}{y_{1}+y_{2}+\ldots+y_{n-1}}
$$

We now turn to the more general considerations of Chapter 5 . There, the concern is focused upon two fairly difficult technical problems. First, how does one arrive at the order of the autoregressive prior? In answering this question one confronts another problem. What can we do to obtain estimates for the various hyperparameters we have introduced?
V. THE AUTOREGRESSIVE PRIOR

$$
\tilde{\epsilon}_{t}=\left[\sum_{r=0}^{p} a_{r} l_{N}(t-r) P p-r\right]\left(\tilde{\theta}_{t-p}-\mu_{t-p}\right)
$$

ESTIMATION CONSIDERATIONS

## An Outline of the Technical Problem and the Approach Taken

In the notation of Corollary 4.1,

$$
\begin{align*}
\tilde{\epsilon}_{t}=\left[\sum_{r=0}^{p} a_{r} l_{N}(t-r) \rho^{p-r}\right]\left(\tilde{\theta}_{t-1}-\mu_{t-p}\right), \quad \tilde{\epsilon}_{t} i . i . d .  \tag{5.1}\\
t=1, \ldots, n
\end{align*}
$$

can be written as

$$
\begin{equation*}
\left.\tilde{\epsilon}=T^{-1} \tilde{\theta}-\mu\right) . \tag{5.2}
\end{equation*}
$$

Recall that

$$
\mathrm{T}^{-1}=\left(\begin{array}{cccccc}
1 & 0 & \ldots & & 0 \\
a_{1} & 1 & 0 & \cdots & 0 \\
a_{2} & a_{1} & 1 & 0 & & 0 \\
0 & & & & a_{p} & a_{1} \\
0 & 1
\end{array}\right) \quad, \quad n \times p
$$

From (5.2) we have

$$
\begin{equation*}
\tilde{\theta}=\mu+T \tilde{\epsilon} . \tag{5.3}
\end{equation*}
$$

As before, we assume

$$
\tilde{y} \mid \theta \sim N_{n}(\theta, I) \quad \text { and } \quad \tilde{\epsilon} \sim N_{n}(0,(1 / \rho) I)
$$

This--combined with (5.3)--implies that

$$
\tilde{\theta} \sim N_{n}\left(\mu,(1 / \rho) \mathrm{TT}^{\prime}\right)
$$

The marginal distribution of $\widetilde{y}$ now depends upon a vector

$$
P_{o}^{\prime}=\left(a_{1}, \ldots, a_{p}, \rho, \mu_{1}, \ldots, \mu_{n}\right)
$$

We have

$$
\begin{align*}
f_{\tilde{y} \mid P_{o}}(y)= & \int f_{\tilde{y} \mid \theta}(y) f_{\tilde{\theta}}(\theta) d \theta \\
\propto & {\left[\operatorname{det}\left(I+(1 / \rho) T T^{\prime}\right)\right]^{-1 / 2} } \\
& \times \exp \left[(-1 / 2)(y-\mu)^{\prime}\left(I+(1 / \rho) T T^{\prime}\right)^{-1}(y-\mu)\right] \tag{5.4}
\end{align*}
$$

The calculation for $T$ (in terms of the $a^{\prime} s$ ) is routine but its elements become complicated. Therefore, it is convenient to work with expressions involving $T^{-1}$. Denote $T^{-1}$ by $W$ and express $\left(\mathrm{I}+(\mathrm{l} / \rho) \mathrm{TT}^{\prime}\right)^{-1}$ as

$$
\begin{align*}
\left(I+(1 / \rho) T T^{\prime}\right)^{-1} & =\left(I+\rho\left(T T^{\prime}\right)^{-1}\right)^{-1} \rho\left(T T^{\prime}\right)^{-1} \\
& =\left(I+\rho W^{\prime} W\right)^{-1} \rho W^{\prime} W \\
& =\rho W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1} \tag{5.5}
\end{align*}
$$

Note that

$$
\begin{equation*}
\operatorname{det}\left[\rho W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1}\right]=\rho^{n} \operatorname{det}\left(I+\rho W^{\prime} W\right)^{-1} \tag{5.6}
\end{equation*}
$$

(since $\left.\operatorname{det}\left(W^{\prime} W\right)=1\right)$.

Set

$$
P_{1}^{\prime}=\left(\tilde{a}_{1}, \tilde{a}_{2}, \ldots, \tilde{a}_{p}\right)
$$

and

$$
P_{2}^{\prime}=\left(\tilde{\rho}, \tilde{\mu}_{1}, \ldots, \tilde{\mu}_{n}\right), \quad\left(\tilde{P}_{o}^{\prime}=\left(\tilde{P}_{1}^{1}, \tilde{P}_{2}^{\prime}\right)^{\prime}\right) .
$$

Assume that $\widetilde{\mathrm{P}}_{1}$ and $\widetilde{\mathrm{P}}_{2}$ are independent. The distribution of $\widetilde{\mathrm{P}}_{\mathrm{o}}$ is specified by taking
and

$$
\mathrm{f}_{{\underset{P}{1}}_{1}}\left(\mathrm{P}_{1}\right) \propto \exp \left((-1 / 2) \sum_{\mathrm{i}=1}^{\mathrm{p}}\left(\mathrm{a}_{\mathrm{i}} / \xi_{\mathrm{i}}\right)^{2}\right), \quad \xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{\mathrm{p}},
$$

$$
\mathrm{f}_{\mathrm{P}_{2}}\left(\mathrm{P}_{2}\right) \propto(1 / \rho) 1(0, \infty)^{(\rho),} \quad \mu_{i} \in \mathbb{R}^{1}, \quad i=1,2, \ldots, n .
$$

We have

$$
\begin{align*}
& { }^{f} \widetilde{P}_{o}\left(P_{o}\right)=f_{\widetilde{P}_{1}}\left(P_{1}\right) f \widetilde{P}_{2}\left(P_{2}\right) \\
&  \tag{5.7}\\
& \propto \exp \left((-1 / 2) \sum_{i=1}^{p}\left(a_{i} / \xi_{i}\right)^{2}\right)(1 / \rho) l_{(0, \infty)}(\rho), \\
& \xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{p}, \quad \mu_{i} \in \mathbb{R}^{1}, \quad i=1,2, \ldots, n
\end{align*}
$$

Let $\quad \xi_{i}, \quad i=1,2, \ldots, p, \quad$ be specified subject to the above inequalities. The prior on $P_{1}$ indicates a belief that for a given $\theta_{i}$, nearby $\theta$ 's are likely to have more effect on $\theta_{i}$ than remote ones.

Assume, temporarily, that $P_{2}$ is known. The marginal density (5.4) is now written as $\underset{\mathbf{y}}{\mathrm{N}} \mid \mathrm{P}_{\mathbf{l}}(\mathrm{y})$. This marginal density in
combination with the prior $f \widetilde{\mathrm{P}}_{1}\left(\mathrm{P}_{1}\right)$ yields a posterior

$$
\begin{align*}
& \mathrm{f}_{\widetilde{P}_{1}} \mid \mathrm{y}\left(\mathrm{P}_{1}\right) \propto \mathrm{f}_{\widehat{\mathrm{y}} \mid \mathrm{P}_{1}}(\mathrm{y}) \mathrm{f} \widetilde{\mathrm{P}}_{1}\left(\mathrm{P}_{1}\right) \\
& \propto\left[\rho^{n} \operatorname{det}\left(I+\rho W^{\prime} W\right)^{-1}\right]^{1 / 2} \\
& \times \exp \left[(-\rho / 2)(y-\mu)^{\prime} W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1}(y-\mu)\right] \\
& \times \exp \left[(-1 / 2) \sum_{i=1}^{p}\left(a_{i} / \xi_{i}\right)^{2}\right], \quad \xi_{1} \geq \xi_{2} \geq \ldots \geq \xi_{p} . \tag{5.8}
\end{align*}
$$

Suppose that a "smooth" curve passes through the points $\left(X_{i}, \mu_{i}\right), i=1, \ldots, n$, where $X_{i}$ is the ith level of stress, $\mu_{\mathrm{i}}=\mathrm{E}\left(\tilde{\theta}_{\mathrm{i}}\right) . \quad$ (In Chapter 3 we took $\mu=\mathrm{XT}, \quad X^{\prime}=(1.5,2.0, \ldots, 5.0)$, $\tau$ unknown.) Also, suppose that the precision $\rho$ is not small to the extent that the prior on $\theta$ has negligible effect (see Lemma 2.1). With $\mathrm{P}_{2}$ given, the mode of (5.8) is taken as the estimate for $\mathrm{P}_{1}$. If the $a$ 's are estimated near zero, the overall effect is too "smooth" the estimate of $\theta$. This smoothing is a combined effect of prior and sample. The smoothing effect of the prior alone depends on taking the $\xi^{\prime}$ s small. Thus, prior choices of the $\xi_{i}, i=1,2, \ldots, p$, combine with information given by the data (in (5.8)) to say something about the related questions regarding "the smoothness of the response curve" and a property that might be called the effective order of the autoregressive prior.

Now let us assume, temporarily, that $\mathrm{P}_{1}$ is known. Denote the marginal density (5.4) as $\quad f_{\widetilde{y}} \mid P_{2}(y)$. The posterior density of present interest is

$$
\begin{align*}
& { }^{f} \tilde{P}_{2} \mid y{ }^{\left(P_{2}\right) \propto \underset{y}{f} \mid P_{2}(y) f}{\underset{P}{P}}_{2}\left(P_{2}\right) \\
& \propto\left[\rho^{n} \operatorname{det}\left(I+\rho W^{\prime} W\right)^{-1}\right]^{1 / 2} \\
& \times \exp \left[(-\rho / 2)(y-\mu)^{\prime} W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1}(y-\mu)\right] \\
& \times(1 / \rho) l_{(0, \infty)}(\rho), \quad \mu_{i} \in \mathbb{R}^{l}, \quad i=1,2, \ldots, n . \tag{5.9}
\end{align*}
$$

The mode of (5.9) (denoted by $\widehat{P}_{2}$ ) is taken as the estimate of $\mathrm{P}_{2}$. It can be calculated using the methods discussed in Chapter 3.

Actually, we treat the vector $P_{o}=\left(P_{1}^{\prime}, P_{2}^{\prime}\right)^{\prime}$ as completely unknown. Since

$$
\left.{\widehat{\theta}\left(P_{o}\right)}\right)=\rho W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1} \mu+W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1}\left(W^{\prime} W\right)^{-1} y
$$

(see (2.7)), it is necessary to estimate $P_{o}$ before we can estimate $\theta$. The mode, $\widehat{\mathrm{P}}_{\mathrm{o}}$, of

$$
\begin{equation*}
{\underset{\sim}{P}}_{o}\left|y\left(P_{o}\right) \propto f_{\tilde{y}}\right| P_{o}(y) f_{o} \widetilde{P}_{o}\left(P_{o}\right) \tag{5.10}
\end{equation*}
$$

(see (5.4) and (5.7)) is assigned as the estimate of $P_{0_{0}}$. After calculating $\widehat{\mathrm{P}}_{0}, \theta$ is estimated with $\hat{\theta}\left(\widehat{\mathrm{P}}_{0}\right)$.

Although a standard gradient-search procedure might be used to
find the stationary points of (5.10), an algorithm is given below for exploiting the special structure of $\left.f_{\mathcal{P}_{o}}\right|_{y}(y)$. It is felt that iterations on $P_{o}$ might become complicated or inefficient due to
(i) its dimension (in a given application),
(ii) the possibility that mild perturbations of $\mathrm{P}_{1}$ (with $\mathrm{P}_{2}$ fixed) might have an effect on $\mathrm{f}_{\mathrm{P}_{\mathrm{o}}} \mid y$ which is drastic in comparison with the effect of mild perturbations of $P_{2}$ (with $P_{1}$ fixed).

We acknowledge the fact that within $P_{2}$, changes in $\rho$ have an effect on $\mathrm{f}_{\mathrm{P}_{\mathrm{o}}} \mid y$ which are distinctly different than the effect of changes in $\mu_{i}, i=1, \ldots, n$. However, we will take $\left(P_{1}^{\prime}, P_{2}^{\prime}\right)^{\prime}$ as an "approximately natural" partition of $P_{0}$ and sketch our algorithm as follows.
(a) Let $P_{2}^{(1)}$ be an initial guess for $P_{2}$. Setting $P_{2}=P_{2}^{(1)}$, calculate the mode of (5.8).
(b) Use the mode calculated in (a) as a starting value for $\mathrm{P}_{1}$. With this given $P_{1}$, calculate the mode of (5.9).
(c) Repeat the process initiated as (a) by using the mode found in (b) as the new starting value $P_{2}^{(2)}$ in (a).

The es sential features of this procedure are discussed by Lindley and Smith (1972). They remark that this sequence of iterations "typically converges." The author has not addressed the question of convergence in a mathematical manner. However, in the
present situation, the iterations have converged nicely (without failure) in a large number of examples.

The gradient-search technique used to carry out the calculations in (a) and (b) above is devised to adapt itself to the "pace of convergence" in each case. The technique is outlined on page 87. Let us now illustrate the Lindley and Smith procedure and our "tailor made" gradient-search with a final application to the corrosion data of Figure 1. 1.

## The Corrosion Data Revisited

Consistent with the notation and distributional assumptions made regarding the example of Chapter 3, let us take

$$
\tilde{y} \mid \theta \sim N_{8}(\theta, I) \quad \text { and } \quad \tilde{\theta} \sim N_{8}(X \tau,(1 / \rho) V)
$$

where $X=(1.5,2.0, \ldots, 5.0)^{\prime}, \quad p>0, \quad$ and $V$ is positive definite. Now, let us assume that $V$ is specified by an autoregressive prior of order 3 at most on the components of $\theta-X \tau$. Writing (5.1) with $\mu=X \tau, p=3$, and $n=8$ we have

$$
\begin{align*}
& \tilde{\theta}_{1}-X_{1} \tau=\tilde{\epsilon}_{1} \\
&\left(\tilde{\theta}_{2}-X_{2} \tau\right)+a_{1}\left(\tilde{\theta}_{1}-X_{1} \tau\right)=\tilde{\epsilon}_{2} \\
&\left(\tilde{\theta}_{3}-X_{3} \tau\right)+a_{1}\left(\tilde{\theta}_{2}-X_{2} \tau\right)+a_{2}\left(\tilde{\theta}_{1}-X_{1} \tau\right)= \tilde{\epsilon}_{3} \\
& \vdots  \tag{5.11}\\
&\left(\tilde{\theta}_{k}-X_{k} \tau\right)+a_{1}\left(\tilde{\theta}_{k-1}-X_{k-1} \tau\right)+a_{2}\left(\tilde{\theta}_{k-2}-X_{k-2} \tau\right)+a_{3}\left(\tilde{\theta}_{k-3}-X_{k-3}{ }^{\tau}\right)=\epsilon_{k} \\
& k=4,5, \ldots, 8 .
\end{align*}
$$

A more convenient form of (5.11) is

$$
\tilde{\epsilon}=W\left(\tilde{\theta}-X_{\tau}\right)
$$

where

$$
\mathrm{W}=\mathrm{T}^{-1}=\left(\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.12}\\
a_{1} & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
a_{2} & a_{1} & 1 & 0 & 0 & 0 & 0 & 0 \\
a_{3} & a_{2} & a_{1} & 1 & 0 & 0 & 0 & 0 \\
& & & \vdots & & & & \\
0 & 0 & 0 & 0 & a_{3} & a_{2} & a_{1} & 1
\end{array}\right)(8 \times 8)
$$

Our distributional assumptions are completely described by

$$
\tilde{y} \mid \theta \sim N_{8}(\theta, I) \quad \text { and } \quad \tilde{\theta} \mid P_{o} \sim N_{8}\left(X \tau,\left(\rho W^{\prime} W\right)^{-1}\right)
$$

where $P_{o}=\left(P_{1}^{\prime}, P_{2}^{\prime}\right)^{\prime}$ with

$$
\begin{aligned}
& P_{1}^{\prime}=\left(a_{1}, a_{2}, a_{3}\right) \\
& P_{2}^{\prime}=(\rho, \tau)
\end{aligned}
$$

For this example, (5.8) becomes

$$
\begin{align*}
{ }^{f} \widetilde{P}_{1} \mid y\left(P_{1}\right) \propto & {\left[\rho^{8} \operatorname{det}\left(I+\rho W^{\prime} W\right)^{-1}\right]^{1 / 2} } \\
& \times \exp \left[(-\rho / 2)(y-X \tau)^{\prime} W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1}\right. \\
& \left.\times(y-X \tau)-(1 / 2) \sum_{i=1}^{3}\left(a_{i} / \xi_{i}\right)^{2}\right] \tag{5.13}
\end{align*}
$$

Two special cases are illustrated in the following:
(i) $\xi_{i}^{2}=\infty, \quad i=1,2,3$,
(ii) $\xi_{1}^{2}=10.0, \quad \xi_{2}^{2}=0.1, \quad \xi_{3}^{2}=0.01$.

The distribution of $\widetilde{\mathrm{P}}_{2} \mid y$ is (see (5.9))

$$
\begin{align*}
\left.\mathrm{f}_{2} \mid y^{( } \mathrm{P}_{2}\right) \propto[ & \left.\rho^{8} \operatorname{det}\left(I+\rho W^{\prime} W\right)^{-1}\right]^{1 / 2} \\
& \times \exp \left[(-\rho / 2)(y-X \tau)^{\prime} W^{\prime} W\left(I+\rho W^{\prime} W\right)^{-1}(y-X \tau)\right] \\
& \times(1 / \rho) 1_{(0, \infty)}(\rho) . \tag{5.14}
\end{align*}
$$

Denote $\left.\ln _{\widetilde{P}_{1}}\right|_{y}\left(P_{1}\right)$ by $F\left(a_{1}, a_{2}, a_{3}\right)$. Then

$$
\begin{align*}
F\left(a_{1}, a_{2}, a_{3}\right)= & (\text { const. })+(1 / 2)\left(8 \ln \rho+\ln \operatorname{det} \Sigma^{-1}\right) \\
& -(1 / 2)(y-X \tau)^{\prime}((1 / \rho) V+I)^{-1}(y-X \tau) \\
& -(1 / 2) \sum_{i=1}^{3}\left(a_{i} / \xi_{i}\right)^{2}, \tag{5.15}
\end{align*}
$$

where ${女^{-1}}^{-1}=\left(\rho W^{\prime} W+I\right)^{-1}$ and $V=T T^{1}=\left(W^{\prime} W\right)^{-1}$. Also, let

$$
\begin{align*}
\left.G(\rho, \tau)=\ln f \widetilde{P}_{2} \mid y P_{2}\right)= & (\text { const. })+(1 / 2) \ln \operatorname{det}((1 / \rho) V+I)^{-1} \\
& -(1 / 2)(y-X \tau)^{\prime}((1 / \rho) V+I)^{-1}(y-X \tau)-\ln \rho . \tag{5.16}
\end{align*}
$$

Let

$$
\nabla F=\left(\frac{\partial F}{\partial a_{1}}, \frac{\partial F}{\partial a_{2}}, \frac{\partial F}{\partial a_{3}}\right)^{\prime} \text { and } \nabla G=\left(\frac{\partial G}{\partial \rho}, \frac{\partial G}{\partial \tau}\right)^{\prime}
$$

denote the gradients of $F$ and $G$ respectively. Certain standard results from the differential calculus in matrix notation are needed to carry out the gradient calculations. In the Appendix we have definitions, standard results, and derivations of all differentiation formulae which appear in the following.

Remark.5.1. Let $W_{i}=\frac{\partial W}{\partial a_{i}} \quad(W$ is defined by (5.12)) $i=1,2,3$. Then $W_{i}$ is that lower triangular matrix whose elements are all zero except those on the ith minor diagonal--all of which are

1. For example,

$$
W_{1}=\frac{\partial w}{\partial a_{1}}=\left(\begin{array}{lllll}
0 & & & & 0 \\
1 & & & & 0 \\
& & 1 & & \\
& & 0 & & \\
0 & & &
\end{array}\right)_{(8 \times 8)} .
$$

Remark 5.2. Denote $\frac{\partial}{\partial a_{i}} W^{\prime} W$ by $U_{i}, \quad i=1,2,3$. Then $U_{i}=W_{i}^{\prime} W+W^{\prime} W_{i}$.

In the following, let $\neq \rho W^{\prime} W+I$.
Formula 5.1. $\frac{\partial}{\partial a_{i}} \ln \operatorname{det} \not \mathbb{F}^{-1}=-\rho \operatorname{trace}\left(U_{i} \not \mathbb{t}^{-1}\right), \quad i=1,2,3$.

Formula 5.2. $\frac{\partial}{\partial \alpha_{i}}((1 / \rho) V+1)^{-1}=\rho M U_{i} \not \not^{-1} \quad$ where $M=I-\rho\left(W^{\prime} W\right) \not \boldsymbol{t}^{-1}$.

Formula 5.3. $\frac{\partial}{\partial \rho} \ln \operatorname{det}((1 / \rho) V+I)^{-1}=8 / \rho-\operatorname{trace}\left(W^{\prime} W \not \mathbb{W}^{-1}\right)$.

Formula 5.4. $\frac{\partial}{\partial \rho}((1 / \rho) \mathrm{V}+\mathrm{I})^{-1}=\mathrm{W}^{\prime} \mathrm{W} \boldsymbol{q}^{-2}$.

Formula 5.5. $\frac{\partial}{\partial \tau} z^{\prime}((1 / \rho) V+I)^{-1} z=-2 X^{\prime}((1 / \rho) V+I)^{-1} z \quad$ where $z=y-X \tau$.

Proceeding with the gradient calculations we have

$$
\begin{gathered}
\frac{\partial F}{\partial a_{i}}=(1 / 2) \frac{\partial}{\partial a_{i}} \ln \operatorname{det} \not \mathscr{F}^{-1}-(1 / 2)(y-X \tau)^{\prime} \frac{\partial}{\partial a_{i}}((1 / \rho) V+I)^{-1}(y-X \tau)-a_{i} / \xi_{i}^{2}, \\
i=1,2,3 .
\end{gathered}
$$

Applying the above differentiation results,

$$
\frac{\partial F}{\partial a_{i}}=(-\rho / 2) \operatorname{trace}\left(U_{i} \Sigma^{-1}\right)-(\rho / 2)(y-X \tau)^{\prime} M U_{i} \not \psi^{-1}(y-X \tau)-a_{i} / \xi_{i}^{2}
$$

The gradient of $F$ is

$$
\nabla F=(-\rho / 2)\left(\begin{array}{l}
\operatorname{trace} U_{1} \Sigma^{-1}+(y-X \tau)^{\prime} M U_{1} \Sigma^{-1}(y-X \tau)+2 a_{1} / \rho \xi_{1}^{2} \\
\operatorname{trace} U_{2} \Sigma^{-1}+(y-X \tau)^{\prime} M U_{2} \Sigma^{-1}(y-X \tau)+2 a_{2} / \rho \xi_{2}^{2} \\
\operatorname{trace} U_{3} \Sigma^{-1}+(y-X \tau)^{\prime} M U_{3} \Sigma^{-1}(y-X \tau)+2 a_{3} / \rho \xi_{3}^{2}
\end{array}\right) .
$$

For the gradient of $G$ we have:

$$
\begin{aligned}
& \frac{\partial G}{\partial \rho}=(1 / 2) \frac{\partial}{\partial \rho} \ln \operatorname{det}((1 / \rho) V+I)^{-1} \\
& -(1 / 2)(y-X \tau)^{\prime} \frac{\partial}{\partial \rho}((1 / \rho) V+I)^{-1}(y-X \tau)-1 / \rho \\
& =(1 / 2)\left(8 / \rho-\operatorname{trace}\left(W^{\prime} W \not z^{-1}\right)\right)-(1 / 2)(y-X \tau)^{\prime} W^{\prime} W \not z^{-2}(y-X \tau)-1 / \rho, \\
& \frac{\partial G}{\partial \tau}=(-1 / 2) \frac{\partial}{\partial \tau}(y-X \tau)^{\prime}((1 / \rho) V+I)^{-1}(y-X \tau) \\
& =X^{\prime}((1 / \rho) V+I)^{-1}(y-X \tau) \text {. }
\end{aligned}
$$

Therefore,

$$
\nabla G=\left(\begin{array}{l}
3 / \rho-(1 / 2) \operatorname{trace}\left(W^{\prime} W \Sigma^{-1}\right)-(1 / 2)(y-X \tau)^{\prime} W^{\prime} W \Sigma^{-2}(y-X \tau) \\
X^{\prime}((1 / \rho) V+I)^{-1}(y-X \tau)
\end{array}\right.
$$

The flowchart in Figure 5.l illustrates the above indicated procedure (see page 86 ) for obtaining $\widehat{P}_{o}$. For the corrosion application, let

$$
P_{1}^{(1)}=\left(a_{1}^{(1)}, a_{2}^{(1)}, a_{3}^{(1)}\right)^{\prime}=(1.0,0.5,0.0)^{\prime}
$$

and

$$
P_{2}^{(1)}=\left(\rho^{(1)}, T^{(1)}\right)=(0.5,1.0)^{\prime}
$$

denote starting values assigned to $P_{1}$ and $P_{2}$ respectively. In addition, let

$$
\begin{aligned}
\mathrm{K}^{(1)} & =\left(\mathrm{K}_{1}^{(1)}, \mathrm{K}_{2}^{(1)}, \ldots, \mathrm{K}_{11}^{(1)}\right)^{\prime} \\
& =(0.0,0.1, \ldots, 1.0)^{\prime}
\end{aligned}
$$

be an auxiliary vector used to define the search points. The gradientsearch starts by taking $P_{2}^{(1)}$ as given. The gradient of $F$ is evaluated at $P_{1}^{(1)}$. Then, 11 search points are defined on line with the gradient at $\mathrm{P}_{1}^{(1)}$,

$$
\begin{equation*}
\left.Q_{i}^{(1)}=P_{l}^{(1)}+\mathrm{K}_{\mathrm{i}}^{(1)} \nabla \mathrm{F}\right]_{\mathrm{P}_{\mathrm{l}}^{(1)}}, \quad \mathrm{i}=1,2, \ldots, 11 \tag{5.17}
\end{equation*}
$$

(Acutally, the $Q_{i}^{(1)}$ are calculated only if the gradient at $P_{1}^{(1)}$ has magnitude $>.01$. See the diagram on the next page.) Suppose $Q_{j_{o}}^{(1)}$ is that search point a mong those at (5.17) which maximized F. Define $\quad P_{l}^{(2)}=Q_{j_{o}}^{(1)}, \quad K^{(2)}=\left(j_{o} / 11\right) K^{(1)} \quad$ (an adjustment for the pace of convergence), and calculate $\nabla F]_{P_{l}}^{(2)}$ (etc.).

In Figure 5.2, estimates of $\theta$ (based on the data from Figure

1. 2) are shown corresponding to the priors,



Figure 5. 2.
(i) $\xi_{i}^{2}=\infty, \quad i=1,2,3$
and
(ii) $\xi_{1}^{2}=10, \quad \xi_{2}^{2}=0.1, \quad \xi_{3}^{2}=0.01$.

The dashed curve denotes the estimate of $\theta$ resulting from (i). In this situation we might be tending to overfit the data for the following reasons. We have vague priors on all hyperparameters (five in number). Under this condition, the number of hyperparameters is probably excessive in comparison with the number of data points (eight). In effect, the data was underconstrained. This results in a quite vague prior on $\theta$. Corresponding to (ii) is the solid curve in Figure 5.2. Prior (ii) expresses the idea that appreciable correlations exist only between adjacent $\theta$ 's. Consequently, we observe more smoothing than was the case with (i).

The Case of Unknown $\sigma^{2}=1 / \rho_{1}, \underline{\tilde{y} \mid \theta \sim N_{n}}(\underline{\theta,(1 / \rho} 1) \underline{I}$

We conclude the chapter by indicating the estimation procedure taken when $\tilde{y} \mid \theta \sim N_{n}\left(\theta,\left(1 / \rho_{1}\right) I\right)$ and $\tilde{\theta} \sim N_{n}\left(X \beta,\left(1 / \rho_{2}\right) V\right), \quad \rho_{1}>0$, $\rho_{2}>0, \quad \beta \in R^{k}$, and $X$ is a known $n x k$ matrix of rank $r>k$. Again, assume that $V$ is a positive definite matrix specified by the autoregressive process of (5.1) (an AR process of order $p$ with the a's unknown). From Result 1.2, the marginal distribution of $\tilde{y}$ is $N_{n}\left(X \beta, I / \rho_{1}+V / \rho_{2}\right)$. In this context, let
and

$$
\begin{aligned}
& P_{1}=\left(a_{1}, a_{2}, \ldots, a_{p}\right)^{\prime} \\
& P_{2}=\left(\rho_{1}, \rho_{2}, \underline{\beta}\right)^{\prime} \\
& P_{0}=\left(P_{1}^{\prime}, P_{2}^{\prime}\right)^{\prime} .
\end{aligned}
$$

Again, suppose that $P_{1}$ and $P_{2}$ are independent and take

$$
\begin{aligned}
& f_{\mathcal{P}_{1}}\left(P_{1}\right) \propto \exp \left[(-1 / 2) \sum_{i=1}^{p}\left(a_{i} / \xi_{i}\right)^{2}\right] \\
& f_{\mathcal{P}_{2}}\left(P_{2}\right) \propto 1 / \rho_{1} \rho_{2} \quad \rho_{i}>0, \quad i=1,2 .
\end{aligned}
$$

Analogous to the posterior densities of (5.13) and (5.14) we have

$$
\begin{aligned}
& g_{\widetilde{P}_{1} \mid y}\left(P_{1}\right) \propto {\left[\left(\rho_{1} \rho_{2}\right)^{n} \operatorname{det}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right]^{1 / 2} } \\
& \times \exp \left[\left(-\rho_{1} \rho_{2} / 2\right)(y-X \beta)^{\prime} W^{\prime} W\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}(y-X \beta)\right] \\
& \times \exp \left((-1 / 2) \sum_{i=1}^{p}\left(a_{i} / \xi_{i}\right)^{2},\right. \\
& g_{\mathrm{P}_{2} \mid y^{\prime}\left(P_{2}\right) \propto}\left[\left(\rho_{1} \rho_{2}\right)^{n} \operatorname{det}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right]^{1 / 2} \\
& \times \exp \left[\left(-\rho_{1} \rho_{2} / 2\right)(y-X \beta)^{\prime} W^{\prime} W\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}(y-X \beta)\right. \\
& \times\left(1 / \rho_{1} \rho_{2}\right), \quad \rho_{i}>0, \quad i=1,2 .
\end{aligned}
$$

The formulas needed to carry out a gradient-search for $P_{o}$ (as conducted in the last section) are derived in Appendix II.
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## APPENDIX

## APPENDIX

## Differentiation Results Involving Matrices

The presentation in Chapter 5 depended upon certain differentiation results involving matrices. The necessary calculations (shown below) are based on definitions and formulas which are found in Goldberger (1964), the CRC publication Standard Mathematical Tables (1969), or in various books on nonlinear programming.

Definition A. 1. If the elements of a matrix $M=\left(m_{i j}\right){ }_{p x q}$ and the elements of a vector $m=\left(m_{1}, m_{2}, \ldots, m_{r}\right)^{\prime}$ are functions of a scalar $x$, then
(i) $\frac{\partial M}{\partial x}$ denotes a matrix of order $p \times q$ with elements $\frac{\partial m_{i j}}{\partial x}$
(ii) $\frac{\partial m}{\partial x}$ denotes a vector in $\mathbb{R}^{r}$ with elements $\frac{\partial m_{i}}{\partial x}$.

Definition A.2. If $y$ is a scalar function of $p \times q$ variables $m_{i j}$ which are the elements of a matrix $M=\left(m_{i j}\right)$, the expression $\frac{\partial y}{\partial M}$ denotes a matrix with elements $\frac{\partial y}{\partial m_{i j}}$.

Result A. If $M$ and $N$ are matrices whose elements are functions of a scalar $x, B$ and $C$ are matrices whose elements are not functions of $x$, then
(i) $\frac{\partial}{\partial x}(M+N)=\frac{\partial M}{\partial x}+\frac{\partial N}{\partial x}$
(ii) $\frac{\partial M N}{\partial x}=\left(\frac{\partial M}{\partial x}\right) N+M\left(\frac{\partial N}{\partial x}\right)$
(iii) $\frac{\partial C^{\prime} M C}{\partial x}=C^{\prime}\left(\frac{\partial M}{\partial x}\right) C$
(iv) If $C$ and $M$ are in $\mathbb{R}^{n}$ then, $\frac{\partial C^{\prime} M}{\partial M}=C$
(v) If $M$ is in $\mathbb{R}^{n}$ and $C$ is in $\mathbb{R}^{n \times n}$ then, $\frac{\partial M^{\prime} C M}{\partial M}=C M+C^{\prime} M$
(vi) $\frac{\partial \operatorname{trace}(M)}{\partial M}=I$
(vii) $\frac{\partial \ln \operatorname{det}(M)}{\partial M}=\left(M^{\prime}\right)^{-1}$
(viii) $\frac{\partial M^{-1}}{\partial x}=-M^{-1}\left(\frac{\partial M}{\partial x}\right) M^{-1}$
(ix) $\frac{\partial y}{\partial x}=\operatorname{trace}\left(\frac{\partial y}{\partial M}\right)\left(\frac{\partial M^{\prime}}{\partial x}\right)$.

In the most general framework of the last chapter we had

$$
\tilde{y} \mid \theta \sim N_{n}\left(\theta,\left(1 / \rho_{1}\right) I\right), \quad \tilde{\theta} \sim N_{n}\left(X \underline{\beta},\left(1 / \rho_{2}\right) V\right)
$$

$\rho_{1}>0, \rho_{2}>0, \underline{\beta} \in \mathbb{R}^{k}, X$ a known $n \times k$ matrix of rank $r \leq k$, and $V=T T^{1}$ where

$$
\mathrm{W}=\mathrm{T}^{-1}=\left(\begin{array}{cccccc}
1 & 0 & & 0 & 0 \\
a_{1} & 1 & 0 & & 0 \\
a_{2} & a_{1} & 1 & & & \\
& & & & & \\
0 & & & a_{p} \ldots a_{1} & 1
\end{array}\right)
$$

The marginal distribution of $\tilde{y} \mid P_{o}$ was

$$
N_{n}\left(X \beta, I / \rho_{1}+V / \rho_{2}\right) \quad(\text { see }(5.21))
$$

where $P_{0}=\left(a_{1}, \ldots, a_{p}, \rho_{1}, \rho_{2}, \beta\right)^{\prime}$. We were to estimate $P_{o}$ with the mode of

$$
f_{\widetilde{P}_{o}}\left|y\left(P_{o}\right) \propto f_{\widetilde{y}}\right|_{P_{0}}(y) f_{\widetilde{P}_{o}}\left(P_{o}\right)
$$

The gradient of $\ln f_{\widetilde{P}_{o}}\left|y^{\prime} \quad \nabla \ln f_{\widetilde{P}_{o}}\right| y^{\prime} \quad$ can be constructed from the following:

Formula A. 1. Let

$$
\begin{align*}
\mathrm{w} & =\ln \operatorname{det}\left(1 / \rho_{1} \mathrm{I}+1 / \rho_{2} \mathrm{~V}\right)^{-1}  \tag{A.1}\\
& =\mathrm{n} \ln \rho_{1}+\mathrm{n} \ln \rho_{2}+\ln \operatorname{det}\left(\rho_{1} \mathrm{I}+\rho_{2} \mathrm{~W}^{\prime} \mathrm{W}\right)^{-1} .
\end{align*}
$$

(Since $\ln \operatorname{det}\left(\left(1 / \rho_{1}\right) I+\left(1 / \rho_{2}\right) V\right)^{-1}=\ln \operatorname{det} \rho_{1}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1} \rho_{2} W^{\prime} W$

$$
=\ln \operatorname{det}\left(\rho_{1} \rho_{2}\right) W^{\prime} \mathrm{W}\left(\rho_{1} \mathrm{I}+\rho_{2} W^{\prime} \mathrm{W}\right)^{-1}=
$$

$$
\begin{aligned}
& =\ln \left(\rho_{1} \rho_{2}\right)^{n} \operatorname{det} W^{\prime} W\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1} \\
& \left.=n \ln \rho_{1}+n \ln \rho_{2}+\ln \operatorname{det}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1} .\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
\frac{\partial w}{\partial a_{i}} & =\frac{\partial}{\partial a_{i}} \ln \operatorname{det}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1} \\
& =-\rho_{2} \operatorname{trace}\left[\mathrm{U}_{i}\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}\right]
\end{aligned}
$$

where

$$
\mathrm{U}_{\mathrm{i}}=\frac{\partial}{\partial \mathrm{a}_{\mathrm{i}}} \mathrm{~W}^{\prime} \mathrm{W}=\mathrm{W}_{\mathrm{i}}^{\prime} \mathrm{W}+\mathrm{W}^{\prime} \mathrm{W}_{\mathrm{i}}, \quad \mathrm{i}=1,2, \ldots, \mathrm{p}
$$

Proof. The equation for $U_{i}$ follows from $R A(i i)$. Now,

$$
\frac{\partial w}{\partial a_{i}}=\frac{\partial}{\partial a_{i}} \ln \operatorname{det}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}
$$

$$
=\operatorname{trace} \frac{\partial \ln \operatorname{det}\left[\rho_{1} I+\rho_{2} W^{\prime} W\right]^{-1}}{\partial\left[\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right]} \frac{\partial\left[\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right.}{\partial a_{i}} \quad \text { (from FA (ix)) }
$$

$$
=-\operatorname{trace}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\left[\frac{\partial}{\partial a_{i}}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)\right]\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}
$$

$$
\text { (from R A (vii) and R } A(v i i i))
$$

$=-\operatorname{trace} \rho_{2}\left[\frac{\partial}{\partial a_{i}}\left(W^{\prime} W\right)\right]\left(\rho_{1}{ }^{I+} \rho_{2} W^{\prime} W\right)^{-1} \quad$ (from RA (i)) $=-\rho_{2} \operatorname{trace}\left[U_{i}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right]$.

Note that Formula 5.1 is verified by setting $\rho_{1}=1$ in the above Formula A. 1 and its proof. In the same way, Formulas 5.2,
$5.3,5.4$, and 5.5 are verified by the following Formulas A.2, A. 3, A. 4 , and A. 5 respectively.

## Formula A. 2.

$$
\frac{\partial}{\partial a_{i}}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}=\rho_{1} \rho_{2} M U_{i}\left(\rho_{2} W^{\prime} W+\rho_{1} \mathrm{I}\right)^{-1}
$$

where

$$
M=I-\rho_{2} W^{\prime} W\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}
$$

Proof.

$$
\begin{aligned}
& \frac{\partial}{\partial a_{i}}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1}= \frac{\partial}{\partial a_{i}}\left(\rho_{1} \rho_{2}\right) W^{\prime} W\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1} \\
&=\left(\rho_{1} \rho_{2}\right) \frac{\partial}{\partial a_{i}}\left(W^{\prime} W\right)\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1} \\
&=\left(\rho_{1} \rho_{2}\right)\left[U_{i}\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}-\left(W^{\prime} W\right)\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}\right. \\
&\left.\times\left\{\frac{\partial}{\partial a_{i}}\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)\right\}\left(\rho W^{\prime} W+\rho_{1} I\right)^{-1}\right] \\
& \quad(f r o m R A(i i) a n d F A(v i i i)) \\
&=\left(\rho_{1} \rho_{2}\right)\left[U_{i}\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}-\left(W^{\prime} W\right)\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}\right. \\
&\left.\times\left(\rho_{2} U_{i}\right)\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}\right] \\
&=\left(\rho_{1} \rho_{2}\right)\left[I-\rho_{2}\left(W^{\prime} W\right)\left(\rho_{2} W^{\prime} W_{1}+\rho_{1} I\right)^{-1}\right] U_{i}\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1} \\
&=\left(\rho_{1} \rho_{2}\right) M U_{i}\left(\rho_{2} W^{\prime} W_{+} \rho_{1}\right)^{-1} .
\end{aligned}
$$

Formula A. 3.
(i) $\frac{\partial}{\partial \rho_{2}} \ln \operatorname{det}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}=n / \rho_{2}-\operatorname{trace}\left[W^{\prime} W\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-1}\right]$
(ii) $\frac{\partial}{\partial \rho_{1}} \ln \operatorname{det}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}=n / \rho_{1}-\operatorname{trace}\left(\rho_{2} W^{\prime} \mathrm{W}+\rho_{1} \mathrm{I}\right)^{-1}$.

Proof of (i).
$\frac{\partial}{\partial \rho_{2}} \ln \operatorname{det}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}$
$=\frac{\partial}{\partial \rho_{2}}\left[n \ln \rho_{1}+n \ln \rho_{2}+\ln \operatorname{det}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right]$
$=n / \rho_{2}+\frac{\partial}{\partial \rho_{2}} \ln \operatorname{det}\left(\rho_{1} \mathrm{I}+\rho_{2} W^{\prime} W\right)^{-1}$
$=n / \rho_{2}+\operatorname{trace} \frac{\partial \ln \operatorname{det}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}}{\partial\left[\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right]} \frac{\partial\left[\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}\right]}{\partial \rho_{2}}$
(from R A (ix))
$=n / \rho_{2}-\operatorname{trace}\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-1}$

$$
\times\left\{\frac{\partial}{\partial \rho_{2}}\left(\rho_{1} \mathrm{I}+\rho_{2} \mathrm{~W}^{\prime} \mathrm{W}\right)\right\}\left(\rho_{1}{ }^{\mathrm{I}+\rho_{2}} \mathrm{~W}^{\prime} \mathrm{W}\right)^{-1}
$$

(from R A (vi) and R A (viii))
$=n / \rho_{2}-\operatorname{trace}\left[W^{\prime} W\left(\rho_{1} I+\rho_{2} W^{\prime} W\right)^{-l}\right]$

The proof of (ii) is transparent from the proof of (i).

Formula A. 4.
(i) $\frac{\partial}{\partial \rho_{2}}\left(1 / \rho_{2} V+1 / \rho_{1}\right)^{-1}=\rho_{1}^{2}\left(W^{\prime} W\right)\left(\rho_{2} W^{\prime} W+\rho_{1} I\right)^{-2}$
(ii) $\frac{\partial}{\partial \rho_{1}}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}=\left(1 / \rho_{1}\right)^{2}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-2}$.

Proof of (i).
$\frac{\partial}{\partial \rho_{2}}\left(1 / \rho_{2} V+1 / \rho_{1}\right)^{-1}$
$=-\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}\left\{\frac{\partial}{\partial \rho_{2}}\left(1 / \rho_{2} \mathrm{~V}\right)\right\}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1} \quad$ (R A (viii) )
$=\left(1 / \rho_{2}\right)^{2}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1} V\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1}$
$=\left(1 / \rho_{2}\right)^{2}\left[\rho_{2} V^{-1}\left(\rho_{2} V^{-1}+\rho_{1} I\right)^{-1} \rho_{1}\right] V\left[\rho_{2} V^{-1}\left(\rho_{2} V^{-1}+\rho_{1} I\right)^{-1} \rho_{1}\right]$
$=\rho_{1}^{2} V^{-1}\left(\rho_{2} V^{-1}+\rho_{1} I\right)^{-2}$
$=\rho_{1}^{2} W^{\prime} W\left(\rho_{2} W^{\prime} W+\rho_{1}\right)^{-2}$.

Proof of (ii).

$$
\frac{\partial}{\partial \rho_{1}}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}
$$

$=-\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1}\left\{\frac{\partial}{\partial \rho_{1}}\left(1 / \rho_{1} \mathrm{I}\right)\right\}\left(1 / \rho_{2} \mathrm{~V}+1 / \rho_{1} \mathrm{I}\right)^{-1} \quad$ (RA(viii))
$=\left(1 / \rho_{1}\right)^{2}\left(1 / \rho_{2} V+1 / \rho_{1}\right)^{-2}$.

## Formula A. 5.

$$
\frac{\partial}{\partial \underline{\beta}}(y-X \underline{\beta})^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1}(y-X \underline{\beta})=-2 X^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1}\right)^{-1}(y-X \underline{\beta})
$$

Proof.

$$
\begin{aligned}
& \frac{\partial}{\partial \underline{\beta}}(y-X \underline{\beta})^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1}(y-X \underline{\beta}) \\
= & \frac{\partial}{\partial \beta}\left\{\underline{\beta}^{\prime} X^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1} X \underline{\beta}-2 y^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1} X \underline{\beta}\right. \\
& \left.\quad+y^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1} y\right\} \\
= & 2 X^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1} X \underline{\beta}-2 y^{\prime}\left(1 / \rho_{2} V+1 / \rho_{1} I\right)^{-1} X
\end{aligned}
$$

