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Ad Hoc networks are multi-hop wireless networks consisting of mobile hosts. They

do not have any pre-existing network infrastructure and are characterized by

constantly changing topology, limited battery power and bandwidth. Typical

applications of such networks are battlefield networks, medical relief during natural

calamities or disasters, conference room networking, and intra-vehicular

communications. Routing packets in an ad-hoc network is a challenge because of

the mobile nature of the nodes and the constantly changing topology. In ad hoc

networks, each mobile node functions as a router, forwarding packets, establishing

routes and helping each other in maintaining the network. A novel scalable routing

protocol SLURP (Scalable Location Updated-based Routing Protocol) addresses

these issues of ad hoc networks routing. The protocol is based on a location

management strategy, which keeps the routing overhead to a minimum. In this

thesis we compare the protocol against an existing set of multi-hop ad hoc network

routing protocols that cover a range of design choices: DSDV, TORA, DSR, and

AODV. We implemented SLURP in the network simulator ns-2, with the necessary

wireless extensions. Experiments were run to simulate changes in network

topology, number of active sources, link connectivity, and speed of motion. The

difference in performance and scalability are illustrated.
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IMPLEMENTATION AND PERFORMANCE ANALYSIS
OF A SCALABLE ROUTING PROTOCOL

1. INTRODUCTION

Wireless devices are becoming increasingly popular; they became smaller, less

expensive and more powerful. As a result, there is an increasing need for direct

communication between devices. The necessary networking support for these

mobile devices is currently provided by installing base stations and access points.

But, providing such access points everywhere is not feasible due to the high cost of

installation, infrequent usage, unfriendly terrain or territory and lower return of

investment. This widespread availability of mobile wireless devices together with

the limitations of the existing system has triggered research in a new area in which

nodes with minimal or no communication infrastructure, organize themselves to

form an ad hoc network.

These ad hoc networks consist of autonomous mobile nodes which not only act

as a host but also as routers forwarding packets, maintaining routes and helping

each other in a symbiotic fashion. Such a network can be envisioned as a collection

of routers equipped with wireless transmitters/receivers, which are free to move

about arbitrarily. The status of communication links between the routers is a

function of their positions, transmission power, antenna patterns, co channel

interference etc. The mobility of the routers and the variability of other connectivity

factors result in a network with a potentially rapid and unpredictably changing

topology.

Examples of such networks include a battle site network where soldiers with

mobile communication devices need to communicate with each other in enemy

territory, disaster relief scenario where information is exchanged for coordinating

efforts, conference room networks, and intra-vehicular communication networks.
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Several networking problems need to be solved in order to deploy ad hoc networks,

and in this thesis, we focus on the problem of routing in ad hoc networks.

1.1. Routing Problems in Ad Hoc Networks

1.1.1. Conventional Routing Protocols
The simplest and easiest way to provide a routing solution to an ad hoc

network is to treat each mobile node as a router and run a conventional routing

protocol like BGP or OSPF in each of them. This would treat the entire network as

a set of routers. Each node will act as intermediate routers with respect to the

source and destination. Conventional routing protocols fall into two categories, as

mentioned in [1], into distance vector-based algorithms and link state-based

algorithms.

In distance vector-based routing algorithms, each node maintains a routing

table listing the routes to all possible destinations it has ever heard about. Each

router broadcasts this message across the network periodically. Every other router,

which receives this message, computes the best next-hop for each of the

destinations based on its current set of neighbors. Whenever a packet is presented

to the router for forwarding, it simply does a look-up of the routing table and

forwards it to the next hop router for the destination. These algorithms depend on

the periodic updates to maintain routes. If a link goes down or is added frequently

then the rate at which these routing updates are sent should increase in order for the

algorithm to converge quickly. This increases the utilization of network bandwidth

and processor time. An example of distance vector protocols includes RIP, used in

parts of the Internet.

In link state-based routing algorithms, each node maintains a picture of the

current topology of the network. It also monitors the various Type-of-service

factors such as cost of each link, message efficiency, and congestion on each of its

neighboring routers. It then periodically broadcasts this message to all other routers

in the network. With this information each router can compute the best path for a
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destination. When a packet is handed to a router, it forwards it to the next router

based on the best path for a destination. Link state is more efficient when the

network topology changes, as it converges faster, but the routing overhead is very

high. In addition, it requires more processor time, as each router has to compute the

best path to each of the destinations separately. Examples of link state protocols

include OSPF, which is used in parts of the Internet.

1.1.2. Problems with using conventional protocols in Ad
hoc networks

Wireless transmission between two hosts is asymmetrical. If a Node A

receives a packet from Node B, it does not necessarily mean that Node A will be

able to sent packets to Node B. Radio and infrared propagation does not observe

true bi-directional symmetry [9]. Assumptions like these in the routing table

computations make several routes to be stale. Movement, fading, jamming or

interference is all typical characteristics of wireless medium.

The wireless networks are highly dynamic. The wired networks are

configured properly with only a certain number of routers between each network.

Due to the mobile nature of the ad hoc networks, there are many suitable routers,

which are neighbors and are constantly changing. All these routers sending routing

updates severely clogs the networks and has a toll on the life of the mobile node as

the information in the packets has to be processed with each routing update.

The periodic routing updates of the conventional protocol wastes a lot of

bandwidth. Even when nothing is changed in the network topology, there is a huge

routing overhead due to the broadcast nature of these updates. All nodes within the

transmission range of the sending node will consume each other's bandwidth.

Ideally these updates in the Ad hoc networks should be mobility based and at

steady state there should be no updates.

Sending routing packets periodically consumes battery power [39]. For any

mobile node, battery power is the single most important resource and every effort

should be made to conserve it. Each packet transmitted consumes a portion of the



power stored within the battery. Although receiving a packet does not consume

power like sending a packet, it does not allow the node to go into standby mode and

save power, as it has to receive packets often.

The conventional routing protocols are neither tuned nor designed for very

fast topology changes that might happen in an ad hoc network. Topology changes

in a wired network are limited to a link going down or coming up, new routers that

are added to a network, existing routers being removed from a network, cost

changes and congestion. However, in an ad hoc network, mobility triggers topology

change. Routes become stale very fast, old links go down soon, and new links come

up pretty fast when compared to wired networks. If the convergence time of the

routing protocols is greater than the average route validity time, then those

protocols are not of much use, because by the time we find a route it is already

obsolete. This speed of convergence can be increased with increasing the periodic

updates, which again consumes network bandwidth, processing power and

ultimately the battery life upon which the mobile nodes survive.

Though some of the above-discussed issues can be addressed with some

improvements to the conventional routing protocols, it assures us that ad hoc

networks require a new approach to routing.

1.1.3. Ideal ad hoc network routing protocol
The ideal characteristics of an ad hoc networking protocol should

accomplish the following:

All nodes should equally participate in the work of maintaining the routes to

the various nodes

No node should be a bottleneck; The failure of a node does not jeopardize

the network

Provides ioop free routes

Provides multiple routes to alleviate congestion and link failure

Establishes routes quickly before they become stale
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Minimizes communication and routing overhead by localizing topological

changes to conserve bandwidth, increase life of battery and increase

scalability

Storage and communication costs should grow only as a small fraction of

the total number of nodes

1.2. Problem statement

Routing packets in ad hoc networks is a challenge because of the constantly

changing topology of the network triggered by node mobility. As a result the

control information that needs to be exchanged to maintain routing information

increases in these fast changing networks. Side effects of stale routes are increased

end-to-end delay and increased probability of packet loss. Many different protocols

have been proposed to solve the multi-hop routing problem in ad hoc networks,

each based on different assumptions.

In addition to correctness, a good routing protocol for ad hoc networks should

have a low communication overhead, by minimizing route setup and maintenance

messages. The protocol should also be simple and efficient, since it must quickly

converge to select a route before network changes make the route invalid. The

routing protocol must be distributed since no centralized host is available and to

make the protocol scalable. It must be loop-free and should have minimal memory

overhead. It should take advantage of the technology available and utilize

information about the current state of the network.

Scalable Location Update-based Routing Protocol (SLURP) [42] is one such

protocol. In this thesis we analyze the protocol SLURP and provide a realistic and

quantitative analysis comparing the performance of a variety of Ad hoc networking

protocols. For this purpose, SLURP was implemented in the network simulator ns-

2 [25]. Results of the detailed simulation are presented showing the relative

performance of SLURP against four recently proposed ad hoc networking

protocols: DSDV [35], DSR [21], AODV [17], TORA [15].



1.3. Overview of thesis

The first chapter of the thesis Introduces ad hoc networks and addresses the

problem of routing in ad hoc networks. Chapter 2 presents a literature review of

existing ad hoc networking protocols and their classification. Chapter 3 provides an

overview of SLURP. Chapter 4 discusses the simulator ns-2 and the simulation

parameters and criteria. The results of the detailed simulations and the comparative

analysis of the protocol with the existing protocols are explained in Chapter 5.

Finally, Chapter 6 presents our conclusions and future research directions.
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2. LITERATURE REVIEW

2.1. Classification

There are a variety of protocols which were proposed to solve the problem of

routing in ad hoc networks. We can easily classify them into five major categories

as follows:

2.1.1. Non-hierarchical Minimum cost Routing protocols
These are proactive routing protocols, which maintain routing tables by

periodic exchange of routing information. This implies routing overhead with each

exchange and routes have to be computed according to the new information. Since

these tables are possibly large, it utilizes up huge bandwidth and battery. Examples

include Destination Sequenced Distance Vector (DSDV [35]), Wireless Routing

Protocol (WRP [11]) and Global State Routing (GSR [5]). In WRP, routing nodes

communicate the distance and second-to-last hop for each destination. WRP

produces the number of cases in which a temporary routing loop can occur, which

accounts for its fast convergence properties. In GSR, nodes exchange vectors of

link states among their neighbors during routing information exchange. Based on

the link state vectors, nodes maintain a global knowledge of the network topology

and optimize their routing decisions locally. DSDV periodically advertises its view

of the interconnection topology with other mobile nodes within the network to

maintain up to date information about the status of the network.

2.1.2. Non-hierarchical On-Demand Protocols
These protocols typically find routes only when needed, unlike the

protocols discussed above. Examples are, Dynamic Source Routing (DSR [21]),

Temporally-Ordered Routing (TORA [15]), Ad Hoc on-demand Distance Vector

(AODV [17]) and Signal Stability-based Adaptive Routing (SSA [44]). DSR, as the

name suggests, uses Source-Routing rather than hop-by-hop routing. Each packet
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to be routed carries the entire ordered list of nodes through which the packet must

pass in its header. The advantage of source routing is the fact that intermediate

nodes do not need to maintain routing information to forward the packets to the

next hop. This feature coupled with the on-demand nature of the protocol,

eliminates the need for the periodic route advertisement and neighbor detection

packets present in other protocols.

TORA is designed to minimize reaction to topological changes. A key

concept in its design is that it decouples the generation of potentially far-reaching

control message propagation from the rate of topological changes. Control

messaging is typically localized to a very small set of nodes near the change

without having to resort to a dynamic, hierarchical routing solution with its

attendant complexity. The Ad-Hoc On-Demand Distance Vector (AODV)

algorithm enables dynamic, self-starting, multi-hop routing between participating

mobile nodes wishing to establish and maintain an ad-hoc network. AODV allows

mobile nodes to obtain routes quickly for new destinations, and does not require

nodes to maintain routes to destinations that are not in active communication.

AODV also defines timely responses to link breakages. The operation of AODV is

loop free, and by avoiding the Bellman-Ford, "counting to infinity" problem offers

quick convergence when the ad-hoc network topology changes.

SSA protocol uses the signal strength and stability of the individual hosts as

route selection criteria. It believes that selecting the nodes which exhibit the

strongest signals for the maximum amount of time, leads to longer-lived routes and

less route maintenance. The route initiates a route discovery broadcast on demand;

it propagates to the destination; the destination chooses a route and returns a route

reply.

2.1.3. Non-hierarchical protocols for large networks
The Zone Routing protocol (ZRP [7]) is designed for large networks. In

ZRP each node has a zone that is defined as all nodes that are within 'n' hops of the

node. Routing within a zone uses a protocol such as DSR. For sending a packet to a
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node outside the zone, the source sends a route request packet to nodes at the

periphery of it's zone. These nodes query their zones or their peripheral nodes.

2.1.4. Hierarchical Routing protocols
These protocols rely on the construction and maintenance of a hierarchy in

the ad hoc network. One set of protocol uses a clustering algorithm at the lowest

level. Communication between nodes from two different clusters takes place via

the cluster heads. Examples of some protocols in this category include SPINE [19]

and Cluster Based Routing Protocol (CBRP [10]). A spine is a self-organizing

network structure. SPINE requires only partial topology information at each spine

node, consisting of the spine structure, dependents of each spine node, propagation

of long-lived links, and snooped routing information from alongside routes. CBRP

protocol divides the nodes of the ad hoc network into a number of overlapping or

disjoint clusters in a distributed manner. A cluster head is elected for each cluster to

maintain cluster membership information. Inter-cluster routes are discovered

dynamically using the cluster membership information kept at each cluster head.

2.1.5. Location based protocols
Position based routing algorithms eliminate some of the limitations of

topology-based routing by using additional information about the physical position

of the participating nodes. Commonly, each node determines it's own position

through the use of GPS or some other type of positioning device. A location service

is used by the sender of a packet to determine the position of the destination. The

routing decision at each node is then based on the destination's position contained

in the packet and the position of the forwarding node's neighbors. Examples of such

protocols include Distance Routing Effect Algorithm for Mobility (DREAM [2]),

Location-Aided Routing (LAR [12]) and Grid Location Service (GLS [45]).

In GLS, each mobile node periodically updates a small set of other nodes

(location servers) with its current location. A node sends its position updates to its

location servers without knowing their actual identities, assisted by a pre-defined
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ordering of node identifiers and a pre-defined geographic hierarchy. Queries for a

mobile node's location also use the pre-defined identifier ordering and spatial

hierarchy to find a location server for that node.

LAR can be used as a sub-protocol for any protocol that employs route

discovery (i.e. any on-demand protocol) in order to reduce route discovery by

restricting the search area. This results in a significant reduction in the routing

messages. DREAM is built around two observations. One, called the distance

effect, uses the fact that the greater the distance separating the two nodes, the

slower they appear to be moving with respect to each other. The second idea is that

of triggering the sending of location updates by the moving nodes autonomously,

based only on a node's mobility rate. Based on the routing tables, the directional

algorithm sends messages in the recorded direction of the destination node,

guaranteeing delivery by following the direction with a given probability.

2.2. Scalability Issues

Hierarchical protocols perform poorly in the presence of fast moving nodes

(because the hierarchies need to be re-computed resulting in a high routing message

cost) and in the presence of large numbers of nodes (because of message overhead

for cluster maintenance tends to be high). The non-hierarchical minimum cost

protocols scale even less because of the high cost of link state or distance vector

exchange. Non-hierarchical on-demand protocols also perform poorly because of

the basic need to broadcast route discovery packets. Caching helps alleviate this

problem but still the scalability is limited. The location-based protocols like

DREAM require nodes to predict the future of distant nodes. Unfortunately, the

predictability of a node's future position is questionable in networks with random

movement of nodes. Thus, there is a need for nodes to frequently refresh their

location information via broadcasts. While ZRP purports to be designed for large

networks, its performance does not scale well because its route discovery process is

as bad as flooding.
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2.3. Ad Hoc Network Protocols Studied
In this section, we briefly discuss the basic mechanism of the four protocols,

viz., DSDV, DSR, TORA, AODV, that were compared against SLURP.

2.3.1. DSDV

DSDV broadcasts periodic routing updates to all its neighbors. It uses a

hop-by-hop routing scheme in that; each node maintains a routing table with the

information for the best next-hop for each of the other nodes about which it knows

about. A route is selected either if the sequence number of the new route is higher

than the old one or if the sequence numbers are the same but the metric (distance) is

less. It also has a method to detect link-breakage. When any node decides that the

link is broken, it broadcasts that information with a sequence number higher than

the current sequence number and with an infinite metric. Each of the nodes, which

receive these packets, updates its routing table accordingly unless it hears

otherwise.

2.3.2. DSR

DSR is a source routing protocol. It consists of two basic mechanisms

called Route discovery and Route maintenance. Whenever a node needs to obtain a

route to a destination, it sends out a Route discovery packet broadcast. it is

answered with a Route reply either from one of the intermediate nodes which has a

recent enough information about the node or by the destination itself. Whenever a

node discovers that the topology has changed and the older routes are unusable,

then the Route maintenance part of the protocol sends a Route Error notification

packet. The sender cannot use the previously established route. It either restarts the

Route discovery mechanism or uses another route that might be available from its

cache.

2.3.3. TORA

TORA is different from other protocols in that a logically separate copy of

TORA is spawned separately for each destination. It is based on a link-reversal
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algorithm whose reaction is a temporally ordered sequence of diffused

computations. Similar to Route discovery, it sends out a QUERY packet containing

the address of the destination to which it wishes to obtain the route. This packet

propagates through the network until the destination or till a node which already

has the route to the destination. This node sends an UPDATE packet listing its

height with respect to the destination. Every other node that receives this UPDATE

packet sets its height greater than the advertised height of the neighbor, which sent

the packet. This has the effect of creating a series of directed links from the original

sender of the QUERY to the node that initially generated the UPDATE. When a

node discovers the route to the destination is no longer valid it adjusts its height so

that it is the local maximum with respect to its neighbors and broadcasts an

UPDATE packet. If the node has no neighbors of finite height with respect to this

destination, then the node instead attempts to discover a new route as described

earlier. When a node detects a network partition, it generates a CLEAR packet that

resets routing state and removes invalid routes from the network.

2.3.4. AODV

AODV combines the concepts of both DSDV and DSR. Similar to DSR,

whenever a node needs a route to a destination, it broadcasts a ROUTE REQUEST

packet to its neighbors together with the last known sequence number for that

destination. This packet is flooded through the network until any intermediate node,

which has a route for the destination, answers it or until it reaches the destination

itself The response is sent as a ROUTE REPLY packet. Each node participating in

the route discovery process establishes a backward route to the source of the

packet. Route Maintenance is either through link-layer detection schemes or by

sending periodic HELLO packets. When a link breakage is detected, it is

propagated to all the nodes that might use the link as part of the route.
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3. OVERVIEW OF SLURP

The following is a discussion of SLURP's basic design. An insight into the

genesis and factors considered in design as explained in SLURP [42] is provided in

this section.

The routing information for source destination pairs tends to become stale very

quickly in large networks as longer paths have a shorter time for failure (a path fails

when any link on in breaks). This also happens in networks where nodes travel at

high speeds because the time to path failure is shorter. In both these environments

caches (for routing information) also have shortened lifetimes. This implies that

finding or maintaining precise routing information can be expensive.

To develop a scalable routing protocol it is important to constantly maintain

approximate location information about nodes in the network. It is also necessary to

only find accurate routes to specific nodes when there are packets to be sent to

them. This approach is similar to the one adopted in DREAM [2]. A node first

determines the approximate location of the destination when it needs to send a

packet. It then uses a simple geographic routing protocol to send the packet. The

benefits of this two-step approach is that there is reduced cost as we need not

maintain the routing information, while at the same time it provides the ability to

find relatively inexpensive routes when required. SLURP is based on a
combination of approximate geographical routing and a simple static mapping

procedure to maintain the approximate location of the nodes. In the following

sections we first discuss the algorithm used to find the geographical location of a

node followed by an explanation of the approximate geographic routing protocol.

3.1. Location management

We assume that all nodes in the system are equipped with GPS [46](Global

Positioning System) hardware that provides them with their current location. We
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further assume that the ad hoc network is in a rectangular region of dimension 1 x h.

All nodes are equipped with radios and we assume that they are aware of the

identity of their neighbors, provided by the MAC layer. Finally, we assume that all

nodes have a universally unique ID (such as an NIC or IP address).

Figure 3.1 illustrates an ad hoc network with the area segmented into

rectangular regions of dimension a x b. All of these home regions have well-

defined IDs. This ID is derived by concatenating the x and y coordinates of the

bottom left and upper-right corners. Next, we assume that there exists a static

mapping f that maps a node's ID into a specific region (called its home region),

f(Node ID) ---> Region ID.

f is a many-to-one mapping. It is static and known to all nodes of the ad hoc

network. In figure 3.1, node D is associated with home region 7. The function f

needs to satisfy several properties including:

f should be such that every region has the same node density. The reason

being that the queries has to be evenly distributed through the network.

Entry/departure of nodes from the network should be transparent to £

f should not depend on the shape or size of the geographical area covered by

the ad hoc network. For example, the same f should work in different

disaster areas.
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Node D moves from region 9
to region 14

/

Region 1 Region 2 Region 3 Region 4 Region 5

Region 7
Region 6 Region B Regio 9 Region 10

2
Node H NodeD

2 NodeD
Regioi

/ ___________ / 14

Node S

Region 25

0 - Location Update message sent by D

I - Location Query Message sent by S

2 - Location Reply message sent by H

3 - Data packet sent to Ds current Location

FIGURE 3.1 Location Management in Ad-Hoc Networks

An example of a function that satisfies these criteria is:

f (ID) = g(ID) mod k.
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Where g (ID) = [0, 1, 2, . . . N] is a random number generating function that

outputs a random number in some large range. The seed for the function is the ID.

k is the number of home regions in the network. We assume that every node has a

table containing home region addresses (the geographical coordinates) indexed by

k. The function f provides us with an accurate mapping even if the network is made

up of non-contiguous areas.

3.1.1. Location tracking algorithm
Given the above structure of the network, we use the following algorithm to

maintain approximate location information about nodes in the network.

Step 1. Mobility triggered updates: A mobile node always informs the nodes

currently present in its home region of its location. In other words the identity of

the region it is located in (this is conceptually similar to MobileiP [3] wherein a

roaming user informs it's current location to the home agent). This information is

only updated when the node moves from one region to another. In Figure 3.1, node

D sends a location update message to nodes in region 7 when it moves from region

9 into region 14.

Step 2. Update in home region: The location update message sent by a node to its

home region is broadcast to all nodes in the home region. Thus, D's location update

message will be broadcast to all nodes in region 7. Note that the update message is

unicast until it reaches one or more nodes located in region 7, whereupon one of

these nodes broadcasts it to all others in region 7.

Step 3. Locating a node: Suppose node S in Figure 3.1 needs to send packets to D,

its location needs to be determined first. For this, S uses f to find the home region

of D. It then sends a message to this region enquinng about D's current location. In

our example, S sends a query message to region 7. The first node in region 7 to

receive this message (say node H) responds with D's current location (i.e., region

14).
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S then sends packets to D's current location. The next section explains the

geographic routing algorithm used to achieve this. The same geographic routing

algorithm is also used above in steps 1-3 to send location update/query messages.

LI

NodeS'
Node B Node D

I-I

FIGURE 3.2 Example of MFR

3.2. Approximate geographic routing
For approximate geographic routing we use an algorithm based on MFR (Most

Forward with fixed Radius) [8J without backwards progression. In this second part

of SLURP, we deal with transmitting packets when the destination's region is

known but we do not have topological routing tables. To explain MFR, consider

Figure 3.2 where node S needs to send a packet to D. It has three neighbors, A, B

and C. MFR selects the next hop based on closest physical distance to D, say A. A

then repeats the same procedure. However, there arises a problem when there are

no forward neighbors to a node. This is addressed in later sections. Initially during

data transmission, the precise co-ordinates of a destination are not known. We only

know the current region information. Thus to route the packet using MFR, the



source determines the next hop approximately using the center of the destination's

current region as the location.

Any node in the region, that receives the packet, can use the cached route of the

destination to route the packet. If not it broadcasts a location discovery packet (as

in DSR [21]) to nodes within the same region. The packet eventually reaches the

destination and the destination in turn generates a response, which contains the

route. MFR is used to send a data packet to the region, followed by source routing

to get the packet to the destination. The Source-Routing protocol is very good since

the regions tend to be very small.

3.3. Protocol details

This section contains the details of SLURP. Location management is the most

complex aspect of SLURP. It is assumed that there are well-defined boundaries for

each region which each node knows and every node can determine the center of the

region and its own location in the region using GPS.

3.3.1. Location discovery

Every node maintains a location cache. It contains information about the

node ID, co-ordinates, current region ID and best neighbor for routing to that node.

If a node S wants to send a packet to D it first needs to find the location. So it sends

a location_discovery packet. This packet contains the destination's ID, the source's

ID, and current location and sequence number. The sequence number is required to

ignore the earlier location_discovery packets. The location of the source is then

updated by the neighbor's in their location cache. The neighbor who was the

designated next hop then uses MFR to forward the packet. This process continues

till the packet reaches some node in the destination's home region. This node then

generates a location_reply packet containing the destination's region ID. The age of

this information is not required to be verified as if a node is stationary then the

information though high in age will still be correct.
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3.3.2. Empty home region
What if there are no nodes in the home region of the destination? To

manage this we define the nodes home region in two levels

Level 1- there is at least one node in the home region.

Level 2- home region is empty. In this case all neighboring regions are treated as

home regions. In figure 3.1, if region 13 is empty, the home region for any node

whose home region was region 13 now includes regions 7, 8, 9, 12, 14, 17, 18, 19.

This definition can be extended further. This increases the size of the home

region thereby increasing the cost of broadcasting. In relation to the

location_discovery package the level indicates the region to be queried (either the

home region or the extended home region).

3.3.3. Maintaining home regions
The nodes in a region may change over time since the nodes are mobile. In

SLURP, all nodes in the region keep the location information of every other node

in the region. All nodes keep a node_list, which contains a list of all nodes located

within the same region as them. This list is updated as new nodes arrive or leave.

When a new mode moves into a region it sends a home_location_request to its

neighbors requesting the (x, y) co-ordinates and the age of the location of all the

nodes in the region. In order to avoid a storm of replies a formula with random

waiting time is used. A node also updates its departure to the previous region when

it leaves that region, thereby helping the other nodes in the previous region to

modify their lists. When the last node leaves a region it generates a broadcast

message in the eight regions surrounding the empty region. This broadcast message

contains the location information for all nodes that regard the, now empty, region

as their home region. When another node enters the empty region it collects the

location information for nodes registered in the region from any nodes in the
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neighboring regions. This is done using a home_location_request 2 packet

broadcast in the neighboring regions.

3.3.4. Location update
A location_update packet is sent to the home region when a nodes X leaves

its current region and enters a new region. Since each node knows its home region

a location_update packet is sent towards the center of the home region. Any node

receiving the location_update packet in the home region updates its cache and

broadcasts a location_update_broadcast packet with the new location information

to all nodes in the home region. Each of these broadcasts contains a list of

neighbors of the sender. Upon receipt the neighbor then compares this list with its

own neighbors list. If there is at least one neighbor in the list, which is not on the

received list, then it generates a new location_update_broadcast, which contains a

list that is a union of the two lists. Every node broadcasts this list at most once.

33.5. Data packet delivery
A data packet contains the source ID, source location, destination ID and,

destination location. Until the data packet reaches the current region of the

destination MFR is used. After which a DSR-like source routing protocol is used

for local delivery of the packet. Intermediate nodes update their cache with the

location information contained in the packet. If there is a failure in delivery along

the route, a message to that effect is transmitted back to the source and the source

then rediscovers the location of the destination.

3.4. Optimizations
Several optimization techniques improve the performance of the protocol

1. There is always a trade-off between faster initial location discovery and accurate

determination of the location. Hence if the cache information is recent enough, say

10 seconds or less, location replies are issued by intermediate nodes themselves.

Similarly, if a node overhears a location discovery it sends an unsolicited

location_reply packet. One possibility of this is that a reply storm may result. This
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is in turn avoided by the random waiting period formula. The formula is a function

of the age of the cached entry.

2. If there is no node in the direction of the destination, a node, say X generates an

alternative_hop_ request packet to all its neighboring nodes. Any node, say Y that

can generate the next hop forward to the destination sends a reply. The packet is

then routed through the node Y. Snooping and dropping redundant replies as

mentioned previously reduce the reply storm. Node X avoids the same procedure

(request and reply) for the subsequent packets to the same destination in order to

save resources by registering Y as a temporary next hop in its location cache (or a

different data structure) until X finds its own next hop.

3. In large networks, a group of nodes may move together as a unit. If a node wants

to send packets to a destination then instead of sending a location_discovery

broadcast to the home region it first asks the other nodes in the group about the

location. A limited hop location_discovery packet achieves this. This packet starts

with propagation level 1 and increase gradually to a certain maximum. Propagation

of this type of packet is limited only to the nodes whose distance from the source is

smaller than or equal to the propagation level in the packet. The source uses a

timeout mechanism to increment the propagation level.

4. MFR is used every time to decide on the forward next hop. This is fine in

location discovery, reply, and update because their end-to-end service happens only

infrequently. However, data transmission between a pair of end-to-end nodes

typically consists of a sequence of packets. Since the speed of intermediate nodes is

low compared to data transmission the next hop can be stored in a routing table till

the time it becomes unavailable.

5. When there is a frequent on going session between a source and destination and

the destination is moving fast then periodic location update from the fast moving

destination is necessary. Since the intermediate hops are dynamically selected it is

only enough to have the destination accurately mapped.
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In LAR [12], two methods have been proposed to reduce the size of the area

where route discovery packets are propagated. This method can be adopted in a

high-speed destination small region scenario. Consider the illustration in figure 3.3.

D is the location where the destination was at time to. Dl, D2, and D3 are three

possible farthest locations of D computed by source S using (current time t tO) *

(speed of D at to). Any node that satisfies the condition of MFR for at least one of

the three points relays the data packet. In figure 3.3, node S selects A, B, and C as

the set of next hops because A, B, and C satisfy the condition of MFR for Dl, D2,

and D3, respectively.

Node C

2
Node Dl

2 2
NodeD NodeD2

2
Node d3

FIGURE 3.3: Selective flooding of data

6. If the ad hoc network moves into new geographic areas then the region

boundaries need to be redefined and updates to be sent to all the nodes. A network

management layer on top of the routing layer performs this function. The

management layer performs the following tasks
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Periodically obtain location updates of all nodes and use this information to

determine if the network's geographic spread is changing.

Recomputed region boundaries (and perhaps create new regions).

Inform all nodes of the new region boundaries.

This management function can be easily added to existing network

management protocols. An example is defined and implemented in Ad hoc

Network Management Protocol (ANMP) [6]), in which the network manager does

collect geographic information about nodes. The functions specified above can be

added to ANMP in a simple way.
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4. SIMULATION ENVIRONMENT

4.1. Network Simulator (Ns)

Ns is a discrete event simulator targeted at networking research. Ns was

originally developed by the University of California at Berkeley and the VINT

project [6]. Ns also include substantial contributions from other researchers from

Universities and industry, including wireless code from the UCB Daedelus and

CMU Monarch projects and Sun Microsystems. Ns provide support for network

simulation for transport layer protocols such as TCP, routing, and multicast

protocols over wired and wireless (local and satellite) networks. Mobile node forms

the core of Ns mobility model. These wireless Mobile nodes can move in a given

topology, transmit/receive signals fromlto wireless channels. Wireless support in

Ns consists of a stack of LL, ARP, MAC, and IFQ. Wireless support in Ns allows

simulations in ad hoc networks, wireless LANs, and sensor networks.

Ns as described in [25], is an object-oriented simulator, written in C++, with

an OTci interpreter as a front-end. The simulator supports a class hierarchy in C++

(also called the compiled hierarchy), and a similar class hierarchy within the OTci

interpreter (also called the interpreted hierarchy). The two hierarchies are closely

related to each other; from the user's perspective, there is a one-to-one

correspondence between a class in the interpreted hierarchy and one in the

compiled hierarchy. On one hand, detailed simulations of protocols requires a

systems programming language which can efficiently manipulate bytes, packet

headers, and implement algorithms that run over large data sets. For these tasks,

run-time speed is important and turn-around time (run simulation, find bug, fix bug,

recompile, re-run) is less important. On the other hand, a large part of network

research involves slightly varying parameters or configurations, or quickly

exploring a number of scenarios. In these cases, iteration time (change the model

and re-run) is more important. Since configuration runs once (at the beginning of
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the simulation), run-time of this part of the task is less important. Ns meets both of

these needs with two languages, C++ and OTcl. C++ is fast to run but slower to

change, making it suitable for detailed protocol implementation. OTcI runs much

slower but can be changed very quickly (and interactively), making it ideal for

simulation configuration. Ns (via tcicl) also provides glue to make objects and

variables appear on both languages.

4.2. Methodology
The methodologies adopted in the thesis to test and compare the protocols are

similar to the ones described in [4]. The constants that were used for the simulation

of AODV, DSDV, DSR and TORA were chosen as specified by the authors of the

protocols and from the analysis done as in [4]. The protocol constants for SLURP

were chosen to provide optimal performance as specified in [42]. The goal of our

simulation was to test the protocols' reaction to change in network topology and

their ability to constantly deliver packets. The simulation consisted of constantly

changing topologies under a variety of workloads, in which several nodes were

trying to send packets to some destination. These simulations do not try to mirror a

real world scenario in any way but rather tests the protocols under a range of

conditions.

The number of nodes that participated in the simulation was fixed at 50 which

where moving arbitrarily in a rectangular area of 1500 x 300m. A rectangular

region was chosen to force longer routes while maintaining a high node density.

The radio characteristics constants were chosen to approximate the Lucent Wave

LAN [39] direct sequence spread spectrum. Identical movement scenarios and

connection patterns were provided for each of the protocols to enable fair

comparison between the protocols. Each simulation consisted of a scenario file,

which describes the movement patterns and instance of motion of the various

participating nodes. There is also a connection pattern file, which describes the

exact sequence of packets originated by each node together with the time at which

each change in motion or packet origination is to occur. We pre-generated 210
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different pairs of scenario files with varying movement patterns and traffic loads,

and then ran all five routing protocols against each of these scenario files.

Our protocol SLURP, due to its design is extremely scalable, but the inherent

limitation of the simulator and the resources prevented us from running a

simulation consisting of 1000's of nodes. So, we describe scalability in terms of the

change in characteristics, when the number of active sources is increased and the

nodes become mobile.

4.2.1. Movement Model
Nodes in the simulation move according to the "random waypoint" model

as described in [29]. The movement scenario files were created based on the

utilities provided by the Monarch Project at Rice University [43]. The nodes in our

simulation start the simulation by being stationary for pause time seconds, then

moves to a randomly selected destination at a uniform speed between Omls and

lmls, waits there for pause time seconds and proceeds so on as previously

described. This pattern is repeated for the entire simulation time of 900 seconds.

Seven different pause times were used in the simulations: 0, 30, 60, 1120, 300, 600,

900 seconds. A pause time of 0 corresponds to continuous motion and a pause time

of 900 corresponds to no motion at all. To average out the irregularities and the

sensitivities caused due to the random nature of these scenarios, 10 different

movement pattern files were used for each of the pause times. Each of the 5

protocols were run with the same set of movement pattern files.

4.2.2. Communication Model
The goal of the simulation is to compare and analyze the different protocols

under different scenarios but same conditions. For this purpose, the traffic sources

had to be a CBR (Constant Bit rate) sources. A TCP source was not used because

TCP does not offer a confirming load. It sends packets based on its own perception

of the network's ability to carry load. Because of this, the position of the node and
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the time at which it sends a packet will be different preventing a direct comparison

between the protocols.

Varying the number of CBR sources was approximately equivalent to

varying the sending rate as indicated by the experiments done by the Rice Monarch

group. Hence, for these simulations we chose to fix the sending rate at 4 packets

per second, and used three different communication patterns corresponding to 10,

20, and 30 sources. The packet size was fixed at 64 bytes, as a high packet size like

1024 bytes might cause congestion effects on the physical channel.

All communication patterns were peer-to-peer, and connections were started

at times uniformly distributed between 0 and 180 seconds. The three

communication patterns (10, 20, and 30 sources), taken in conjunction with the 70

movement patterns, provide a total of 210 different scenario files for each of the

five routing protocols.

4.2.3. Scenario Characteristics
The characteristics of the scenarios under which the protocols were tested

are presented in this section. In order to measure the challenge our scenarios placed

on the routing protocols, we measured the lengths of the routes over which the

protocols had to deliver packets, Number of unreachable destinations, number of

route changes and the total number of link connectivity changes in each scenario.

When each data packet is originated, an internal mechanism (General

Operations Director GOD) of ns-2 calculates the shortest path between the

packet's sender and its destination. The packet is labeled with this information,

which is compared with the number of hops actually taken by the packet when

received by the intended destination. The shortest path is calculated based on a

nominal transmission range of 250m for each radio and does not account for

congestion or interference that any particular packet might see.
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Figure 4.1 shows the distribution of shortest path lengths for all packets

over the 210 scenario files. The height of each bar represents the number of packets

for which the destination was the given distance away when the packet was

originated.

The average data packet in our simulations had to cross 2.62 hops to reach

its destination, and the farthest reachable node to which the routing protocols had to

deliver a packet was 8 hops away.

Table 4.1 shows the average number of link connectivity changes that

occurred during each of the simulation runs for each value of pause time. We count

one link connectivity change whenever a node goes into or out of direct

communication range with another node. It also shows the number of destinations

that are created randomly, which are unreachable with the given radio propagation

model. Finally, it shows the number of route changes that are simulated.
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Pause Time Destination Unreachable Route changes Link changes

0 0 57587 8562

30 96 52625 8296

60 0 51558 7464

120 593 47064 7173

300 624 39222 5355

600 0 21013 2371

900 0 0 0

TABLE 4.1 Average number of Link changes, route changes, and destination
unreachable.

4.2.4. Metrics

The metrics used in this paper are similar to the ones suggested by the Rice

Monarch project. In comparing the protocols, we chose to evaluate them according

to the following three metrics:

Packet delivery ratio: The ratio between the number of packets originated

by the "application layer" CBR sources and the number of packets received by the

CBR sink at the final destination.

Routing overhead: The total number of routing packets transmitted during

the simulation. For packets sent over multiple hops, each transmission of the packet

(each hop) counts as one transmission.

Path optimality: The difference between the number of hops a packet took

to reach its destination and the length of the shortest path that physically existed

through the network when the packet originated.

Packet delivery ratio is an important indicator of the success of the protocol.

It determines the maximum throughput that the network can support. This metric

characterizes both the completeness and correctness of the routing protocol.
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Routing overhead is a measure of the scalability of the protocol. It also

determines the degree to which it will function in congested or low-bandwidth

environments, and its efficiency in terms of the consumption of node battery

power. Protocols that send large numbers of routing packets can also increase the

probability of packet collisions and may delay data packets in network-interface

transmission queues.

Path optimality measures the ability of the routing protocol to efficiently

use network resources by selecting the shortest path from a source to a destination.
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5. SIMULATION RESULTS

In this section we compare the simulations against the metrics as explained

in the section 4.3. We first compare the various protocols against each other in

terms of Packet efficiency, Routing efficiency, and Path optimality. We then take a

closer look at the protocols to see how scalable they are in terms of the number of

sources that are actively participating in the simulation. For all simulations, the

number of sources was 10, 20 or 30 with each source sending 4 packets per second

and all connections were peer-to-peer.

5.1. Comparison Summary
Figure 5.1 through 5.3 highlights the relative performance of the 5 protocols,

when the traffic load was changed between 10, 20, 30 sources, all of them averaged

out. Before comparison, it should be taken into account that, the ns-2

implementations of DSR, DSDV, TORA, and AODV are highly stable and

contains all the optimizations specified in the protocols [4].

The packet delivery ratio of DSR, DSDV and AODV are all highly efficient.

Almost all the packets are delivered when the nodes are immobile. TORA and

SLURP due to the nature of the protocols, does not guarantee high packet

efficiency. However, it should be noted that, many of the optimizations proposed

for SLURP are not implemented, due to the inherent limitation of the simulator and

because of the time constraints. This will be an area of future work. We are

confident that, even when the basic protocol performs considerably well, the

optimizations should make it more efficient than the other protocols. It was also

noted that TORA suffered severely due to congestion, and many of the experiments

had to be re-run to get better performance
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In terms of Routing Overhead, SLURP out-performed DSDV and was

comparable in performance to DSR and AODV. TORA suffered heavy packet loss

due to the mobility of the nodes. DSDV was pretty much constant irrespective of

the mobility, due to the periodic nature of the protocol. In DSR and AODV, the

number of routing packets increases linearly with increase in mobility due to the

on-demand nature of the protocol. SLURP, also suffers from mobility, though the

rate of increase is not as much as DSR or DSDV.

SLURP and TORA does not guarantee optimal number of hops. As

expected the number of packets which follow the optimal path is less when

compared to DSR, DSDV and AODV, which advertises shortest paths. SLURP

believes that the energy saved in minimizing the routing packets is more important

than guaranteeing the optimal route, in a constantly changing environment.

Further analysis of the protocols is provided in the later sections.
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5.2. Packet Delivery Ratio Details
Figure 5.4 through 5.8 shows the variability of the various protocols' packet

efficiency when the number of sources that are actively participating is increased

from 10 to 20 to 30.

SLURP is extremely scalable. We can see from the graphs that neither the

increase in the number of active sources nor the mobility of the nodes has a

significant effect on the packet efficiency. This is an encouraging sign because,

when all of the optimizations are implemented, this scalable feature is useful for

deployment in large networks, consisting of 1000's of nodes. It should be worth

mentioning that, the packet efficiency difference between the concurrent

simulations was much less and the protocol was more stable than any other

protocol tested. Even though the packet efficiency is not as good as DSR or DSDV,

the optimizations will certainly improve the performance.

DSR and DSDV seem to scale very well. As mentioned earlier, these protocols

suffer severely when the number of nodes in the simulation increases. AODV

suffers a huge loss of performance due to mobility and due to the number of

simultaneous routes it has to maintain. The characteristics of TORA are highly

dynamic and depend upon the current state of the network. This means that it does

not always converge properly. The authors of TORA might have to provide certain

optimizations to improve the performance and make it more stable. It should be

noteworthy that when the parameters tested against were the same the packet

delivery ratio of TORA dropped to about 30% in some of our simulations and was

as high as 90% in some others.
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5.3. Routing Packet Overhead Details
Figure 5.9 through 5.13 shows the routing packet overhead of the different

protocols, when the number of active sources participating in the network was

increased from 10 to 20 to 30.

The Routing packet overhead of SLURP is significantly lower when

compared to TORA, DSDV, and AODV and comparable to DSR. Fig 17 shows the

scaling effect of SLURP. SLURP, linearly scales depending upon the number of

packets that needs to be delivered. For Example, at 10 active sources, the number

of packets sent by the CBR agent is about 2100, and at 20 sources it is about 4200

packets and at 30 sources it is about 6300 packets. The graph shows an almost

equivalent scale of increase in the number of routing packets.

DSDV has a constant overhead irrespective of the number of sources

participating, and it is very high at about twice the number required by SLURP.

DSR scales excellently well due to the on-demand nature of the protocol. In



AODV, mobility has a huge effect on the routing packets. At constant motion and

high number of connections, the routing packets are significantly higher. Hence it

does not scale properly. TORA is out of the ordinary. The number of routing

packets required is in a different scale than all the other protocols. In certain cases it

underwent a congestive collapse generating millions of packets.
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6. CONCLUSION

A new routing protocol SLURP was presented in this thesis. SLURP scaled

well for networks with large number of active sources and in networks were nodes

are constantly moving. It performed as well as DSR in reducing the routing

protocol overhead. It out-performed DSDV, AODV and TORA in the same

category. It out-performed TORA in all categories of comparison. Without the

optimizations in effect it did not have a very good packet delivery ratio, as one

would expect from a good routing protocol. Nevertheless, it showed encouraging

signs of good performance. The specific reason that makes SLURP so well behaved

is the use of location tracking to maintain approximate location information for the

nodes in the network.

Scalability is achieved by taking advantage of the following properties of

SLURP: uses de-centralized node locations; does not operate using global

broadcasting (as in DSR); does not use hierarchies thus eliminating the overhead of

hierarchy management; does not depend on time (no table exchange as in DSDV);

and finally, routing is made largely insensitive to significant topology changes

since routes are found on demand using MFR. Several optimizations have been

discussed in this thesis and we are confident that when considered and

implemented, SLURP will definitely out perform most of the existing protocols.

There are numerous challenges that are facing the research of ad hoc

networks. Many of these challenges are still un-addressed. Security is a significant

challenge in position based routing mechanisms, since position information can be

readily deduced. In a typical battlefield example, this means that when a soldier is

caught, the enemy will know the whereabouts of the entire platoon. This is

unacceptable. New location services and forwarding strategies have to give a lot of

thought to achieve more secure networks.
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Greedy forwarding, as explained in [45] showed that position-based packet

forwarding techniques including MFR has been a topic of active research for the

past several years and has always out-performed other forwarding strategies. There

is still room for many changes and the two main issues that need more attention are

the strategy employed to determine the next hop when a packet is forwarded, and

the repair mechanism used when greedy packet forwarding fails. The service by the

wireless hardware will most definitely determine the choice of the next hop.

Inaccurate position information also needs to be more efficiently handled by greedy

algorithms.

The future research in ad hoc networks should also include strategies to

allow connectivity between the Internet and the ad hoc networks. A proposal is

given in Terminodes and Grid projects [45, 46]. It proposed an approach in which

there was a location-based approach at the local level and topology-based routing

over long distances and for Internet integration.
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