A stochastic model for palaeomagnetic field variations
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SUMMARY
Regeneration of the Earth’s magnetic field by convection in the liquid core produces a broad spectrum of time variation. Relative palaeointensity measurements in marine sediments provide a detailed record over the past 2 Myr, but an explicit reconstruction of the underlying dynamics is not feasible. A more practical alternative is to construct a stochastic model from estimates of the virtual axial dipole moment. The deterministic part of the model (drift term) describes time-averaged behaviour, whereas the random part (diffusion term) characterizes complex interactions over convective timescales. We recover estimates of the drift and diffusion terms from the SINT2000 model of Valet et al. and the PADM2M model of Ziegler et al. The results are used in numerical solutions of the Fokker–Planck equation to predict statistical properties of the palaeomagnetic field, including the average rates of magnetic reversals and excursions. A physical interpretation of the stochastic model suggests that the timescale for adjustments in the axial dipole moment is set by the dipole decay time $\tau_d$. We obtain $\tau_d = 29$ kyr from the stochastic models, which falls within the expected range for the Earth’s core. We also predict the amplitude of convective fluctuations in the core, and establish a physical connection to the rates of magnetic reversals and excursions. Chrons lasting longer than 10 Myr are unlikely under present-day conditions. However, long chrons become more likely if the diffusion term is reduced by a factor of 2. Such a change is accomplished by reducing the velocity fluctuations in the core by a factor of $\sqrt{2}$, which could be attributed to a shift in the spatial pattern of heat flux from the core or a reduction in the total core heat flow.
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1 INTRODUCTION

Variations in the geomagnetic field occur over a broad range of timescales (Constable & Johnson 2005). Historical and satellite observations (Jackson et al. 2000; Olsen & Manda 2008) record variations over years to centuries, whereas palaeomagnetic data reveal long-term trends over timescales as long as $10^5$ yr (Johnson et al. 1995). The broad spectrum of geomagnetic variation is thought to reflect processes in the core, possibly modulated by slow changes in the overlying mantle (Courtillot & Olson 2007). Historical observations (Jackson et al. 2000) and relatively recent palaeomagnetic data (Korte et al. 2005) have sufficient spatial and temporal resolution to represent the geomagnetic field in a spherical harmonic expansion (e.g. Korte & Constable 2005). Such detailed estimates have been used to draw inferences about flow at the top of the core (Jackson 1997; Pais et al. 2004; Duberry & Finlay 2007).

On longer timescales, the data are not sufficient to constrain the spatial structure of time variations. Instead the geomagnetic field is represented as a dipole. Direction measurements define a virtual geomagnetic pole (VGP) and intensity measurements are interpreted as an equivalent or virtual axial dipole moment (VADM). Variations in both VGP and VADM contain valuable information about the geodynamo, but the connection to specific physical processes is not directly established.

Statistical models offer another means of expressing the variability of the geomagnetic field. Constable & Parker (1988) described the statistical properties of the magnetic field in terms of the coefficients of a spherical harmonic expansion. The coefficients of the non-dipole field are represented by independent Gaussian distributions with zero mean. An estimate of the correlation time for the non-dipole field is several hundred years, based on historical and satellite observations (Hulot & Le Mouël 1994; Lhuillier et al. 2011). Variations in the axial dipole are described by a pair of Gaussian distributions with non-zero means, coinciding with the time-averaged axial dipole in the normal and reversed states. Refinements in the statistical model of Constable & Parker (1988)
have been proposed to improve the description of both direction and intensity variations (Quidelleur & Courtillot 1996; Constable & Johnson 1999).

An alternative approach is to treat the time dependence of the geomagnetic field as a stochastic process (e.g. Brendel et al. 2007). The general description of a stochastic process includes a deterministic component, as well as a random component to represent the complex interplay between convective fluctuations and the magnetic field. In this study, we develop a stochastic model for the palaeomagnetic field with the aim of extracting insights about the underlying dynamics. We focus on estimates of VADM because the available records are long enough to describe the behaviour of the geomagnetic field over several reversals. Currently, VADM stacks are based on a combination of relative palaeointensities from marine sediment cores and a smaller number of absolute intensities to calibrate the relative palaeointensities (Guyodo & Valet 1999; Valet et al. 2005; Ziegler et al. 2011). Sediment cores provide a long and continuous record of geomagnetic variation, although the acquisition of magnetization effectively averages the intensity over timescales of $10^3$ yr (Lund & Keigwin 1994; Roberts & Winklhofer 2004). Averaging in time tends to reduce (although probably not completely) the contribution from fluctuations in the non-dipole field because these fluctuations occur over times comparable or shorter than $10^3$ yr. In addition, spatial averaging of globally distributed records into a single composite stack reduces the contribution of regional-scale non-dipole features. Consequently, we can reasonably attribute most of the variation in VADM stacks to changes in the axial dipole, which is useful when interpreting the physical significance of the stochastic model.

Stochastic models have two main components. The first component is a deterministic part, which describes the time-averaged trend of the VADM as a function of the dipole intensity. This part of the stochastic model is often called the drift term because it reflects the tendency of the field to adjust towards an equilibrium state. (The equilibrium state will subsequently be defined as the state for which the drift term vanishes.) The second component is a random part, which represents the influence of convective fluctuations on the evolution of the dipole field. Both the deterministic and random components of the stochastic model can be recovered from estimates of the VADM. We demonstrate the approach using the models of Valet et al. (2005) and Ziegler et al. (2011). Once the random and deterministic components are established, a probabilistic description of the geomagnetic field is given by the Fokker–Planck equation (e.g. Risken 1989). Numerical and approximate analytical solutions to the Fokker–Planck equation are used to predict statistical properties of the geomagnetic field, including the mean rate of magnetic reversals and excursions. We also explore the physical significance of the stochastic model by examining the processes responsible for both the random and deterministic components of the model.

## 2 OVERVIEW OF STOCHASTIC MODELS

Stochastic models offer a simple description of the axial dipole moment over geological timescales. Fluctuations in the geomagnetic field on the timescale of a convective overturn in the core can be treated as a random component. A nominal estimate of the overturn time is $R/v$, where $R = 3.48 \times 10^6$ m is the radius of the core and $v \approx 5 \times 10^{-4}$ m s$^{-1}$ is a representative value of the convective velocity (Hulot et al. 2002; Holme & Olsen 2006). The drift term represents the long-term tendency of the dipole to adjust towards the time-averaged dipole strength. We denote the axial dipole moment by $x(t)$ and describe its time evolution by the stochastic differential equation

$$\frac{dx}{dt} = v(x) + \sqrt{D(x)}\Gamma(t),$$  \hspace{1cm} (1)

where $v(x)$ and $D(x)$ are, respectively, the drift and diffusion terms. The noise source, $\Gamma(t)$, is commonly assumed to be Gaussian with a vanishing time average

$$\langle \Gamma(t) \rangle = 0.$$  \hspace{1cm} (2)

It is also customary to assume that the correlation time of the noise source is short compared with the sampling of $x(t)$. In this case, the autocorrelation function of $\Gamma(t)$ can be approximated by a Dirac delta function,

$$\langle \Gamma(t_1)\Gamma(t_2) \rangle = 2\delta(t_1 - t_2).$$  \hspace{1cm} (3)

where the factor of 2 is simply a convenient convention (e.g. Risken 1989). When the diffusion term varies with $x$ (i.e. multiplicative noise) we must specify whether $D(x)$ is evaluated before or after the application of the impulsive noise source. For a continuously evolving system where (3) is an approximation of a process with a short correlation time, it is appropriate to adopt the Stratonovich convention and evaluate $D(x)$ using the mean value of $x$ over a short time step (e.g. Van Kampen 1992). In this case, a gradient in $D(x)$ contributes to the drift term in a statistical description of the process (see later).

The probability distribution $P(x, t)$ of the stochastic process is governed by the Fokker–Planck equation

$$\frac{\partial P(x, t)}{\partial t} = -\frac{\partial}{\partial x}[v(x)P(x, t)] + \frac{\partial^2}{\partial x^2}\left[D(x)P(x, t)\right],$$  \hspace{1cm} (4)

where

$$v(x) = v(x) + \frac{1}{2}\frac{dD(x)}{dx}$$  \hspace{1cm} (5)

defines the effective drift for a Stratonovich process. Equivalent information about the probability distribution of $x(t)$ could be inferred from a large number of realizations of (1), but the Fokker–Planck equation offers a powerful tool for describing the statistical properties of a stochastic process.

In principle, the drift and diffusion terms can be extracted from a realization of the stochastic process (e.g. Friedrich et al. 2011). Defining the $n$th moment of the process as

$$M^n(x, \tau) = \langle (x(t + \tau) - x(t))^n \rangle_{t, t+\tau, \ldots},$$  \hspace{1cm} (6)

the drift term is given by

$$v(x) = \lim_{\tau \to 0} \frac{1}{\tau} M^1(x, \tau)$$  \hspace{1cm} (7)

and the diffusion term is

$$D(x) = \lim_{\tau \to 0} \frac{1}{2\tau} M^2(x, \tau).$$  \hspace{1cm} (8)

In practice, time-series are sampled at finite intervals (say $\Delta t$), which means that the moments cannot be evaluated in the limit of vanishing $\tau$. Instead, the drift and diffusion terms are approximated using finite values of $\tau$. Theoretical corrections have been derived for the drift and diffusion terms (Sura & Barsugli 2002; Gottschall & Peinke 2008), although it is more expedient to estimate the $\tau$-dependence of $M^1(x, \tau)$ and $M^2(x, \tau)$ using a sequence of finite values for $\tau$ (e.g. $\tau = \Delta t, 2\Delta t, \text{etc.}$). A further complication arises if the noise source is correlated at small values of $\tau$. We illustrate the general approach and address some of the complications in Section 3.
3 APPLICATION OF STOCHASTIC MODEL TO PALAEO MAGNETIC AXIAL DIPOLE FIELD

VADM models are constructed using relative palaeointensities from marine sediment cores and a smaller number of absolute intensities to provide the necessary calibration. The model of Valet et al. (2005), known as SINT2000, is obtained by stacking independent records of relative palaeointensity. Similarly, the model of Ziegler et al. (2011) is constructed from independent records, but the time dependence is parametrized using cubic B-splines. A maximum-likelihood estimate for the spline coefficients is regularized by imposing a penalty on the model roughness. The authors use a trade-off parameter to adjust the balance between minimizing model roughness and minimizing misfit to the observations. The preferred model parameter to adjust the balance between minimizing model roughness is the smoothing parameter $\tau$.

In the PADM2M model, the authors use a penalty on the model roughness. The authors use a trade-off parameter to adjust the balance between minimizing model roughness and minimizing misfit to the observations. The preferred model parameter to adjust the balance between minimizing model roughness and minimizing misfit to the observations is the smoothing parameter $\tau$.

Similarly, the model of Ziegler (2005), known as SINT2000, is obtained by stacking independent records of relative palaeointensity. The PADM2M model, which is a refinement of SINT2000, is obtained by stacking independent records of relative palaeointensity.

A correlation in the random component reduces $x(t + \tau) - x(t)$ when $\tau$ is shorter than the correlation time of the noise. On the other hand, the difference $x(t + \tau) - x(t)$ should become larger when $\tau$ is greater than the correlation time of the noise. Reduced values for $v_e(x, \tau)$ and $D(x, \tau)$ at small $\tau$ in Fig. 2 probably reflect the influence of correlations in the time-series. Once the time difference exceeds $\tau \approx 4-5$ kyr, the drift and diffusion terms become relatively independent of $\tau$. For the drift term this means that the average difference, $\langle x(t + \tau) - x(t) \rangle$, is well approximated by the average of a first-order Taylor expansion, $\langle x(t) \partial x/\partial t \rangle$. From (7), it follows that the drift term (for finite $\tau$) is given by $v_e(x, \tau) \approx \langle \partial x/\partial t \rangle$. As long as the higher order terms in the Taylor expansion are small we expect $v_e(x, \tau) \tau$ to be independent of $\tau$. The diffusion term is computed from the mean-squared deviation $\langle [x(t + \tau) - x(t)]^2 \rangle$. When the time integral of the noise source is approximated by a random walk, we expect the mean-squared deviation to increase linearly with $\tau$ (Van Kampen 1992). In this case the diffusion term, $D(x, \tau)$, is independent of $\tau$ at the leading order. An additional contribution to the mean-squared deviation arises from the deterministic component, which can be approximated by $\langle [\tau \partial x/\partial t]^2 \rangle \approx \tau^2 v_e^2$. We see that the deterministic contribution to the mean-squared deviation occurs at the next order in $\tau$, which vanishes in the limit $\tau \to 0$. Increasing $\tau$ beyond 10 kyr (not shown) causes more substantial variations in both $v_e(x, \tau)$ and $D(x, \tau)$, which implies that higher order terms in the Taylor expansion or deviations from a random walk become more important.

For the purposes of estimating the drift and diffusion terms, we can assume that the model is independent of $\tau$ beyond 10 kyr. Consequently, we approximate $v_e(x, \tau)$ and $D(x, \tau)$ using the estimates at $\tau = 5$ kyr. Alternatively, we could use a pair of estimates at $\tau = 5$ and 10 kyr to approximate the drift and diffusion terms in the limit $\tau \to 0$ using an approach described by Stanton (1997). However, the difference between these two approaches is small when the bin contains a large number of samples. Consequently, we use the difference between the two approaches as a rough measure of the uncertainty in the drift and diffusion coefficients. We also assess consistency of the results by comparing estimates computed using a different number of bins. Fig. 3 shows estimates for $v_e(x, \tau) = 5$ kyr using 8, 9 and 10 bins in the unsigned VADM. We also show a smooth curve fit through the individual estimates (details are given below).

**Figure 1.** Virtual axial dipole moment over the past 2 Myr before present from the model of (a) Ziegler et al. (2011) and (b) Valet et al. (2005). Low values (dashed line) are predicted to occur at a rate of 3 Myr$^{-1}$.
Both SINT2000 and PADM2M include relatively few instances of a weak dipole field. As a result, the sampling is insufficient to reliably determine $v_e(x)$ and $D(x)$ at low $x$. On the other hand, we can anticipate the behaviour of $v_e(x)$ near $x = 0$. A positive drift for $x < 5 \times 10^{22}$ A m$^2$ causes the intensity of the field to increase with time, whereas a negative drift for $x > 5 \times 10^{22}$ A m$^2$ causes the field to decrease. An equilibrium is expected when $v_e(x) = 0$, although the random component continually disturbs $x$ away from the equilibrium value. When the dipole field reverses ($x < 0$), the drift term drives the dipole towards a new equilibrium in the reversed state, implying that $v_e(-x) = -v_e(x)$. Even if the expected symmetry between the reversed and normal states is not exactly satisfied, the drift term should change sign during a reversal. Consequently, we require $v_e(x)$ to vanish at $x = 0$ and fit a smoothing spline through the individual estimates of $v_e(x)$. By comparison, the behaviour of $D(x)$ near $x \approx 0$ is not known. However, we do expect $D(x)$ to be an even function of $x$. Consequently, we represent the drift term using a best-fitting low-degree polynomial in $x$ (i.e. $D(x) = c_0 + c_2 x^2 + c_4 x^4$). We explore the consequences of other choices below.

Fig. 3 reveals that the drift term is nearly a linear function of $x$ around the equilibrium state $x = x_{eq}$. When the drift term is represented by

$$v_e(x) = -\gamma (x - x_{eq}). \quad (9)$$

We recover $\gamma = 34$ Myr$^{-1}$ and $x_{eq} = 5.3 \times 10^{22}$ A m$^2$ for PADM2M and $\gamma = 35$ Myr$^{-1}$ and $x_{eq} = 6.1 \times 10^{22}$ A m$^2$ for SINT2000. Substituting the linear representation from (9) into the stochastic differential equation shows that small departures from equilibrium, $\epsilon = x - x_{eq}$, are described by

$$\frac{d\epsilon}{dt} = -\gamma \epsilon + \sqrt{D(x_{eq} + \epsilon)} \Gamma(t). \quad (10)$$

The deterministic part of (10) relaxes towards equilibrium with a characteristic timescale of $\gamma^{-1} \approx 29$ kyr, which reflects the time required for the dynamo process to adjust to a disturbance in the dipole field. Thus the slope of the drift term near the equilibrium state contains important information about the dynamics. Over a broader range of $x$ we can represent the drift term by $v_e(x) = -\nabla U(x)$, where $U(x)$ can be viewed as a potential for the dipole field. Inverting for $U(x)$ from the drift terms yields a bistable potential well (see Fig. 4). The drift term drives the dipole field towards an equilibrium at the base of one of the potential wells, but the random component continually displaces $x$ from the equilibrium state. A reversal occurs when a sequence of random perturbations is sufficient to push the dipole field across the barrier at $x = 0$. Once the dipole field changes sign, the drift term drives the signed dipole moment, $x(t)$, into a new equilibrium.

4 NUMERICAL REALIZATIONS OF THE STOCHASTIC PROCESS

Realizations of the stochastic process are obtained by numerically integrating (1). We extend the model to yield a signed VADM by defining $v_e(-x) = -v_e(x)$ and $D(-x) = D(x)$, consistent with
expectations that magnetic induction is independent of the sign of the field (e.g. Jones 2011). Let \( t_n \) denote a set of discrete times separated by a constant time step \( \Delta t \). When \( x_n = x(t_n) \) is known, the solution at the next time step is approximated by (Risken 1989)

\[
x_{n+1} = x_n + v_e(x_n)\Delta t + \sqrt{D(x_n)\Delta t} w_n,
\]

where \( w_n \) is an independent Gaussian random variable with zero mean and variance 2 [i.e. the variance of the noise source in (3)]. Because \( D(x) \) is evaluated at \( x_n \) rather than the mean value over the time step, we use the effective drift \( v_e(x) \) to account for the effects of multiplicative noise. Each realization is distinct, but the mean properties of the solution converge when the integration time is sufficiently large. An initial value problem also requires the probability distribution to account for the initial condition.

Fig. 5 shows a 10-Myr realization using the parameters recovered from the PADM2M and SINT2000 models. Both solutions have several reversals and spend roughly equal time in the northern and reversed polarities. The mean of the unsigned V ADM for the PADM2M numerical realization is 5.29 \( \times 10^{22} \) A m\(^2\) and the standard deviation is 1.47 \( \times 10^{22} \) A m\(^2\). By comparison, the mean and standard deviation of the PADM2M model is 5.32 \( \times 10^{22} \) and 1.48 \( \times 10^{22} \) A m\(^2\), respectively. Similarly, the SINT2000 realization yields a mean and standard deviation of 6.15 \( \times 10^{22} \) and 1.91 \( \times 10^{22} \) A m\(^2\), whereas the SINT2000 model has a mean and standard deviation of 6.24 \( \times 10^{22} \) and 1.97 \( \times 10^{22} \) A m\(^2\), respectively. Small differences are expected because each realization of the numerical model yields a different result. The uncertainty in the mean and standard deviation of the numerical solution can be inferred from multiple realizations. We find that the mean and standard deviation from independent realizations scatter around the mean and standard deviation of input models, suggesting that the stochastic models are consistent with the statistical properties of the VADM models. We also find reasonably good agreement in the histograms of the unsigned VADM (see Fig. 6). These histograms are normalized to give discrete probability distributions using the same number of bins employed in constructing \( v_e(x) \) and \( D(x) \). The smooth solid lines give the steady-state probability distributions obtained from a numerical solution of the Fokker–Planck equation (see Section 5).

**5 Probability Distribution of the Axial Dipole Field**

A statistical description of the dipole field is given by the Fokker–Planck equation in (4). Numerical solutions are integrated using a finite volume approximation in \( x \) (see Appendix). The discrete equations for the probability distribution \( P_i(t) = P(x_i, t) \) can be written in the form

\[
\frac{\partial P_i}{\partial t} = \mathbf{A}P_i,
\]

where \( \mathbf{P} = [P_1, P_2, \ldots, P_T]^T \) defines the probability distribution at a given time and matrix \( \mathbf{A} \) approximates the operator on the right-hand side of (4). Boundary conditions on \( P(x, t) \) require \( P(\pm \infty, t) = 0 \), although in practice it suffices to set \( P_i = P_{i+1} = 0 \) at \( x = x_0 \) and \( x_{n+1} \) when the range of \( x \) is sufficiently large. An initial value problem also requires the probability distribution at \( t = 0 \). When the dipole moment at \( t = 0 \) is known, the probability distribution is effectively a Dirac
5.1 An eigenvalue problem

When the time dependence of the discretized probability distribution is represented by

\[ P(t) = \hat{P} \, e^{\lambda t}, \]

the system of equations in (12) reduces to

\[ (A - \lambda \mathbf{I}) \hat{P} = 0, \]

where \( \mathbf{I} \) is the identity matrix and \( \lambda \) are the eigenvalues of \( A \). All of the eigenvalues are either negative or zero. The smallest \( |\lambda| \) is \( \lambda_0 = 0 \), which corresponds to the steady-state probability distribution.

5.2 Steady-state probability distribution

A useful approximation to the steady-state distribution can be found with a few simplifications to the drift and diffusion terms. First, we use the small-departure approximation for \( \phi_0(x) \) from (9), which introduces the slope, \( \gamma \), of the drift term around the equilibrium value, \( x_{eq} \). Secondly, we let \( D(x) \approx D(x_{eq}) \). With these two simplifications in (4), the steady-state Fokker–Planck equation can be integrated directly for \( P(x, \infty) \). The resulting normal distribution

\[ P(x, \infty) = \frac{1}{\sqrt{2\pi D_{eq}}} e^{-\frac{(x-x_{eq})^2}{2D_{eq}}} \]

has a normalization factor included such that total probability under a single peak at \( x = x_{eq} \) is 1/2. An identical normal distribution is assumed in the region around \( x = -x_{eq} \). These local distributions give a reasonable good description of the steady-state probability in Fig. 7(a). The standard deviation of the dipole moment about \( x_{eq} \) is approximately \( \sigma \approx \sqrt{D_{eq}/\gamma} \). Using \( \gamma = 34 \text{ Myr}^{-1} \) and \( D_{eq} = 69 \times 10^{-22} \text{ A}^2 \text{ m}^2 \text{ Myr}^{-1} \) gives \( \sigma = 1.42 \times 10^{-22} \text{ A}^2 \text{ m}^2 \) for the PADM2M-based model. Recall that the standard deviation of the PADM2M model is \( 1.48 \times 10^{-22} \text{ A}^2 \text{ m}^2 \). For SINT2000, we obtain \( \sigma = 1.68 \times 10^{-22} \text{ A}^2 \text{ m}^2 \) using \( \gamma = 35 \text{ Myr}^{-1} \) and \( D_{eq} = 99 \times 10^{-44} \text{ A}^2 \text{ m}^4 \), compared with \( \sigma = 1.97 \times 10^{-22} \text{ A}^2 \text{ m}^2 \) from the SINT2000 stack. Much of the disagreement in \( \sigma \) is probably due to the approximations used in (16) because the standard deviation from long-time realizations yield much better agreement with the VADM models. Still, the normal distribution in (16) is a useful approximation for the steady-state distribution. The broad agreement suggests that the stochastic models reproduce the variability of the VADM models. On the other hand, the mean time between reversals (as inferred from eigenvalue \( \lambda_1 \)) hints at an inconsistency with the observed rate of reversals (Merrill & McFadden 1994). We explore this question in Section 6.

6 MEAN REVERSAL AND EXCURSION RATES

The mean time for an event (like a reversal) is often described in literature as the mean first-passage time. Similar problems arise in a wide range of applications (e.g. Risken 1989). The calculation of a mean first-passage time relies on a solution of the Fokker–Planck equation with boundary conditions that define the event of interest. (Typically an event occurs when \( x(t) \) first moves outside a specific range of values.) Suppose we start with an initial dipole
equivalently, the average time for a reversal. Let \( P \) the time \( T \) realization will eventually leave the interval \( 0 < x(0) < \infty \). The initial probability distribution, \( P(x, 0) = \delta(x - x(0)) \), expresses the certainty of the initial value of the VADM. As time advances the initial probability distribution evolves according to (4) to include a finite probability that \( x(t) \) occupies the opposite polarity. The mean first-passage time is defined in terms of the time-dependent probability that \( x(t) \) leaves the initial range \( 0 < x(t) < \infty \). Similarly, we could define the mean time for an excursion in terms the time required for \( x(t) \) to leave a more restricted initial range of \( x(0) < x(0) < \infty \), where the lower bound is set the value of \( x \) at the time of the Laschamp excursion in the PADM2M model. In other words, the mean excursion time is defined as the average time required for \( x(t) \) to drop below \( x_{\text{ex}} = 3.48 \times 10^{22} \text{ A m}^2 \). Such a drop appears to be sufficient to cause a large tilt of the dipole from the geographic axis in the presence of an equatorial dipole and non-dipole field (Merrill & McFadden 1994).

Consider a large number of realizations that begin with an initial (signed) dipole moment \( x(0) \) in the range \( 0 < x(0) < \infty \). Each realization will eventually leave the interval \( 0 < x < \infty \), although the time \( T \) required will vary between realizations. We seek the average time, \( \bar{T} \), for realizations to leave the interval \( 0 < x < \infty \) or, equivalently, the average time for a reversal. Let \( P(x, t|x(0)) \) denote the conditional probability distribution of realizations that begin at \( x(0) \) but have not reversed at time \( t \). The distribution \( P(x, t|x(0)) \) satisfies the Fokker–Planck equation on the interval \( 0 < x < \infty \) with an initial condition \( P(x, 0|x(0)) = \delta(x - x(0)) \). Boundary conditions at \( x = 0 \) and \( x = \infty \),

\[
P(0, t|x(0)) = P(\infty, t|x(0)) = 0, \tag{17}
\]

ensure that the probability distribution vanishes outside the range of positive polarities. In effect, realizations that leave the interval \( 0 < x < \infty \) are removed from further consideration. A numerical solution of this initial value problem is used to define the mean reversal time.

The number of realizations that survive in the interval \( 0 < x(t) < \infty \) progressively decreases with time. Each loss of a realization implies a polarity reversal, so the probability of reversal during the time interval \( (t, t+dt) \) is

\[
f(t) dt = \left[- \int_{0}^{\infty} P(x, t|x(0)) dx \right] dt, \tag{18}
\]

where the dot denotes the time derivative. It follows that the mean first-passage time is given by

\[
\bar{T} = \int_{0}^{\infty} T f(T) dT. \tag{19}
\]

A direct determination of \( f(t) \) can be computed from (18) using a numerical solution of the Fokker–Planck equation. At each time step, the right-hand side of the Fokker–Planck equation in (4) is evaluated and the resulting time derivative, \( P(x, t) \), is integrated over \( x \); the limits of the integral are based on the definition of the event (i.e. \( 0 < x < \infty \) for the case of a reversal). Fig. 8 shows the reversal time distribution, \( f(t) \), for the PADM2M model using an initial condition \( x(0) = 5.3 \times 10^{22} \text{ A m}^2 \). After an initial transient \( f(t) \) decreases exponentially with time. The mean reversal time from (19) is \( \bar{T} = 1.05 \text{ Myr} \), which is close to the value inferred from eigenvalue \( \lambda_1 \). The mean reversal time for the SINT2000 model is \( \bar{T} = 1.27 \text{ Myr} \), which is also close to the value inferred from the corresponding \( \lambda_1 \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure6.pdf}
\caption{(a) Histogram of the PADM2M model and (b) a numerical realization. (c) Histogram of SINT2000 model and (d) a numerical realization. The solid lines indicate the steady-state probability distribution computed from the Fokker–Planck equation.}
\end{figure}
A stochastic model

Figure 7. Eigenfunctions computed from (15) using the PADM2M model. (a) Steady-state probability distribution corresponds to the zeroth eigenvalue \( \lambda_0 = 0 \); (b) Probability distribution associated with the first eigenvalue \( \lambda_1 = -0.97 \); (c) Superposition of the probability distributions in (a) and (b). The resulting distribution relaxes to the steady-state distribution on the timescale \( \lambda_1^{-1} \).

Figure 8. Reversal time distribution, \( f(t) \), computed from a numerical solution of the Fokker–Planck equation with an initial condition \( x(0) = 5.3 \times 10^{22} \text{ A m}^{-2} \). After a short transient (inset) the probability distribution decreases exponentially with \( t \).

The connection to the eigenvalue problem is straightforward. The first eigenfunction

\[
P_1(x, t) = \tilde{P}_1(x)e^{\lambda_1 t}
\]

obeys the Fokker–Planck equation and satisfies the same boundary conditions imposed on \( P(x, t|t(0)) \). Thus the solutions for \( P_1(x, t) \) and \( P(x, t|t(0)) \) differ only in the initial condition. Recall that \( P(x, 0|t(0)) \) is equal to a delta function, whereas \( P_1(x, 0) \) is set by the eigenfunction. Both \( P_1(x, t) \) and \( P(x, t|t(0)) \) decay with time as ‘realizations’ leave the interval \( 0 < x < \infty \). The integral of \( P_1(x, t) \) over the interval \( 0 < x < \infty \) has an exponential dependence on time, whereas the integral of \( P(x, t|t(0)) \) has a nearly exponential dependence on time after a short transient. In fact, the transient period corresponds to the adjustment of \( P(x, t|t(0)) \) from the initial delta function to a distribution that closely approximates the shape of the eigenfunction. Subsequent decreases in \( P(x, t|t(0)) \) occur with an e-folding time of roughly \( \lambda_1^{-1} \). According to (19), the mean reversal time is set by \( \lambda_1^{-1} \) plus a short transient period.

The mean time between excursions is calculated by redefining the event to represent a realization leaving the interval \( x_{ex} < x < \infty \). Strictly speaking, the mean excursion time defines the time required for the dipole field to drop below \( x_{ex} \) when started at the equilibrium value. Such an event is likely to cause a large angular deviation in the direction of the VGP if the non-dipole and equatorial dipole parts of the field are comparable to the present-day values. On the other hand, our definition of an excursion using \( x(t) < x_{ex} \) is indirect and assumes that the Laschamp event is representative of other excursions. Numerical calculations for PADM2M give a mean excursion time of \( \bar{T} = 0.119 \text{ Myr} \) or about 8.4 excursions Myr\(^{-1} \). For SINT2000, we obtain \( \bar{T} = 0.121 \text{ Myr} \), or about 8.3 excursion Myr\(^{-1} \).

Independent palaeomagnetic observations suggest that reversals, and possibly excursions, occur more frequently (Merrill & McFadden 1994; Roberts 2008). One way to reconcile the predictions and observations is to increase the overall amplitude of noise [i.e. \( D(x) \)], so the stochastic model jumps more frequently between the two stable potential wells in Fig. 4. Increasing \( D(x) \) by a factor of 2 increases the reversal rate of the PADM2M-based model to roughly 4 Myr\(^{-1} \), which is more consistent with observations. Unfortunately, this revision has the consequence of producing a mismatch between
the observed and predicted variations in the dipole moment. Recall that the standard deviation of \( x(t) \) in the stochastic model is approximated by \( \sqrt{D_{x/\gamma}} \). If we increase \( D_{x/\gamma} \) by a factor of 2, the resulting standard deviation becomes \( \sigma = 2.0 \times 10^{22} \) A m\(^2\), compared with \( \sigma = 1.48 \times 10^{22} \) A m\(^2\) for the PADM2M model. In this case, the stochastic model does not reproduce the statistical behaviour of the input model.

An alternate way to reproduce the observed reversal rate is to adjust the values of \( v_x(x) \) and \( D(x) \) at low \( x \), where observations provide few direct constraints on the stochastic model. To explore this idea, we define an event in the stochastic model to correspond to a specific recurrence time. For example, the value of \( x(t) \) for the PADM2M-based stochastic model is expected to drop below \( 1.82 \times 10^{22} \) A m\(^2\) three times in 1 Myr. This prediction agrees very well with the actual occurrence of low dipole moment in the PADM2M model. In Fig. 1, we observe six events below \( 1.82 \times 10^{22} \) A m\(^2\) over the past 2 Myr, including the Cobb Mountain subchron at 1.2 Myr BP. An identical recurrence rate of 3 Myr\(^{-1}\) is predicted by the SINT2000-based stochastic model if the threshold for the event is set at \( x = 2.29 \times 10^{22} \) A m\(^2\). The SINT-2000 stack in Fig. 1 shows seven events in the past 2 Myr, which agrees reasonably well with predictions. The point is that the stochastic model successfully predicts the occurrence of low dipole moments, but it does not correctly predict the reversal rate. Interestingly, each of the low dipole events in Fig. 1 corresponds to a reversal, so once \( x(t) \) drops below \( \approx 2 \times 10^{22} \) A m\(^2\) there appear to be no impediment to reversing polarity.

This behaviour can be interpreted several ways. For example, we might flatten or truncate the barrier between the potential wells over the interval \( |x| < 2 \times 10^{22} \) A m\(^2\). Once the solution reaches \( x \approx 2 \times 10^{22} \) A m\(^2\), there is no further obstacle to overcome. Such a potential well requires \( v_x(x) \) to vanish for \( |x| < 2 \times 10^{22} \) A m\(^2\), meaning that persistent dipole generation does not begin until \( |x| \) exceeds a threshold. Alternatively, we could increase \( D(x) \) at low \( x \), ensuring that the random component is more effective in jumping the solution over the barrier between the potential wells at low \( x \). It is also possible that the VADM from relative palaeointensity measurements is adversely affected by non-dipole and equatorial dipole components at low \( x \). As a result, the recovery of drift and diffusion terms at low \( x \) may not solely reflect the axial dipole moment. It appears that independent estimates of reversal rates offer valuable insights into the reversal process.

We conclude this section with a brief comment on the probability of long chron. To a good approximate, the reversal-time distribution can be represented by an exponential distribution

\[
f(t) = \frac{1}{\bar{T}} e^{-t/\bar{T}}. \tag{21}\]

The same probability distribution is often used to describe chron lengths (Lowrie & Kent 2004), although here the independent variable is time (measured from the initial condition) rather than chron length. On the other hand, equivalent inferences can be drawn about chron lengths. For example, the probability of a chron lasting longer than \( t_c \) is

\[
p(t > t_c) = \int_{t_c}^{\infty} f(t) \, dt = e^{-t_c/\bar{T}}. \tag{22}\]

A chron lasting longer than 2 Myr has a probability of \( p = 0.15 \) when \( \bar{T} = 1.05 \) Myr. The true probability is likely be much lower with a more realistic value of \( \bar{T} \). The Cretaceous superchron \( (t_c = 37 \) Myr) has a vanishingly small probability of \( p = 5 \times 10^{-16} \) when \( \bar{T} = 1.05 \) Myr. To bring the duration of the Cretaceous superchron into line with the mean reversal time of the stochastic model, we need to reduce the diffusion term. Reducing \( D(x) \) in the PADM2M-based model by a factor of 2 increases the mean reversal time to \( \bar{T} = 12.3 \) Myr. In this case, the probability of the Cretaceous superchron is about 5 per cent. The precise reduction in \( D(x) \) is not uniquely set by the duration of the superchron, but it does appear that some reduction is required to make the Cretaceous superchron feasible. We interpret the significance of this change in Section 7.

### 7 Physical Interpretation of Drift and Diffusion Terms

A physical interpretation of the stochastic model requires an understanding of the processes that regenerate the dipole field. While many details are still poorly understood, the results of numerical geodynamo models offer some insights. The axial or \( z \)-component of the dipole moment is defined by

\[
x(t) = \frac{1}{2} \int_V \hat{z} \cdot [r \times J(r, t)] \, dV, \tag{23}\]

where \( J \) is the electric current density, \( r \) is the position vector and \( V \) is the volume of the Earth’s core. When there are no currents outside \( V \) (i.e. no external sources), the axial moment can be expressed in terms of the magnetic field \( B \) (Davidson 2001) as

\[
x(t) = \frac{3}{2\mu} \int_V \hat{z} \cdot B \, dV, \tag{24}\]

where \( \mu \) is the magnetic permeability. Only the dipole part of the magnetic field contributes to the integral in (24) because of the other spherical harmonic components with degrees \( n > 1 \) vanish when integrated over the spherical volume. To make the role of the dipole field more explicit, we introduce the notation \( \mathbf{B} \) to denote the projection of the total magnetic field onto the \( n = 1 \) term of a vector spherical harmonic expansion (e.g. Chandrasekhar 1981).

Numerical geodynamo models suggest that the \( z \)-component of the magnetic field is generated by helical convection inside the core (Olson et al. 1999). These flows lift and twist an initially azimuthal field (denoted by \( \mathbf{B}_0 \)), causing electric currents in the azimuthal direction (Parker 1955). The time evolution of \( \mathbf{B} \) is governed by the induction equation

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B}, \tag{25}\]

where the magnetic diffusivity \( \eta = 1/(\mu \sigma_v) \) is defined in terms of the electrical conductivity \( \sigma_v \). The characteristic length scale of helical flow in the core is probably small compared with the typical length scale of the \( B_0 \) field because the viscosity of the liquid core is much smaller than the magnetic diffusivity (Sakuraba & Robert 2009). Consequently, an order of magnitude estimate for the induction term is

\[
\nabla \times \mathbf{B} \approx \mathbf{B}_0 \mathbf{v}/l/\eta, \tag{26}\]

where \( \mathbf{v} \) is the typical convective velocity and \( l \) is the width of a helical convection column (Moffatt 1970). The parameter \( \epsilon \) is introduced to represent the fraction of magnetic induction that projects into the \( n = 1 \) toroidal component. Physically, a helical flow produces both positive and negative \( B_z \), so there is considerable cancellation in the integral for the dipole moment (see eq. 24). Numerical models suggest that the main contribution to the dipole moment occurs when the upward and downward-directed field lines are separated by flow in the core. Expulsion of one of the field pair from the core volume produces a net change in the dipole moment (Olson...
Consequently, we can view $\epsilon$ as the fraction of field loops that have one sign of $B_z$ ejected from the core. The diffusion term in (25) can be approximated by

$$\eta \nabla^2 \mathbf{B} \approx \frac{\mathbf{B}}{\tau_d},$$

(27)

where $\tau_d = R^2/(4\pi^2 \eta)$ is the dipole diffusion time and $R = 3480$ km is the radius of the core (e.g. Gubbins & Roberts 1987). This approximation is exact when $\mathbf{B}$ has the structure of the slowest dipole decay mode. More generally, $\mathbf{B}$ can be represented by a linear superposition of all dipole decay modes. The resulting value for $\tau_d$ would be a suitable average of the corresponding diffusion times.

Differentiating (24) with respect to time defines an equation for the evolution of the dipole moment. The rate of change of $\mathbf{B}$ is governed by the induction equation in (25), so the evolution of $x(t)$ is described by

$$\frac{dx}{dt} = \langle S(t) \rangle - \frac{x(t)}{\tau_d},$$

(28)

where the source term $\langle S(t) \rangle$ is approximated by

$$\langle S(t) \rangle \approx \frac{3e}{2 \mu} \left( \frac{B_0 v^2 l}{\eta L} \right) V.$$

(29)

Here, $L \approx R$ characterizes the length scale of variations in $\nabla \times \mathbf{B}$ because we are dealing exclusively with the $n = 1$ component of the source. Taking the time average of (28) yields

$$\langle S \rangle = \frac{\langle x \rangle}{\tau_d},$$

(30)

which means that the time evolution of the dipole moment can be written as

$$\frac{dx}{dt} = -\frac{1}{\tau_d} (x(t) - \langle x \rangle) + \Delta S(t).$$

(31)

The first term on the right-hand side of (31) corresponds to the drift term of the stochastic model and $\Delta S = S(t) - \langle S \rangle$ represents a random fluctuation in the source term about the time average.

We are now in a position to interpret the drift and diffusion terms. Our estimate of the drift term was approximated by

$$w_c \approx -\gamma (x - x_{eq}),$$

(32)

where the best-fitting slope for the PADM2M model was $\gamma = 34$ Myr$^{-1}$. Comparison with the drift term in (31) indicates that $\gamma$ is set by the dipole decay time. The stochastic models gives $\tau_d = \gamma^{-1} = 29$ kyr. By comparison, the expected dipole decay time is $\tau_d = 24.5-49$ kyr for an electrical conductivity of $\sigma_e = 0.5 \times 10^{6}$ to $10^8$ S m$^{-1}$ and a magnetic permeability of $\mu = 4\pi \times 10^{-7}$ in SI units. While the decay time from the stochastic model lies within the expected range, the best-fitting conductivity, $\sigma_e = 0.6 \times 10^6$, is close to the low end of the range (Bradigsky & Roberts 1995). Higher values from more recent studies (de Koker et al. 2012; Pozzo et al. 2012) can be reconciled with the stochastic model if the radial structure of $\mathbf{B}$ is more complicated than that of the slowest decay mode. On the other hand, $\mathbf{B}$ cannot depart dramatically from the slowest decay mode. The next fastest decay mode has a decay time of $\tau_d = R^2/(4\pi^2 \eta)$, which yields 12.5 kyr for the higher conductivity, and even shorter times for the lower conductivity. To reconcile the value of $\gamma^{-1}$ with reasonable values for the electrical conductivity, it seems that most of the energy in $\mathbf{B}$ must accumulate in the slowest decay mode.

Insights into the efficiency of dipole generation can be inferred from the time average of $\langle S(t) \rangle$ in (30). Using $\langle x \rangle = 5.3 \times 10^{22}$ A m$^2$ and $\tau_d = 29$ kyr gives $\langle S \rangle = 5.8 \times 10^{10}$ A m$^2$ s$^{-1}$. This value can be compared with the approximate estimate for $\langle S(t) \rangle$ in (29). Using $B_p = 1$ mT, $l = 100$ km and $v = 10^{-4}$ m s$^{-1}$ gives $\epsilon = 1.5 \times 10^{-3}$. This low efficiency suggests that a small fraction of the total magnetic induction contributes to the dipole field. Equivalently, a small fraction of the field loops produced by helical flow have one sign of $B_z$ ejected from the core; the vast majority of the field loops remain trapped inside the core. Interestingly, the value of $\langle x \rangle$ implies a volume-averaged axial field of $B_0 = 0.25$ mT, according to (24). As noted previously, this part of the field is associated with the dipole component, so the higher degree components in a spherical harmonic expansion are not represented in the volume average. A small magnetic field at degree $n = 1$ is compatible with the idea that most of the energy in the magnetic field is contained in small-scale components.

The significance of the diffusion term, $D(x)$, is connected with fluctuations in $x(t)$ over convective timescales (say $\tau_v = 1$ kyr). The magnitude of a random fluctuation is given by

$$\Delta x(\tau_v) = \int_0^{\tau_v} \Delta S(t) dt = \sqrt{2D\tau_v} w_c,$$

(33)

where $w_c$ is a random variable with a standard deviation of $\sqrt{2}$. Consequently, the rms variation in $\Delta x(\tau_v)$ is

$$\sigma_{\Delta x} = \sqrt{2D\tau_v},$$

(34)

or, equivalently, about 7 per cent of the time average $\langle x \rangle$ in both the PADM2M and SINT2000 models. By comparison, the duration of the Cretaceous superchron can plausibly be explained by reducing $D$ by a factor of 2. In this case, the rms variation in $x(t)$ over $\tau_v$ is about 5 per cent of the time average. Such a decrease in the rms variation could be achieved by reducing the rms velocity fluctuations by a factor of $\sqrt{2}$, given the velocity dependence of $\langle x \rangle$ in (29). Changes in the spatial pattern of heat flux at the core–mantle boundary have been proposed as one mechanism to alter reversal rates (Glatzmaier et al. 1999; Olson et al. 2010). Alternatively, a change in velocity fluctuations may be associated with a change in the total core heat flow (Driscoll & Olson 2012). Our results suggest that a modest change in the velocity fluctuations can have a large influence on average reversal rate.

**8 CONCLUSIONS**

Fluctuations in VADM can be described quantitatively using a simple stochastic model. We construct two stochastic models using estimates of the drift and diffusion terms recovered from PADM2M (Ziegler et al. 2011) and SINT2000 (Valet et al. 2005). The results are used in numerical solutions of the Fokker–Planck equation to predict statistical properties of the axial dipole, including the mean time between reversals and excursions. The mean reversal time is 1.05 Myr for the PADM2M-based model and 1.27 Myr for the SINT2000-based model. Evidence for more frequent reversals in the recent geological past (Merrill & McFadden 1994) can be reconciled with predictions from the stochastic models by adjusting the drift and diffusion terms at low values of VADM (denoted by $s$). Interestingly, the stochastic models are able to reproduce the infrequent occurrence of low $x$ in the models of Valet et al. (2005) and Ziegler et al. (2011). For example, we expect the VADM to drop below $x \approx 2 \times 10^{12}$ A m$^2$ at a rate of 3 Myr$^{-1}$, which is consistent with both PADM models. Each of these events coincides with a reversal, suggesting a threshold $|x| < 2 \times 10^{12}$ A m$^2$ for the occurrence of reversals. Decreasing the amplitude of the drift term in the interval $|x| < 2 \times 10^{12}$ A m$^2$ promotes reversals by effectively lowering the
barrier between stable polarities. Physically, a lower barrier means that persistent dipole generation does not occur until the threshold value of \(x\) is exceeded. Alternatively, we can increase the amplitude of the diffusion term in the interval \(|x| < 2 \times 10^{22}\) A m\(^2\). A larger diffusion term increases the random fluctuations, shortening the time required to jump between stable polarities. It is also possible that estimates of VADM are more affected non-axial dipole field at low \(x\), so the recovery of drift and diffusion terms is less reliable in this region.

Geomagnetic excursions are approximated by the condition \(x < x_{ex}\), where \(x_{ex} = 3.48 \times 10^{22}\) A m\(^2\) is set by the value of \(x\) in PADM2M at the time of the Laschamp excursion (Laj et al. 2000). Assuming that other excursions occur when \(x\) drops below \(x_{ex}\), we obtain an average time between excursions of 0.119 Myr using the PADM2M-based model. The corresponding excursion rate is 8.4 excursions Myr\(^{-1}\). The SINT200-based stochastic model yields a mean excursion time of 0.121 Myr, or 8.3 excursions Myr\(^{-1}\). These results are in rough agreement with previous estimates (Laj & Channell 2007; Roberts 2008), although a direct correspondence between VADM and excursions is not strictly correct because angular deviations of the VGP from the geographic axis also depend on the non-axial dipole part of the field.

A physical interpretation of the drift and diffusion terms offers insights into the dynamics of the core. The timescale for adjustments in the axial dipole moment, \(\tau_d\), is controlled by the slope of the drift term \(\tau_d(x)\) near the average value \(x_{av}\). We argue that the slope of the drift term is primarily determined by the dipole diffusion time \(\tau_d\). The drift terms from the VADM time models yield \(\tau_d = 29\) kyr, which is consistent with current estimates of the diffusion time, although the best-fitting electrical conductivity, \(\sigma_e = 6 \times 10^{12}\), is on the lower end of the current range. We also predict that dipole generation is relatively inefficient; only about 0.1 per cent to the total magnetic induction contributes to the axial dipole. Most of the magnetic energy in the dipole field appears to accumulate in the slowest decay mode.

The diffusion term is used to assess the amplitude of convective fluctuations. The rms variations in \(x(t)\) on the timescale of a convective overturn is about 7 per cent of the average value \(x_{av}\). Assuming that the dipole is generated by an ensemble of several hundred independent convection columns, we expect the rms variation in the field generation of a single column to be comparable to the mean generation of a single column. Long chronos lasting tens of millions of years are most easily explained by a modest decrease in the diffusion term. For example, the Cretaceous superchron becomes likely when the present-day estimate of \(D(x)\) is decreased by a factor of 2. The mean time between reversals increases to 12.3 Myr and the rms variation in \(x(t)\) for a convective overturn time is about 5 per cent of the time average. Such a change in \(D\) is achieved by altering the rms fluctuations in the core velocity field by a factor of \(\sqrt{2}\). This change in velocity is probably connected to the magnitude and/or spatial structure of the heat flux at the core–mantle boundary.
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APPE N D I X: N U M E R I C A L A P P R O X I M AT I O N

A numerical solution of the Fokker–Planck equation in (4) is obtained using a finite volume approximation. Discrete equations are defined by integrating the Fokker–Planck equation over a finite interval \( \Delta x \). Let \( x_n \) denote the midpoint of the finite interval and let \( x_1 = x_0 - \Delta x/2 \) and \( x_n = x_0 + \Delta x/2 \) be the lower and upper limits of the interval. The rate of change of the probability distribution, \( \dot{P}(x,t) \), is approximated by

\[
\int_{x_n}^{x_{n+1}} \frac{\partial P}{\partial t} \, dx \approx \dot{P}_n \Delta x, \tag{A1}
\]

where \( \dot{P}_n \) is the time derivative of \( P \) at \( x = x_n \). The next term in the Fokker–Planck equation involves the drift coefficient, \( v(x) \), which is conveniently represented in terms of a potential \( U(x) \) using

\[
v(x) = -\nabla U(x). \tag{A2}
\]

Integrating over \( \Delta x \) yields

\[
- \int_{x_n}^{x_{n+1}} \frac{\partial}{\partial x} (v(x)P) \, dx \approx a_{n-1} P_{n-1} + a_n P_n + a_{n+1} P_{n+1}, \tag{A3}
\]

where

\[
a_{n-1} = -(U_{n-1} - U_n)/\Delta x, \tag{A4}
\]

\[
a_n = (U_{n+1} - 2U_n + U_{n-1})/\Delta x, \tag{A5}
\]

\[
a_{n+1} = (U_n - U_{n+1})/\Delta x. \tag{A6}
\]

The final diffusion term is

\[
\int_{x_n}^{x_{n+1}} \frac{\partial^2}{\partial x^2} (DP) \, dx \approx b_{n-1} P_{n-1} + b_n P_n + b_{n+1} P_{n+1}, \tag{A7}
\]

where

\[
b_{n-1} = D_{n-1}/\Delta x, \tag{A8}
\]

\[
b_n = -2D_n/\Delta x, \tag{A9}
\]

\[
b_{n+1} = D_{n+1}/\Delta x. \tag{A10}
\]

Time stepping of the discrete system is done using the Crank–Nicholson method.