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Abstract approved:

Although some of the most difficult problems in forest management
occur as a result of timber harvest operations, present methodology in
harvest planning emphasizes guidelines which rely heavily upon the ex-
perience of the individual forest manager for their correct applica~
tion. This study was undertaken in an effcrt to develop a comprehen-
sive methodology to assist forest managers in the design of timber har-
vest cutting units and the assignment of logging equipment to those
units. The objective of the methodology is to maximize the total value
of the timber harvested from a planning area, net of variable and fixed
harvesting and transportation costs. The methodology thus developed
consists of a two-part procedure. The first part considers the
specific topographic and timber counditions on the plaanning area, plus
any harvesting restrictions which may have been imposed on poxtions of
the area because of expectéd environmental problems. This information

is combined with the known mechanics of the logging systems under coin-



sideration to determine the fea3ibility and cost of harvesting each
parcel of timber from the area.

The second part of the methodology consists of é heuristic opti-
mizétion algorithm which seeks to assign timber parcels to harvesting
facilities so that total timber value, net of fixed and variable har-
vesting and transportation costs, is maximized. The output from this
" algorithm is a detailed harvest plan which specifies yarding systen
assignments and the physical layout of cutting units for each yarding
system thus assigned.

The optimization problem confronted in this study is an applica-
tion of facilities location theory, but with two unique characteristics
which render the conventional mixed integer programming formulation
unsuitable for this problem. First, the planning area is visualized
as being dichotomized into timber parcels of equal size, each of which
is to be assigned to some harvesting facility. Thus, the problem is a
fully discrete one, and can be formulated as a 0-1 integer programming

"cascading fixed

problem. Second, the problem exhibits a special
charge'" structure. Stated simply, this implies that several levels of
fixed charges must be incurred for any complete facility installation.
Thus, if a specific logging cableway is to be emplaced at a certain
landing, then the fixed charge associated with the construction of the
landing must already have been incurred, and the fixed charge associ-
ated with the installation of some yarding system at the landing must

also have been incurred. Unfortunately, the 0-1 integer programming

formulation appropriate for this problem requires many thousands of



variables and constraints, even for relatively small planning areas.

To overcome the computational difficulties associated with the solution
of such large integer programming problems, a heuristic algorithm was
developed to find satisfactory, rather than optimal solutions. Applied
to a realistic forest planning problem with 5507 variables and 6555
constraints, the algorithm found an initial feasible solution after
93.3 minutes on a CDC 3300 computer. The run was terminated after a
total of 120 minutes, with the value of the final solution being only
0.09 percent better than that of the initial solution. Although the
exact solution could not be verified, computational experience with
smaller problems suggests that the initial feasible solution obtained

with this algorithm is usually very close to the optimal solution.
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TIMBER HARVEST LAYOUT
BY MATHEMATICAL AND HEURISTIC PROGRAMMING

I. INTRODUCTION

One of the most difficult tasks faced by forest resource managers
‘is that of planning forest harvesting operations. = Transportation sys-
tems must be devised, yarding1 equipment selected, silvicultural treat-
ments prescribed, and cutting units designed; simultaneously, consider-
ation must be given to soil and water protection, slash disposal, site
preparation and reforestation, recreation, wildlife, and aesthetics.
Thus, forest managers afe faced with the task of making decisions while
considering multiple objectives that are often in conflict. Under
such conditions, the rigorous examination of even a single proposal is
often so difficult that any systematic evaluation of alternatives is
essentially precluded. Yet a detailed analysis of alternatives is es-
sential if the economic and environmental consequences of proposed
forest operations are to be adequately considered.

According to Jemison and Lowden (1974), environmental restrictions
on forest operations are likely to intensify, at least in the short
run. The voices of conservation groups, the publié at large, forestry-
related professionals such as wildlife and recreation specialists, land-
scape architects, and even professional foresters have been raised more

loudly and more often in recent years over the impact of forest opera-

1A glossary has been included in the Appendix for the convenience of
readers not familiar with timber harvesting terminology.



tions on non-timber resource values. These concerns have come at a
time when the demand for wood products is at an all-time high and the
supply base is shrinking due to withdrawal of commercial forest land
for non-timber uses (Bolsinger, 1973; Darr and Fight, 1974). Recent
projections suggest that the dual trends of a shrinking supply base
(Forest Service, 1969; Beuter, Johnson, and Scheurman, 1976) and ex-
panding demand (Marcin, 1974) will continue through at least the next
two decades. Coupled with more restrictive environmental regulations
on forest operations, the net result of these trends will be log ex-
traction costs that increase both in absolute value and as a percentage
of total timber production éosts. Certainly, the challenge of moving
timber from the stump to the mill at reasonable cost will require

innovation, both in logging technology and in planning.

Objective

The purpose of this study is to develop and demonstrate a method~
ology to assist forest managers in planning timber harvesting opera-
tions. The intent of this methodology is to answer the following ques-
tions, given a specific forest planning area:

1; How should individual cutting units be designed?

2. What specific logging equipment should be assigned to each

cutting unit?
In posing these questions; the forest manager's objective is assumed to
be the maximization of total net revenue resulting from the harvest of

timber on the planning area.



Scope

The primary focus of this research is on forest harvesting opera-
tions; related considerations, such as transportation systems and sil-
viculture, are treated only in a iimited way. The intent of the re-
search has been to incorporate existing knowledge related to harvesting
production rates, feasibility, costs, and environmental impacts into a
comprehensive planning methodology. No effort has been made to derive
new measures or standards, nor have proxy numbers been used to impute
the "costﬁ or "value" of non-timber resources as is sometimes done in
cost/benefit studies (Rickard, Hughes, and Newport, 1967; Grayson,
1972). As the research was constrained by a finite time horizon and
limited budget, certain assumptions.had to be made about the system
under consideration in order to assure the feasibility of modeling that

system. These assumptions include the following:

1. Actions taken on the planning area do not influence, and are
not influenced by, the management of surrounding forest areas.

2. The location of roads and potential landing sites within the
area to be harvested is fixed and exogenous.

3. The single silvicultural treatment to be employed on the plan-
ning area is that of clearcut regeneration harvesting.

4. Only cable yarding systems are to be used.

5. Environmental restrictiéns on the planning area are met or ex-
ceeded by the proper application of cable yarding systems.

6. The timber within each type island is homogeneous and uni-

formly distributed over the area of the type island.



7. The timber on the harvest area remains in a static condition
for the duration of the planning horizon.
8. The order in which cutting units will be harvested is either

exogenous, or is of no interest.

In the remainder of this section, these eight assumptions are dis-
cussed briefly to illustrate the motivation for specifying them. Where
appropriate, the limitations imposed upon the study by the assumptions

are also indicated.

Independence of the Planning Area

The planning area is assumed to be framed by a continuous boundary
such that the area outside of the boundary has no influence upon, and
is not influenced by, cutting unit design and logging system assign-
ment within the planning area. If reasonable care is taken in defining
the planning area, this assumption can often be met over much of the
area. Usually it requires that the planning area be composed of one
or more contiguous drainages so that the boundary is drawn along ridge-

tops.

Transportation System

The location of roads and potential landing sites within the area
to be harvested is assumed to be fixed and exogenous (i.e. decisions
related to the location, design, and construction of roads and landings
are not treated explicitly in the model, although the methodology does

treat the actual selection of landings to be occupied from among exogen-—



ously specified alternatives). In reality, the design of a transporta-
tion system for timber extraction interacts strongly with cutting unit
design and logging equipment selection. In mountainous terrain, how-
ever, only a few feasible alternatives for acéess road location common-
ly exist. In addition, several well-developed models are available to
forest managers fof planning forest transportation systems. Carter,
Gardner, and Brown (1973) have developed a nonlinear programming model
that computes the optimum economic spacing of forest roads. Peters
(1975) has developed analytical procedures for computing optimum road
and landing spacing which are essentially extensions of earlier work by
Matthews (1942) and Lussier (1961). Kirby (1973) and Mandt (1973) have
also presented transportation planning models for low-volume forest
roads, the former using integer programming and fhe latter using net-

work analysis.

Silvicultural Method

Only clearcut silviculture is considered in this model. Explicit
treatment of silvicultural alternatives would have made the development
of an operating model, within the time limits of this study, impossible.
The decision to employ a shelterwood system, for example, has implica-
tions for an entire array of entries over time as opposed to the single
entry dictated by clearcutting. This would necessitate consideration
of changes in price structure over time, mortality and growth, and
discounting of future costé and revenues incurred through the time of

the final overstory removal. In addition, partial cutting influences



reforestation practices and costs, fire control and slash disposal,
wildlife, soil and water, and aesthetic considerations. Admittedly,
these considerations cannot be removed from the forest manager's sphere
of responsibility. The present study has excluded them only in the
interest of placing reasonable limits on the research to be done. And
in a practical sense this is not an unreasonable limitation. On many
private forest holdings clearcut silviculture is practiced exclusively,

2 it remains

and even on the public forests of the Douglas-fir region
the dominant silvicultural method, in terms of annual timber volume

harvested3.

Cable Yarding Systems

The yarding systems considered in this study are limited to four
cable systems commonly used for harvesting old-growth timber indigenous

to the Douglas-fir region. These are the following:

1. Highlead
2. Gravity-return (flyer) live skyline without haulback
3. Live skyline with haulback

4. Running skyline

3The Douglas-fir region is commonly referred to as that portion of
Washington and Oregon west of the Cascade divide plus a small portion
of Northern California. '

“Forest Service, USDA. Timber harvesting and the environment on the
National Forests of the Pacific Northwest Region. Portland, USDA
Forest Service Region 6 (informational brochure, no date). 7 p.



These yarding systems are illustrated schemétically in Figures 1 - 4.
They'were selected for analysis because, in the aggregate, they

presently account for a majority of the timber volume harvested in the

.Douglas-fir region (Studier and Binkley, 1974). Furthermore, their

mechanical characteristics are sufficiently similar that valid economic
comparisons among them can easily be drawn.

Three additional yarding systems which would conceptually fit
into the scope of this study are tractor, balloon, and helicopter sys-
tems. All have had significant application in the Douglas-fir region.
Tractor systems, however, are generally limited to relatively gentle
slopes with stable soils. As the methodology presented here has been
devéloped specifically for steep, environmentally sensitive areas,
tractor systems have therefore been excluded.

In contrast with tractor systems, ballbon and helicopter systems
can be substituted for cable systems on virtually any kind of terrain
(Peters, 1973; Burke, 1973). Balloon systems have been excluded from
this study primarily on the basis that few such systems are currently
in use. Peters (1973) reported recently that fewer than a half-dozen
balloon logging systems were operating in North America, three of
those in the Douglas-fir region. Thus, although balloon systems can
conceivably be substituted for cable systems, the likelihood of act-
ually having the system available is limited.

Helicopter logging systems are, in spite of their relatively
recent introduction, fairly common in the Douglas-fir region. While

helicopters are perhaps more versatile than any other logging system,
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their actual application remains highly subjective, requiring a sig-
nificant and coordinated planning effort (McGonagill, 1973; Stevens and
Clarke, 1974). Furthermore, although guidelines for the application
of helicopters in logging have been devised (Gorsh, 1974), they have
not been rigorously validated and cannot therefore be generally ap-
plied, particularly in a framework that seeks to compare altermative
hafvesting treatments for a single planning area. Finally, economic
studies involving helicopter systems (Dykstra, 1975) have been limited
to a very narrow range of conditions, and extrapolation beyond those

limits would be difficult to . justify.

Environmental Impacts

Environmental restrictions on the planning area are assumed to be
met or exceeded by the proper application of cable yarding systems.
This assumption has two implications for the present study: first, that
"proper application" be defined explicitly, and second, that the meth-
odology be sufficiently general in nature to permit the specification
of this broPer application for any given forest planning area. Further

discussion of these two points is deferred until Chapter II.

Homogeneity of Timber

Timber within designated type islands on a vegetative type map of
the planning area is assumed to be homogeneous with some known distri-
bution of log volume, and felled logs are assumed to be equilaterally

distributed over the type islands. "Although this assumption may seem
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to be restrictive, it is actually a relaxation of the assumption which
is commonly made in forest planning: that timber volume on a planning

area is homogeneous and equilaterally distributed over the entire plan-

ning area. Furthermore, the methodology presented in this dissertation
has been developed so that the size of an individual type island can

be quite small. In essence, therefore, the assumption stated above only
has to be observed at the limit. As a practical matter, however, timber
inventory data are usually insufficient to permit type delineations

less than several acres in size.

Static Model

The analysis of a given planning area by means of the methodology
developed in this study assumes that the timber on the harvest area re-
mains in a static condition for the duration of the planning horizon.
Admittedly, forests are not static, and, except for small planning
areas, a significant period of time will normally elapse before an en-
tire planning area has been harvested. The assumption was made for
this stﬁdy in order to assure computational feasibility for the prob-
lem addressed. For old-growth forests, major changes in forest struc-
ture are not likely to occur even during long time periods; thus the
assumption may not be entirely unreasonable. For young timber, how-
ever, it would not be wise to make this assumption without a thorough
investigation of the sensitivity of the model to changes in price
structure over time, mortality and growth, and discounting of future

costs and revenues.
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Order of Harvesting

In the context of this study, the order in which cutting units
will be harvested is assumed to either be exogenous, or of no interest.
For a static forest it is obvious that the order of cutting will not
bear upon the decisions of interest (i.e. cutting unit design and log-
ging equipment assignment). For youﬁg, vigorous forests the argument
is not so straightforward, but fecent work by Lembersky (1976) has
shown that the timber which is appreciating in value at the slowest
rate should always be harvested first. Thus, if a non-static forest
condition is to be assumed this criterion can be applied to treat the

interaction between cutting unit design and the order of harvesting.

Synthesis

The assumptions and limitations discussed in this section have
important implications with respect to the specific problem which is
being solved. It is assumed that the decision has already been made
to clearcut an entire planning area, using one or more of the four
types of cable systems considered in this analysis. The total elapsed
time of harvesting must be short enough that the static model assump-
tion is reasomable. To apply the methodology, certain detailed in-

formation must be available, as follows:

1. The topography of the planning area must be known accurately.
2. The location and estimated comnstruction costs for all roads

and landing sites must be known (some of these may not actually
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have to be constructed, depending upon the final harvest plan
for the area).

3. The location and extent of each timber type on the area must
be known, and quantitative data describing the timber in each
of those types must be available.

4. Areas which are subject to harvesting restrictions (because of
expected environmental problems) must be delineated, and the
type of restriction specified.

5. Detailed information must be available for each of the yarding
systems which is to be considered. This includes fixed and
operating costs, the effect of terrain and other factors on
productivity, and data indicating the limitations and capabil-
ities of the yarding system.

6. The location of all cableways to be considered in the analy-

sis must be specified.

Much of this information is presently available to the forest manager,
although the environmental restrictions (point 4) are usually given
only indirect consideration. In addition, cableway locations (point 6)
are almost always left to the discretion of the logging manager. This
paper will demonstrate, however, that cableway location has immense
significance in harvest planning and should therefore be given explicit
consideration during the planning process.

The above discussion should answer the questions: What decisions
have already been made? What kinds of data are required? An equally

important question from the point of view of the forest manager is:
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What do I get for my efforts? The methodology presented here provides

a detailed harvest plan which includes the following:

1.

An estimate of total timber value, net of fixed and variable
harvesting and transportation costs, which would result if the
"optimal" harvest plan were applied.

Accurate estimates of cable logging feasibility and costs,

established by explicit consideration of environmental re-

strictions, timber type, and topography.

The "optimal" assignment of specific yarding equipment to

landings.

The physical layout of cutting units for each of the yarding

systems thus assigned, including the specification of individ-

ual cableways to be emplaced and the area to be yarded to

each landing.

Detailed information about each cableway, including:

a. estimated emplacement cost;

b. estimated yarding costs along the cableway;

c. estimated timber value, net of variable harvesting and
transportation costs, for all timber which could be har-
vested over the cableway;

d. an effective load profile for the cableway, which indicates
the estimated maximum load capability of the yarding sys-
tem at increments aldng the cableway;

e. a ground surface profile aiong the cableway;

f. the minimum height of the tailtree which would be required
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in order to permit yarding over the cableway.

Study Procedure

To accomplish the objectives of this study within the scope out-

lined above, the following tasks were undertaken:

1.

2.

The specific problem to be solved was defined.

A systematic procedure was developed for evaluating the feas-
ibility, and estimating the cost, of applying each of the
four cable systems (highlead, flyer, live skyline, and running
skyline) to a specific forest area.

A mathematical programming solution structure was formulated
and tested.

A heuristic algorithm to find "satisfactory" solutions at a
much lower computational cost than that required to find an
optimal solution was developed and tested.

The resulting methodology, which consists of the procedure in
(2) and the heuristic algorithm in (4), was applied to an

actual forest planning area.



18

II. PROBLEM DEFINITION

Planning Forest Harvesting Operations

Present methodology in forest harvest planning emphasizes guide-

lines, which are essentially rules of thumb, for the design of cutting

units (Binkley and Lysons, 1968; Forest Service, 1973 and 1974a), and
for the assignment of logging equipment to those units (Studier and
Binkley, 1974). These guidelines rely heavily upon the experience of
the individual forest manager for their correct application. They are
in no sense optimization tools. Furthermore, since topographic con-
siderations are complex, and differences between available yarding
systems are often difficult to assess, a comprehensive analysis of al-
ternative cutting unit designs and logging equipment assignments is
usually neglected.

Several important exceptions to this rule are worthy of note. As
early as three decades ago, Matthews (1942) had developed numerous
analytical procedures for timber harvest layout. These procedures
used the calculus of one and two variables to determine optimum yard-
ing distance and landing spacing for logging equipment operating in
flat or uniformly sloping terrain. More recently, Lussier (1961) re-
vised some of Matthews' work and showed how it could be applied more
effectively by recognizing that forest operating areas differ markedly
in those  characteristics which influence logging production rates and
costs. In addition, Lussier was probably responsible for the earliest
applications of industrial engineering to timber harvest operatioms,

with published applications ranging from linear programming and simula-
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tion to machinery replacement analysis and quality control (1960, 1961).
His work in cutting unit 1a§out, however, was oriented strongly toward
the flat or uniformly sloping terrain characteristic of eastern Canada.
Peters (1975) has recently completed a rigorous development, again by
the use of calculus, which extends and generalizes the results of
Matthews and Lussier. His work, however, like that of his predecessors, -
assumes at the outset that the basic shape of a cutting unit is to be

a rectangle. This assumption is based upon the observation that owner-
ship boundaries are normally rectangular, and that cutting boundaries
often must conform to this pattern. 1In many areas this assumption is
certainly valid. In the Douglas-fir fegion, however, many industrial
and public forest ownerships are large enough that this consideration
can be essentially ignored. Thus, procedures to determine optimum‘
economic cutting unit shape, as opposed to boundary dimensions, are of
interest. The study reported in this dissertation appears to be the

first attempt to develop such procedures.

Operations Research Approaches to Optimal Harvest Planning

Because of the inherent complexity of forest operations, efforts
have been made almost since the advent of mathematical programming to
apply these techniques to forestrykproblems. Lussier (1960) reported
that mathematical programming techniques had been used to improve timber
harvesting operations in Canada as early as 1955. Many applications
were published during the early 1960's, and by 1973 a bibliography of

operations research applications in forestry (Martin and Sendak, 1973)
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required 90 pages. In spite of this wide array of applications, the
following discussion will show that none of the timber harvesting models
published to date has treated topographic influences in sufficient de-
tail for the kind of investigation undertaken here, and none has con-
sidered the design of individual cutting units.

Newnham (1970) has developed several detailed models for studying
the tree-by-tree extraction process in an effort to develop improved
harvesting ﬁachinery. His models were designed specifically for the
flat pulpwood stands typical of eastern Canada and thus do not consid-
er topography. As Newnham's technique was developed to study individ-
ual tree processing by vehicles which are capable of moving from tree
to tree through standing timber, an important requirement is a de-
tailed inventory which includes the location and size of each tree in
the stand. Much of Newnham;s early work was involved with the gener-
ation of artificial populations of trees by computer for the purpose
of simulating such inventories (cf. Newnham, 1968). His later work,
however, incorporates actual stand data. This requires an inventory
on a scale which is many times more detailed than that available for
any known commercial forest. For Newnham's application, of course,
this consideration is not important; but it would be of critical im-
portance in the development of a model for planning harvest operations
on actual forest sites.

Work by Woodland (1968), also in éastern Canada, contrasts with
that of Newnham in that Woodland's model applies harvesting production
rates over a specified volume of timber and thus does not simulate

tree-by-tree processing. Rather than focusing on the conceptualization
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of improved machine design, Woodland attempts to improve equipment se-
lection and scheduling for an industrial forestry operation. His model
can be used to simulate the harvesting of a specific tract of timber
by varying the harvesting production rate as appropriate to consider
the effects of terrain and other variables. A disadvantage of his
formulation, however, is that these production rates are essentially
exogenous.

A computer simulation model which also treats production rates as
exogenous is that of Hool et al. (1972). This model was designed to
investigate the effect of system changes on production rates and com-
ponent balance. This model, developed to simulate a harvesting opera-
tion for which empirical production rates were obtained byba time
study, appears to have been useful for predicting the response ofvthe
harvesting system to changes in its components. By manipulating the
components (and thus the production rate) exogenously, the authors
were able to simulate an improved system with near-perfect component
balance, whereas the original system was severely unbalanced. Al-
though this result was not validated, it does illustrate the fact that
simulations can be designed to converge toward an improved solution.
This model has several shortcomings with respect to the present study,
however: first, production rates are exogenous, which means that ter-
rain and timber conditions are assumed to be constant over the harvest-
ing area; seéond, it is not of sufficiently general design to permit
the investigation of alternative logging systems which are not intrin-
sically ground-based; and finally, it includes no consideration of

cutting unit design.
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A more generalized timber harvesting simulator which appears to
have been based largely upon the model developed by Hool et al. has
been described by Webster (1973). Although more general than any of
the models previously described, it is not capable of simulating sys-
tems which are inhérently different than conventional ground skidding
systems; cable systems, for example, are beyond its capabilities.
Furthermore, it does not consider the design of individual cutting
units.

Johnson, Gochenour, and Biller (1972) have reported the develop-
ment of a model which is similar to the one described above in that it
also simulates harvesting by means of ground skidding systems. Of
some significance, however, is the fact that this model was validated
by coordinating the simulation with time studies of actual operatioms.
This represents an important advance beyond the studies described -
above. The model retains essentially the same fundamental character-
istics, and the same drawbacks with respect to the present study, as
those described previously, however.

A somewhat different approach to simulating an actual harvesting
operation has been taken by Boyd and Laﬁbert (1969). This model is a
deterministic simulation of a grapple-rigged running skyline system
and thus represents the first cable yarding application reviewed here.
Its objective is to develop logging cost data for representative
yarding distances so that the optimum yarding distance can'be located
by inspection. Although implemented as a simulation model, it could

alternatively have been solved by means of a nonlinear programming
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algorithm which would yield the minimum logging cost directly. Whether
or not this alternate formulation would be computationally more or less
efficient than the simulation would of course have to be established
empirically. Application of the model is limited with respect to the
present study by the fact that it assumes that cutting unit boundaries
are basically rectangular. Furthermore, the yarding production function
used is a fourth-order linear polynomial based on yarding distance;
applied strictly to the limits within which it was established this
should pose no problem, but any extrapolation beyond those limits is
likely to give unrealistic results. Finally, the model makes no con-
sideration of topography, even though the &arding system under con-
sideration was designed specifically for mountainous terrain.

A more flexible cable yarding simulation has been developed by
Sinner (1973). This stochastic model was formulated specifically to
incorporate timber and terrain conditions for the study of thinning
operations in young growth Douglas-fir. It was validated extensively,
and has been used in tests designed to measure the expected efficien-
cies of alternative work methods in skyline yarding. However, it sim~-
ulates the actual yarding of a specific stand of timber for which
yarding distances and other data ére specified exogenously, and as
such does not directly address the geometry of the area under consid-
eration. Sinner's model is, however, probably the most complete
simulation of a specific timber harvesting system which has appeared
in the literature.

Gibson and Egging (1973) have described a mathematical model

which is formulated to optimally select landings for rubber-tired
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skidder operations from among several alternative landing locatioms.
Topography is considered explicitly, although in much the same sense
as in Sinner's model rather»than in the strict geometric sense (again,
topographic influence is incorporated by means of the production func-
tion). The Gibson-Egging model, however, does permit the consideration
of topographic constraints such as streams or other obstacles, and
thus treats the geometry of yarding somewhat more generally than any
of the other timber harvesting models reviewed. The heart of its op-
timization methodology is an algorithm which combines dynamic program-
ming with a branch-and-bound technique in order to avoid complete
enumeration of all possible solutions. Of the models reviewed here,
the Gibson-Egging model comes perhaps closest to solving the type of
problem addressed in this dissertation. It does, for example, treat
the selection of actual landing sites to be occupied from among exogen-
ously specified alternatives. Although it wés not designed to select
from among alternative yarding systems, the model appears flexible
enough that it could be réformulated to do so. Its major disadvantages,
however, are the following: first, it completely disregards the phys-
ical representation of the cutting units themselves (unit centroids
are used); and second, the optimizatioﬁ methodology used is almost cer-
tainly restricted to very small problems. A detailed discussion of
this latter point will be deferred until Chapter IV.

All of the models discussed above might be classified as "explicit
timber harvesting models". That is, they are concerned directly with
the harvesting operations themselves. Two other categories of operations

research models which consider timber harvesting in a more vague frame
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of reference might be called "forest planning models" and "policy form-
ulation models'". Both categories are considered briefly in the interest
of demonstrating why neither type of model is appropriate to the pres-

ent study.

Forest Planning Models

These models are designed to provide information to forest managers
regarding the expecting outcome of specific harvesting actions, but usu-
ally do not treat harvesting operations explicitly. Usually the unit
of interest is a "stand" or "working circle". Models which fall into
this category include those of Aulerich (1971, 1973), Clutter and
Bamping (1965), Gibson, Orr, and Paine (1970), Leaf and Brink (1975),
Lembersky and Johnson (1975), and Meyers (1973). Of these, only the
Gibson-Orr-Paine model is deterministic. All six models are explicitly
implemented over time, and all six consider growth, mortality, regen-
eration, and a range of silvicultural treatments. All but the Leaf-
Brink model, which is concerned with water yields, peak flows, erosion,
and sediment yields, are economic models. Except for Aulerich's model,
all of them treat harvesting indirectly. Aulerich does permit the con-
sideration of several different logging systems and treats the effect
of topogfaphy on logging costs. His model is worthy of special mention
in that it attempts to measure the desirability of logging a stand of
timber at any point in time by considering two opposing points of view:
that of the forester (who wants to maximize net growth over mortality)

and that of the logger (who wants to maximize the net value of stumpage
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over logging costs). The netting of indices which measure these two
points of view produces a final measure of overall utility from the
point of view of the firm. Although the model as developed does not
optimize this utility ovef time, it could be extended to do so.
Clutter and Bamping also claim a model structure conducive to optimi-
zation, but whether or not this claim can be supported is not evident
from their publication. The Gibson-Orr-Paine model does appear to
be structured so that it could be optimized as a nonlinear programming
problem, probably with some computational improvement over the present
formulation. The study by Lembersky and Johnson is a probabilistic
optimization in which management actions to be taken at any point in
time can be determined from the observed condition of the stand at
that time. The Leaf-Brink model and Myers' model, however, were in-
tended for experimental investigations and hence provide no motiva-
tion for optimization.

It is evident in the discussion above that each df the models in
the "forest planning" category attempts to answer the questions:
Should I log at all? When should I log? What kind of silvicultural
treatment should I use? None of the models is concerned with the

design of cutting units or the assignment of logging equipment.

Policy Formulation Models

These models tend to resemble forest planning models but are de-
veloped for slightly different purposes and are thus implemented dif-

ferently. Models which might properly fit into this category include
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those of Atkinson et al. (1974), Beuter, Johnson, and Scheurman (1976),
Gould and O'Regan (1965), Navon (1971), and Sassaman, Holt, and
Bergsvik (1972). Like forest planning models, these simulations are
all designed to test management strategies over time. In general, how-
ever, they are more ambitious than forest planning models (the Beuter-
Johnson—Scheﬁrman model, for example, considers the entire State of
Oregon), and are intended to provide information for policy makers at
high levels (such as the Governor of a State or the Chief of the

Forest Service). Only the model described by Atkinson et al. explicitly
treats individual harvesting operations, and the treatment in that
model does not retain the identity of individual cutting units through-
out the simulation. In general, policy formulation models are concerned
with the dynamic structure of a forest over time and the flow of re-

sources from the forest as a result of policies imposed upon it.

Synthesis

This section has presented a discussion of operations research
applications to the planning of forest harvesting operations. While
none of those applications has addressed the specific‘problem which is
considered in the present study, it should be evident that a consider-
able range of analytical tools is represented in the timber harvesting
literature. Most studies which have been specifically concerned with
detailed harvesting operations have employed computer simulations,
apparently because of the flexibility and ease of representation which
is inherent in that technique. Simulations can be either stochastic

or deterministic, and changes in model structure are relatively easy
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to incorpOrate, so that hypothetical experiments can be conducted if
desired. For detailed inves;igations of specific yarding systems,
computer simulation therefore seems to be the most promising analytical
tool presently available.

The study addressed in this dissertation, however, concerns the
evaluation of existing systems, rather than the design of systems. It
is therefofe most closely related to the work of Matthews (1942),
Lussier (1960, 1961), Peters (1975), and Gibson and Egging (1973). Of
these, only the formulation by Gibson and Egging, which is a mathemati-
cal programming model, approaches the degree of flexibility required to
investigate the design of cutting units and the assignment of logging
equipment to those units. A detailed description of the model struc-
ture which is used in the present study to solve this problem is de-

ferred until Chapter IV.

Environmental Considerations

As noted in the discussion of the scope of the study (Chapter I),
one intent of this research is to develop some means by which environ-
mental restrictions can be explicitly incorporated into the planning
methodology. This section discusses briefly the nature of environmental
impacts related to timber harvesting and indicates the methods by which
restrictions on harvesting operations as a result of such impacts have

been considered in this study.
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Soil Values and Water Quality

Forest harvesting operations influence soil values in several ways,
including surface disturbance, compaction, reduction of mechanical soil
strength, and alteration of nutrient balance. The first three of
these impacts tend to increase the probability of surface erosion and
mass movement, both of which result in loss of the soil resource and
degradation of water quality. Of the three, soil compaction has been
shown to be relatively insignificant for most applications of cable
systems, including highlead and skyline yarding (Dyrness, 1965 and
1967; Froehlich, 1974). Similarly, the reduction of mechanical soil
strength results almost entirely from the removal of vegetation from
a forest site (Swanston, 1974); the same is true of nutrient loss
(Brown, 1973). The effects of compaction, reduction of mechanical soil
strength, and nutrient loss are therefore disregarded in the present
study as no significant difference in impact would be expected between
clearcutting treatments with alternate cable logging systems.

The case with respect to surface disturbance is not so straight-
forward. Although research by Ruth (1967) and Dyrness (1965, 1967) sug-
gests that the surface disturbance which results from yarding is not
significantly different for highlead and skyline systems in any given
application, it is not difficult to find situations for which special
considerations must be taken into account. Different cable systems,
for example, exhibit radically different capabilities for suspending
heavy loads. In some instances, this capability may be of considerable

importance in preventing degradation of the stream channel and can thus
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exert a major influence on water quality (Brown, 1973). For the pur-
pose of this study, therefore, the planning methodology has been de-
vised to avoid specific streamside "hazard zones' as outlined by the
forest manager or soils specialist. Two categories of such zones are
included: for minor streams or other less sensitive areaé, the model
requires that partial suspension of logs be observed as a minimum;

for major streams or designated areas of especially fragile soils, full
suspension of logs is required. On all undesignated portions of the
planning area, cable systems are permitted which are not capable of
suspending logs. An important consideration for implementing such cap-
abilities in a planning methodology is the fact that the model has to
be able to recognize not only the hazard zones themselves, but also

the size of timber which has to be partially or fully suspended. Thus,
a yarding system which is capable of fully suspending logs in one tim-
ber type may not be capable of even partial suspension in a different

timber type.

Water Temperature and Stream Debris

Although water quality is inextricably bound to the soil, it may
also be affected by treatments which influence water temperature (Brown

and Krygier, 1970), and by variation in the quantity, type, and distri-

_bution of organic residues in streams (Froehlich, 1973; Ponce and Brown,

1974). Neither of these considerations is directly applicable to the
present study, as they tend to be invariant for cable logging systems.

Their relative costs, though, are highly dependent upon the economics
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and capabilities of the individual logging system. As an example,
stream temperatures and debris can often be controlled by leaving a
buffer strip of shade trees or other vegetation along streams® (Brazier
and Brown, 1973; Froehlich, 1973). Cable logging costs are usually
increased in the vicinity of such buffer strips because of the diffi-
culty of threading yarding cables through standing timber and the
extra care which is required to extract debris or logs from the buffer
strip. Any planning model designed to incorporate the use of buffer
strips (or other no-cut areas) should therefore be‘capable of incre-~

menting yarding costs in the vicinity of such strips.

Non-Timber Resources

Emphasis in forest management, particularly on the public forests,
has shifted in recent years from one of dominant use (oriented toward
timber production) to one of multiple use. This means that non-timber
resources, such as fisheries, wildlife, recreation, andvaesthetic qual-
ity are all classified as resources to be managed. Thus, the forest
manager must be concerned with the effect of harvest planning on these
non-timber resources. A major difficulty with the consideration of non-

timber resources is the fact that they are not usually bought and sold

5In some cases, buffer strips are required by law (State of Oregon,
1973). Although the model developed in this study does not attempt
their design, it does permit the forest manager to specify the design
and location of buffer strips exogenously.
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like timber, so that their value is difficult to quantify. Efforts to
treat such resources quantitatively have had varying degrees of success.
As an example, Sadler (1970) attempted to measure the value of a buffer
strip of merchantable timber against the value of ﬁhe commercial and
sport fishing resource which he believed would be lost or iﬁpaired if
the buffer strip were removed. To do so, he assumed that a commercial
fish was worth its dockside price, and that a sport fish was worth the
expected amount of money which would be spent annually by an average
sport fisherman to catch one such fish. Interestingly, Sadler's analy-
sis suggests that a Coho salmon is worth 16 times more if caught by a
sport fisherman than if caught by a commercial fisherman.

Many attempts have been made to quantify landscape quality.

"shadow prices"

Rickard, Hughes, and Newport (1967) proposed thé use of
to impute the value of aesthetic quality from the cost of the additional
management activities which must be undertaken or the revenues which
must be foregone in order to obtain some deéired level of aesthetic
quality. Randall (1974) suggested that "bidding games" be devised to
determine how much people "would be willing to pay" for an aesthetic ex-
perience. Shafer, Hamilton, and Schmidt (1969) used correlation and
factor analysis to identify landscape qualities which forest visitorsk
appeared to value highly. These qualities were then used as inde-
pendent variables from which multiple regressions were derived for use
in predicting the aesthetic quality of landscape views. Even after

such relationships have been established, however, their application

in forest management is limited because of the almost infinite com-
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bination of factors which influence the visual quality of a forest
scene. Many of these factors are dynamic, varying with the time of
day or season of the year. Almost all are dependent upon the position
of the obserﬁer or his distance from the object being viewed. Because
of this, recent efforts by the Forest Service to incorporate landscape
management principles into routine timber management activities (Forest
Service, 1973, 1974a, 1974b) have completely discarded all such quan-
titative models in favor of detailed guidelines intended for use by
trained landscape architects. Similarly, in attempting to integrate
fisheries, wildlife, recreation, and other non-timber resources more
fully into resource management activities, the Forest Service and
other public agencies have tended receﬁtly to encourage the use of
trained specialists rather than quantitative models. This makes sense
from the viewpoint of industrial engineering, which has long advocated

an interdisciplinary approach to planning.

The purpose of this section has been to recognize the fact that
forest management has come to mean not timber management but rather the
integrated management of both timber and non-timber forest resources.
With the exception of special considerations which are given to soil
and water impacts related to timber harvesting (discussed in the previ-
ous section), non-timber resources are not explicitly considered in the
planning methodology developed for this study. This does not imply
that they are unimportant, or that the result of an application of the
methodology described in the remainder of this dissertation would be

complete without the additional consideration of those resource values.



34

The model formulated for this study, like all models, is an abstraction
from reality. It may give optimum answers to the problem that has been
formulated, but it should be evident from the discussion in this sec-

tion that this formulation, by necessity, is an idealized one.

Planning Area Geometry

In order to develop a generalized planning methodology capable of
treating a wide range df topographic and vegetative conditions, one
must be concerned with the means by which such conditions can be de-
scribed digitally for rapid computer analysis. Two primary methods of
digital mapping are in common use (Amidon, 1974): mapping by fixed
grid, and mapping by polygon. In the fixed grid method, data are
stored in a matrix which is constructed so that each element of the
matrix represents a fixed (usually squaré) parcel of land. The loca-
tion of an individual parcel relative to other parcels is known by its
position in the matrix. Thus, the fixed grid method is a direct ana-
log of the coordinate grid systems commonly used in cartography. In
the polygon method, each attribute of interest (such as a contour line,
stream, or vegetative type boundary) is represented by a vector of x-y
coordinates. Each pair of coordinates represents some specific point
on the line being considered. The line segment joining any two sets
of coordinates is thus a linear approximation to the location of the
attribute itself between those two points. Maps reproduced from such
vectors, therefore, are visually quite similar to conventional plani-

metric or contour maps. Figure 5 illustrates polygon and fixed grid
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map representations for a hypothetical planimetric map of several vege-
tative types. Although the polygon approximation in' this illustration
is clearly superior to the fixed grid, actual superiority in any given
application dis a functipn of the grid size which is used versus the
frequency with which points are digitized on the polygon.

The fixed grid and polygon methods each have their advocates,
often because of advantages or disadvantages inherent to some specific
application. The primary disadvantage of the fixed grid method is
that its storage requirements may be immense. To store two elements of
data (say, vegetative type and elevation above mean sea level) for one-
acre parcels on a 5,000-acre planning area, for example, 10,000 storage
locations would be required. Furthermore, storage requirements with
the fixed grid method vary with the square of the grid length (i.e. the
length of one side of the parcel). As an example, the grid length for
a one-acre parcel is approximately 208.71 feet. If this were reduced
by one-half, to 104.35 feet, then each parcel would represent an area
of approximately one-quarter of an acre. Thus,to store two elements of
data for each quarter-acre parcel on the 5,000-acre planning area, stor-
age requirements would be increased fourfold, to 40,000 locations.

For a comparable area, storage requirements with the polygon method
are usually much less than with the fixed grid method (Mees, 1974),
particularly when the feature to be represented is large, as is often
the case in type mapping. This is because an individual type island
can be described cdmpletely by its perimeter; the interior is carried

implicitly. Unlike the fixed grid method, therefore, the polygon method
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can accommodate requirements for different amounts of information over
different portions of a map. Whether or not this facility is useful
depends upon the specific application of the mapping system.

For the present study, three attributes are considered: elevation,
vegetative type, and physical features such as roads, streams, buffer
strips, and areas of especially fragile soils. The application of the
digital map is to>determine these three attributes for any specified
point within the planning area. Other research has shown (Travis, et
al., 1975), that in such applications, the fixed grid method ié gener-
ally superior to the polygon method. This is because all that is re-
quired with the fixed grid method is the ability to "look up" the values
in the matrix (plus, perhaps, interpolation between the centroids of
several adjacent parcels to improve the estimate of elevation). With
the polygon method, on the other hand, éonsidefable software may be
necessare to determine the attributes of interest which describe the
point. Determination of ground elevation is especially cumbersome,
since it requires first that the appropriate contour lines be isolated,
and then that interpolation between those lines, often in several di-
rections, be undertaken. This can require a significant amount of com-
putation time. In the forest harvesting problem, for which large areas
are likely to be of interest, this consideration could be of critical
importance. Therefore, the fixed grid method was selected for this
study, rather than the polygon method. To minimize storage problems,
random access data files have been used. Such files allow an individ-

ual matrix location to be addressed directly, so that the computation
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time associated with looking up attribute values is minimized. A pref-
erable alternative would be to store the entire matrix within the com-
puter memory; even small problems, however, would exceed the capacity

of most computers unless an unrealistically large grid length were used.

Summary

This chapter has discussed factors which were considered during
the problem definition phase of the study. Hopefully, the wide range
of topics has demonstrated the breadth of coverage that was necessarj
in order to develop an appropriate approach to solving the harvest
planning problem as outlined in Chapter I. Summarizing the development

in both Chapters I and II, the problem may be re-stated as follows:

Develop a comprehensive methodology to assist the forest manager
in planning timber harvesting operations for any forest planning area.

Specifically, this methodology should assist with the design of cutting

-units and the assignment of cable logging equipment to those units so

that the total value of the timber harvested from the area, net of
variable and fixed harvesting and transportation costs, is maximized.
This will require the development of methods for estimating the feasi-
bility and cost of harvesting the area, and the selection of an appro-
priate model for solving the optimization, once these cost and feasi-
bility estimates have been made for élternative logging systems. The
feasibility analysis should consider topography, cable system mechan-

ics, timber type, and special physical features such as streams, buffer
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strips, and areas of especially fragile soils. While non-timber re-
sources other than soil and water are not explicitly considered, the
planning methodology should be flexible enough that adjustments can be
made to the solution in order to test the effect of such considerations

on costs and harvesting feasibility.
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ITI. LOGGING FEASIBILITY AND COST ANALYSIS

This chapter discusses the theory and application of computer
routines which were developed as part of this study to evaluaterthe
feasibility and cost of harvesting forest planning aréas by means of
four cable logging systems: highlead, flyer, live skyline, and
running skyline. The first section of the chapter briefly reviews
the extensive literature on cable logging system mechanics which has
been developed in the United States during the past half—centurye.
Later sections discuss the means by which this theory has been applied

in the present study.

Literature Review

More than 50 years ago, Anderson (1921) recognized the fact that
a logging cable loaded by its own weight hangs in the shape of a cat-
enary. More importantly, he was able to show that when a cable is
loaded at one point, the conformation of the cable is that of two arcs
of a common catenary, with the point of intersection at the load.
Using this fact, he derived expressions for computing the tensions in
the cable at each support, and for calculating the load carrying capac-
ity of the cable at the loaded point. Later, Mills (1932) simplified

and extended Anderson's work, and Davies (1942) converted the analy-

6A considerable body of work has also been published in Europe, the
Soviet Bloc countries, and Japan, but is not reviewed here.
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tical work of both Anderson and Mills into a series of tables and
graphs which could be more readily applied in the field. Little ad-
ditional development took place until the mid-1960's, when Lysons and
Mann (1967) published a handbook which utilized a combined graphical,
physical analog, and tabular approach for the solution of skyline
catenary problems. Shortly afterwérd, Perkins (1967) published the
first computer-oriented system for skyline logging system design.
Since that time, an extensive body of literatufe related to skyline
catenary problems has developed, the bulk of it having been contrib-
uted by the Forest Engineering Project of the Pacific Northwest Forest
and Range Experiment Station, USDA Forest Service. Mann (1969) de-
rived the first catenary equations for the solution of running skyline
problems, and applied the methodology of Lysons and Mann (1967) to the
solution of those problems. Shortly thereafter, Carson and Mann (1970)
provided an éfficient new technique for solving skyline catenary
equations; they also (1971) analyzed the error which results from the
use of rigid-link analysis to approximate catenary solutions. Recent
emphasis has been on the practical solution of skyline logging system
design problems by computer (Carson and Studier, 1973), programmable
desktop calculator (Carson, 1975a; Sessions, 1976), and hand-held
programmable calculator (Carson, 1975b).

It is important to note that all of the procedures reviewed above
have been developed for the analysis of skyline feasibility along a
specific cableway emplacement. That is, the locations of the tower
and skyline anchor, and data describing the ground profile along the

cableway, are all specified exogenously; the load capability or other
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parameters of interest are then calculated at various intermediate
points for the purpose of testing the feasibility of the emplacement.
Although the method used in the present study borrows heavily from this
procedure, it differs in one important respect: the compilation of a
ground profile and evaluation of feasibility is completely endogenous.
Furthermore, the method used here considers the effect of individual
timber types at any point on the planning area, and accounts for ac-
tions which must be taken due to the existence of special physical fea-
tures such as buffer strips or areas of sensitive soils. This permits
the rapid evaluation of a great many alternatives, so that the analy-

sis of large planning areas is made possible.

Yarding System Geometry

Before proceeding with a discussion of the feasibility analysis as
implemented in this study, it will be useful to define several terms

and to describe the geometry of cable yarding systems.

Vertical Plane

Figure 6 is a schematic drawing which illustrates cable system
geometry in the vertical plane. The notation in Figure 6 is defined

as follows:

L = the horizontal span of the cableway;
D = the horizontal distance from the spar to the load;
Y = the vertical distance from the spar to the load;
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YL = the vertical clearance which is necessary if the turn of logs
is to be partially or fully suspended (full suspension is
illustrated);

H = the vertical difference between the headspar and the anchor.

An additional parameter which is not shown in the figure, but will be
of interest later, is the chord, which is a line segment connecting the
spar and the anchor. In addition to the above, several physical fea-
tures are also shown in Figure 6 which would be considered in a feasi-
bility analysis of that cableway; these are the buffer strip, stream,
and streamside hazard zone. Additional features, as discussed in
Chapter II, could also have been included.

While the configuration of the cables will vary from that of the
running skyline system shown in Figure 6, the basic geometry will re-
main the same. When full or partial log suspension is unnecessary, how-
ever, YL is set equal to a constant, say five feet, which represents an
adequate distance for the carriage to clear the ground. For the high-
lead systeﬁ; the butt rigging is normally very close to the ground

and YL is assumed to be equal to zero.

Horizontal Plane

Figure 7 illustrates cable system geometry in the horizontal plane.
Note that the cableway is defined implicitly by the location of the
spar and the anchor; the distance between these points corresponds to
the span, L, in Figure 6. External yarding distance is defined by the

intersection of the cableway and a boundary. Often this "boundary"



CANCHOR Q

M‘\“
, R 1

CABLEWAY ‘\<§§> \a-~.~
‘ “\\\\\\\\:" A
sl
S
\\. v

~ MAXIMUM LATERAL
YARDING CAPABILITY

TN BurFFer sTRIP

T  FULL SUSPENSION ZONE

NNV TIMBER TYPES
U

Figure 7. Cable yarding system geometry in the horizontal plane.

45



46

would be the anchor point itself, or the boundary of the planning area.
" In Figure 7, it is the margin of a buffer strip/. A yarding "road", or
corridor, consists of the area between the spar and the point of exter-
nal yarding, bounded by the lateral yarding width of the cableway
emplacement. Usually, as‘shown, yarding roads are approximately rec-
tangular in the horizontal plane. Also shown in Figure 7 are several
timber types, and a streamside hazard zone which has been designated

for full log suspension.

Highlead Feasibility Analysis

In spite of the fact that the highlead has been the most widely
used cable yarding system in the United States (Studier and Binkley,
1974), no analytical work has been published relative to the mechanics
of highlead yarding. This is apparently due to the comparative sim-
plicity of the system (Figure 1), and the fact that its limitations
usually provide little motivation for a rigorous study of load carry-
ing capacity. These limitations include the fact that the highlead has
little or no capability for suspending logs above the ground; in fact,
the system generally has only a slight capability for partial suspen-
sion. 1In addition, the lateral reach of the system is limited by the

distribution of logs on the ground and the length of the chokers which

7Sometimes yarding is permitted in corridors which have been cut
through a buffer strip. This permits the area on one side of the
buffer strip to be yarded to a landing on the opposite side. The
current version of the methodology developed for the present study,
however, prohibits yarding through buffer strips.
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are being used. Normally, it is difficult to overload a highlead
system designed to operate in old-growth timber unless very large logs
or exceptional topographic conditions are encountered. The highlead
feasibility analysis presented here is concerned primarily with the

evaluation of such conditions.

Blind Lead Areas

Consider the hyﬁothetical yarding system shown schematically in
Figure 8. Note that the chord passes through a section of the ground
profile along the cableway. This creates a condition on the anchor
side of the intersection which is called a "blind lead". Because the
mainline is deflected by the surface of the ground in the vicinity of
the chord intersection, the tower is unable to provide 1lift to any
turn which is yarded from the blind lead area. This means that yard-
ing efficiency is greatly reduced in that area; furthermore, deep soil
gougingvfrequently results from attempts to yard from such areas
(Studier and Binkley, 1974). Present harvest planning guidelines
usually discourage or prohibit the use of highlead systems where blind
lead areas cannot be avoided. Therefore, the procedure adopted in
this methodology is to fix the external yarding distance at the point
of intersection of the chord and the ground surface, if any such inter-
section occurs along a proposed cableway. The feasibility analysis

then continues as described below.
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Figure 8. Blind lead area for a hypothetical
highlead cableway.
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Physical Features

As noted earlier, the highlead system has essentially no capability
for partial or full suspension of logss. Therefore, when features are
encountered which require this capability (such as streams or areas of
fragile soils), the external yarding distance is fixed on the spar side
of the first such obstacle encountered.

Other physical features which are considered in this analysis are
buffer strips, roads, landings, and the planning area boundary. If any
of these is encountered along a cableway, then the external yarding

distance for that cableway is fixed as described above.

Rigging Capability

The maximum distance between the spar and the tailhold for a high-

lead system is limited by the storage capacity of the mainline and

" haulback drums onto which the working lines are reeved at the yarder.

Of the two cables, the mainline, which is larger, is usually the more
limiting. For a feasible emplacement, therefore, the total mainline

length must be at least equal to

G + 2HS {3.1]

This statement is not entirely true; given the right topographic and
load conditions, some highlead systems are capable of fully suspend-
ing logs for short distances, and almost all are capable of partial
suspension for short distances. To fully or partially suspend logs
over extended distances, however, the use of a skyline system is re~-
quired.
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where G = the total slope distance from the spar to the tailhold,
measured along the ground surface;
HS = the height of the spar.

In this case, if feasibility is not indicated, then the entire cableway
must be abandoned. Otherwise, the evaluation proceeds to the load

capability analysis.

Load Capability Analysis

The load capability of a cable yarding system is important in two
respects: first, it suggests whether or not the proposed cableway is
feasible; and second, it is used to estimate the cost of yarding tim-
ber which is accessible to that cableway. Only the first point is con-
sidered here; the second point is discussed in the section of this
chapter which deals with yarding costs.

In order to develop a procedure for estimating the load capability
of a highlead system at any point along the ground surface between the
spar and the anchor, a static, rigid-link analysis of the system was
made. This analysis ignores the fact that the mainline actually hangs
in the shape of a catenary. Carson and Mann (1971) have shown, however,
that for loaded logging cables, the rigid-link assumption seldom
results in errors greater than about 0.2 percent. The advantage of
rigid-link analysis is that it permits the derivation of algebraic ex-

[, 4
pressions which can be solved directly for the parameters of intefest.

In the catenary formulation, the analogous expressions are transcen-
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dental (see, for example, Carson and Mann, 1970). This means that an
iterative solution procedure is required. For large problems involv-
ing many thousands of evaluations, such’as the problem addressed in
this study, the additional computation time required by the catenary
formulation would be difficult to justify. /

The objective,of the load capability analysis is to determine, for
some minimum acceptable load, the tension in the mainline which. would |
result if that load were applied at the point in question. This ten-
sion is then checked against the maximum safe tension for the specific

-mainline cabie which is being evaluated. If the es;imated mainline
tensionris greater than the maximum safe tension, then the cableway
emplacement is infeasible.

Figures 9 and 10 illustrate the specific assumptions which were

made for this analysis. Note, from Figure 9, that:

1. The‘slope of the mainline is assumed to be parallel to the
surface of fhe gfound in the vicinity of the load;

2. The log, or turn of logs, is assumed to drag along the ground;

3. The haulback line is also assumed to drag along the surface
of the ground;

4. Any influence imparted by the haulback line, other than that

between the load and the anchor, is ignored.

Figure 10 shows the forces which are considered in the evaluation.

The notation in the figure refers to the following:

Wy = the weight of the mainline;
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Figure 9. Highiead system’ configuration assumed for the
load capability analysis.
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Figure 10. ' Relationship of system components and
. forees considered in the highlead load
capablllty analysis.
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W. = the weight of the log;

N. = the normal reaction force exerted against the log by the

ground;
W.. = the weight of the haulback line;

N._. = the normal reaction force exerted against the haulback line

by the ground;
T = the tension in the mainline;

= the vertical component of mainline tension;

|
Be

= the horizontal component of mainline tension;

=t o

- the force exertedyalong'the ground by the weight of the log;

e

" N, = the drag imposed on the log by friction;

the force exerte& along the ground by the weight of the haul-

z“’g
]

back line;

puN. . = the drag imposed on the haulback line by friction.

Assuming that the mainline is a rigid member pinned at the spar and at

the log,.
1/2
= 2 4 y2y" :
| WML mML(D +'Y4) [3.2]

where Wy, = the unit weight of the mainline cable;
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D and Y are the horizontal and vertical distances to the point of

loading, as shown in Figure 6.

Then,
FTI,‘J =W, sin ¢ [3.3]
N, = uWiﬂcos ¢ [3.4]

where y is the coefficient of friction, assumed to be 0.6 in ;his

study, as suggested by Biggs (1973).

During highlead yarding, two loads are essentially in tow; the turn of
logs, and the haulback line. Thus, the forces imposed by the haulback

line must also be considered;

Vg = g (@-D)2 + (Y—H)Z)IIZ | . | [3.5]
FﬁB = WﬁB sin ¢ | | [3.6]
uNHB = uWﬁB‘cos ¢ [3.7]
where~wHB’=~the‘unit weight of the haulback line;

L, D, Y, and H are distances as shown in Figure 6.

The intention of this analysis is to compute T, the tension in the main-
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line. Taking moments about the mainline at the spar,

_ Dl _ L X
Zuspar =T, D + T, ¥ - W {2] D[FW + uNL]_sm )
- Y[F; + uNiJcos ¢ - [ L-D ]{ + uN ]sin ¢ [3.8]

Using the identities T, = T /tan ¢ and Y = Dtan ¢, and solving for

H

TV’

W
T =f—%;4 + [Fa +«uNL]31n ¢ + ['% D]{FHB + uN ] ¢

v
~ |tan ¢ . H=Y| [ HB , .
+ {f—i—f-+~jﬁ;J[FW +kuNHB]cos ¢

[3.9]

To this point, the analysis has neglected the weight of the butt rig-
ging, which is often several hundred pounds. Assuming that the butt

rigging is fully suspended (Figure 9),

v o .
TV~ TV + WBR [3.10]
where W__ = the weight of the butt rigging.

BR
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Finally,
T =1y / sin ¢ , [3.11]

Then, if T is greater than the maximum safe tension for the mainline
cable (Tmax)’ the proposed load is too large. In the procedure imple-
' ménted for this study, WL is equal to some minimum acceptable load,
which may wvary by timber t&pe. Therefore, T is computed at intervals
along the cableway. At each point, the timber type (and thus W’L.) can

be determined. Then, if T > Tmax at any such point, the cableway em-

placement is infeasible.

Skyline Feasibility Analysis

The evaluation of feasibility for the three skyline systems in
this study proceeds in eésentially the same manner as that for the
highlead system. The problems encountered in skyline yarding, however,
are slightly different because the nature of the system and its appli-
cation are different. Many skyline systems are capable of lateral
yarding, so that logs which are as far as 100 or even 200 feet from the
cableway may be within reach, depending upon the limits of the individ-
ual yarding system.. ‘This capébility has the effect of increasing the
potential- - width of yarding roads (Figure 7), which can reduce the total
number of cableways required to harvest a given area. The ability to
yard laterally also improves possibilities for loading the system to

near (or above) its load carrying capacity, since the number of logs
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which can be-hooked is less dependent upon the distribution of logs on
the ground. All of the skyline systems considered here are capable of
full log suspension over extended distances. The ability of a given
system to suspend logs in a particular application, however, is depend-
ent upon. the weight of the load to be car;ied and the topography over

which it is to be flown.

Blind Lead Areas

Although blind lead conditions are at least as restricting with
skyline systems as with tﬁe highlead, they are nof explicitly considered
in the analysis. This is because the load capability eﬁaluation, ﬁhich
is discussed below, will always discover such conditions. By contrast,

~the procedure used in the load capability analysis for the highlead

system was not capable of doing so.

Physical Features

The primary importance of physical features in the skyline feasi-
bility analysis is to define the external yarding distance along any
cableway, and to act as signals for the type of yarding which is to be
done along segments of the cableway. Major streams and afe#s of
especially fragile soils, for example, require full log suspension,
Other features, such as minor stream crossings, may.requife partial
suspension, and undesignated areas require only that the carriage be
clear of the ground. The load carrying capacity of a skyline system,

and therefore its cost, is related to the yarding prescription; this
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capacity is minimized for full suspension, and maximized for ground
skidding. Thus, in an economic analysis it is important to limit log
suspension to those%ereas where it is speeifically required.

In addition to features which require full or partial suspension,
a proposed cableway may also encounter buffer strips, roads, landings,
or the planning area boundary. The appropriate response in this case
is the same as for the highlead; the external yarding distance for

that cableway is fixed on the spar side of the first such obstacle en-

countered.

Rigging Capability

This analysis is essentially the same as for the highlead system,
with one difference. In order to provide sufficient clearance for
'full_or partial suspension along any portion qf a cableway, it may be
necessary to elevate\fhevtailhold by hanging it in a tree; called a
tailtree. For a feasible emplacement, therefere, the total skyline

length must be at least equal to
G + ZHS + ZHT [3.12]

where G and HS are as defined for the highlead system;

HT = the height of the tailtree.

For the flyer and live skyline systems (Figures 2 and 3), it is some-

times possible to add an extension, called a "tag skyline', so that the
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skyline span can be increased without having to increase the size of
the skyline drum. Whenever a tag skyline is added, however, a fixed

charge will be incurred.

Load Capability Analysis

As indicated in the literature review earlier in this chapter,
a significant body of analytical work has been published relative to
the mechanics of skyline yarding. Rather than deveiop a new procedure
for the load capability analysis as was done for the highlead system,
therefore, the procedure of Carson and Mann (1971) was used. This
procedure has also been used by Carson (1975b) and by Sessions (1976).

Assumptions appropriate to the Carson—Mann procedure are illus-
traﬁed in Figure 11. Again, a rigid-link analysis is used to approxi-
mate.thé'catenary relationships. kThe mainline is envisioﬁed as. being
pinned at the spar and at the carriage. The skyliﬁe, however, is
pinned at the spar but is déflected past the carriage by an arrange-
ment of sheaves. Thus, the tension in segment 2 of the skyline is
known to be equal to the tension in segment 1. Similarly, for the
;unning skyline system the tension in skyline segment 3 is equal to
fhat in segment 2 because the skyline iskdeflected around a block at
the tailhold. Skyline segments 2 and 3 are parallel and of equal
length; skyline segment 1 and the mainline are also parallel and of
equal length. For the flyer and live skyline systemé, skyline éegment
3 is missing because the skyline is ancﬁored at the tailhold. The

influence of the haulback 1ine on the load capability of the live
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Figure 11. Relationship of system components and forces in
" the skyline feasibility analysis (illustrated
for the running skyline).
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skyline is small and is thus neglected. Therefore, the analyses for
the flyer and the live skyline systems are identical.

A complete development of the algebraic expressionsvfor the load
capability of the live and ruﬁning skyline syétems is given in Carson
(1975b). Briefly, his development shows that the load capability for
both systems can be described as a function of the horizontal compon-
ent of tensioﬁ in skyline segment 2, the weight of the carriage, and
the weights of the mainline and the individual skyline segments. The

expression which results is as follows:

_ .52 (Y _ Y-H) 1 _
W= Ty [D+L_D] Z(WSIHWSZ-PWMJ Ve ~[3.13]

1 for the flyer and live skyline systems;

where T = {
’ 2 for the running skyline system;
T;z = the horizontal component of tension in skyline

segment 2;

WC = the weight of the carriage;

L, D, Y, and H are known from the geometry of the situation

(see Figure 6);

WSZ’ and WML are computed in the same manner as the

analogous quantities were computed in [3.2] and [3.5].

Wgp

Note, however, that_if two mainlines are used with the
running skyline system to provide for lateral yarding
(Figure 4), then WML is equal to the sum of the
weights of both lines.
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The horizontal component of tension in skyline segment 2 is given by

52 051,42 Y-H [ Tpax Y }2 ];/2
TH ) v-g)2)1/2 |L-D + 4[wSL('I'-.-D) ~1-p} ~ 1y [3.14]
A2 {1’!‘(-1‘—:3] } ’ »

where Wer = the unit weight of the skyline cable;

T = the maximum safe tension in the skyline cable.

To check the feasibility of a particu;ar cableway, WL is com~
puted at intervals along the cableway. If its value is less than the
minimum acceptable load at any point (which may vary by timber type),
then the cableway emplaceﬁént is infeasible.

An important feature of the skyline load capability analysis is
the fact that requirements for partial or full suspension can be en-
tered directly into equations [3.13] and [3.14]. Observe, in Figure 6,

that Y is. dependent upon the ground elevation at the load point, and

. Let

upon YL

= the vertical clearance necessary for full suspension;

= =

et
0

the vertical clearance necessary for partial suspension;

(i ]

=.a vertical distance which is sufficient to provide clearance

of the carriage (in this study, Yg = 5 feet).

Y' = the vertical distance from the spar to the ground surface at

the load point.
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Then, if full suspension is required at the point,

Y=Y -1 [3.15]
L
If partial suspension is required,
Y=Y - Yi [3.16]
Otherwise, ground skidding is permitted, and
' G
Y=Y - YL [3.17]

If either partialvsuspension or ground ékidding is permitted, then
the result of equation [3.13] must be increased to account for the fact
that the load is partially supported by the ground. This situation
has recently been analyzed binarson (1975c), who showed that even for
the rigid-link analysis, an iterative procedure is required to solve
for the exact value of WL. To avoid this requirement, Sessions (1976)

has concluded, after solving many problems both with equation [3.13]

and with the method of Carson (1975¢c), that
t = .
WL 1.5 Wi’ | [3.18]

where Wi = the ioad capability of the skyline system when the turn

of logs is being skidded or partially suspended;
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WL = the result of equation [3.13].
This approximation has been used in the present study.
The final provision which has been incorporated into the skyline
load capability analysis permits the use of elevated tailholds to in-
crease the load capability of the skyline. Thé purpose of elevating a
tailhold is to compensate for topographic conditions which prevent the
minimum acceptable load from being sucéessfully flown or skidded past
a particular point on the cableway (Figure 12). Elevated tailholds
are normally avoided if possible because their preparation requires a
significant effort, thereby increasing the cableway emplacement cost.
Furthermore, tailtrees must have certain size and quality character-
istics (Stﬁdier‘and Binkley, 1974), and suitablé candidates may not al-
ways be available near the anchor point.
The methodology developed for this study pérmits the forest man-
ager t§ specify AH (Figure 12). Tailhold height (HT) is initially set
equal to zero for gach cableway. If the computed WL (or W!

L
priate) is less than the minimum acceptable load at any point along

, as appro-—

the cableway, then HT is increased by 25 feet. 1If HT > AH, then the
cableway is infeasible. Otherwise, WL (or W£) is récalculated and a
new evaluation is made. Thus, the analysié proceeds in 25-foot incre-
ments up to the maximum tgilhold height of AH, if necessary. If WL
(or Wi) 2‘thé minimum: acceptable load for HT < AH, then the cableway

is feasible.
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Figure 12. Effect of tailhold height on skyline suspension
capability. )
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Estimation of Logging Costs

As mentioned earlier, the objective of the forest manager is pre-
sumed to be an economic one: to design cutting units and assign log-
ging equipment to those units in such a manner that the total value of
the timber harvestéd, net of fixed and variable logging costs, is maxi-~
mizéd. While the feasibility analysis discussed in this chapter is
designed to find out whether the cable yarding of a particular area by
a specific yafding system is feasible, it is also useful for the esti-
mation of yarding costs. -Additional costs which are considered in the
optimization and heuristic procedures presented in Chapters IV and V
are the fixed costs of landing and spur road construction, yarding sys-
tem installation, and cableway emplacement. The cost of hauling logs
to a mill or appraisal point is also considered, as it is expected to
véry for each landing in the planning area. Loading costs, however,
are expected to Be essentially constant for alternative logging sys-—

tems, and thus are not considered.

Yérding and Hauling Costs

As the planning’area is represented digitally by a fixed grid of
timber parcels, the procedure presented here is designed to compute
an estimate of the cost of yarding each parcel which is accessible to
any proposed’(feasible) cableway. This cost is then added to the ex-
pected cost of transporting the timber in a particular parcel from the

landing to the mill or appraisal point. The total of these two costs
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is subtracted from the delivered value of the timber; this gives the
expected value of the parcel if it is to be harvested over a specific
cableway, By means of a particular yarding system, to a certain land-
ing. Thus, at least one and possibly many expected values will be
associated with an individual parcel, depending upon how many feasible
alternatives exist by which it can be harvested. The task of the pro-
cedures: discussed in Chapters IV and V is to select the best assign~-
ment of parcels to facilities, so that the total value of those assign-
ments, net of fixed costs, is maximized.

For the purpose of this study, yardiﬁg cost is assumed to be a
linear function of ceftain variables which can be estimated for any
timber parcel and any cableway alternative. A linear regression model
is used to cémpute an estimate of the time required t6 yard a single
turn of logs from the centroid of a specific pércel to the appropriate

landing. The general form of this model is as follows:
Y = 8-(Bo + B1X; + BoXz + B3Xs + 84Xy + BsXs + BeXg + €]  [3.19]

where Ykl=:the expected total time required to yard one turn, in
minutes, by means of yarding system k;
§'= a constant, > 1, which is known as the "delay coeffici~
ent" and is used to adjust the yarding time estimate for
expected delays; the value for § is specified exogenous-

ly for each yarding system alternative, k;

By = the regression constant;
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~ B; through Bg = regression coefficients; estimates of Bg
through Bg are specified exogenously for each yarding
system alternative, k;

¢ = the amount by which an individual Y may fall off the

k
regression surface (assumed to be a normally distributed
random variable with mean = 0 and a constant, unknown
variance);

X; = expected volume per turn, in board feet;

X, = expected volume per log, in board feet;

X3 = average slope yarding distance, measured along the sur-
face of the ground, from a particular timber parcel to
the appropriate landing, in feet;

X, = average slope lateral yarding distance, measured from
the centroid of the parcel along a line perpendicular
to. the cableway, in feet;_.

X5 = expected number of logs per turn;

X¢ = the slope of the chord from the spar to the anchor, in

percent (negative if the anchor is below the spar).

All of the Xi are estimated endogenously with the exception of X2, which
is a function of timber type.
The linear regression model [3.19] was selected for use in this

study because work by numerous authors (for example, Van Winkle, 1976a)

suggests that it is an appropriate model for the estimation of cable
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yarding production rates. Reasons for including each of the above Xi
in the model are discussed in detail by Van Winkle. Other production
studies, such as those reported by Aulerich, Johnson, and Froehlich
(1974), Sinner (1973), and Chamberlain (1965) have also used either the
same Xi'or a subset of them. This means that published regression co- "~
efficients are available for a wide range of cable yarding machinery.
‘Furthermore, the fact that nearly all of the Xi can be estimated endo-

- genously is an attractive feature in a plénning methodology.

For any given timber parcel and cableway, the independent variables

are estimated as follows:

1. .Expgcted volume. per turn. An estimatg of WL for the parcel is
obtained, as appropriate, by successive applications of equations [3.9]
through [3.11] (for the highlead system), or from equation [3.13] (for
the skyline systems); if necessary, the skyline result is adjusted via
equation [3;18]. WL (or Wi) is then converted to a board foot volume by
means of an exogenous density conversion factor, which may vary by tim-
ber type. The resﬁlt is checked against an exogenously specified "méxi—
mum expected volume per turn'", which is a function of both timber type
and yarding system. The smaller volume is selected; then, using the
éxpected volume‘per log, this result is truncated to the nearest half-log

(a "log" is assumed to be 32 feet in length).

2. Expected volume per log. This quantity is specified exogen-
ously, and may vary by timber type.

3. Average slope yarding distance. As shown in Figure 13, the

point of intersection of the cableway and a line drawn perpendicular to
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Figure 13. Determination of average yarding distances
for a particular timber parcel.
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it from the centroid of the parcel is determined (point A). The distance
from this point to the landing, along the surface of the ground, is

taken to be the average slope yarding distance for the parcel if it is
‘harvested over' this cableway.

4. Average slope lateral yarding distance. The horizontal dis-

tance from the centroid of the parcel to point A (Figure 13) is computed.
Then, from the known elevations of point A and the parcel centroid, the
length of the chord connecting the two points is determined; this length
is taken to be the average slope lateral yarding distance for the parcel
if it is harvested over this cableway.

5. Expected number of logs per turn. This estimate is computed

directly from the known volume per log for the parcel and the previously

estimated volume per‘turn:
X5 = XI/XZ [3.20]

6. Chordslope. Referring to Figure 6, this value may be deter-

mined as follows:
o 7
Chordslope = (-“I}IOO [3.21]
To compute an estimate of the total coét of yarding parcel 1 over

cableway j, the total volume of timber on the parcel must be known.

This volume is given by
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2

V. =g [3.22]
where y = the grid length, in feet, of the fixed-grid digital
mapping system being used;
v = the volume per acre (Mfbm/ac) for the timber type cor-
| responding to éarcel i;
43560 = the number of square feet in one acre.

Then, the total time, in hours, which is required to yard the timber in
parcel 1 over cableway j by means of yarding system k to landing & is

.estimated as follows:

Y X
L341000 [3.23]

Y = S
1k |X1) {60

Next, total estimated yarding cost is determined:

Y T S

where Ci'= the total fixed and operating costs of yarding system

k, in $/hr, including both equipment and labor costs.

Finally, the expected value of parcel i, if it is harvested over cable-

way j by means of yarding system k to landing 2, is computed:

Y H
= - - 3.2
Viike v.P cijkz v.C, [3.25]
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where P = the delivered price, in $/Mfbm, of the timber in the
type associated with parcel i;
Cg = estimated hauling costs, in $/Mfbm, from landing % to

the mill or appraisal point.

Fixed Costs

The costs of landing construction and yarding system installation
are estimated exogenously, and thus are not considered here. Cableway
emplacement cost, however, is assumed to vary with the distance from the
landing to the‘anchor, asysuggested in a recent analysis by Van Winkle
(1976b), and with tailtree height, as discussed by McGonagill (1975). It
is also presumed to be dependent upon whether the cables have to be
threaded through standing timber, as mentioned in Chapter II. The spe-
~cific relationships between these variables and cableway emplacement

time vary with the yarding system, but are assumed to be of the form

Eipg = %0 F %1 (L2+u2)1/2 4 apH_+ a3B + € [3.26]

where E,

kL = the time required to emplace cableway j for yarding

system k at landing %2, in minutes;

ag = the regression constant;

@1 through a3 are regression coefficients (ag through aj
are specified exogenously for each yarding system k);

g = the random error term (as in [3.19]);
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L and H are given as in Figure 6;
Ht = tailtree height, in feet;

1 if the lines must be threaded through a buffer strip
B = or other standing timber;

Q. otherwise.

The fixed cost of emplacing cableway j for use with yarding system k at

landing £ is then given by

S .

fjkz = Ejkz Ck [3.27]

where Ci =-the hourly cost associated with yarding system k, as

used in equation [3.24].

Implementation of the Feasibility
and Cost Analysis Procedures

The procedures discussed in this chapter have been programmed in
FORTRAN IV, and complete program listings are presented in the Appendix.
The programs were subjected to extensive tests, and appear to perform
correctly within the limits established in. the scope of the study (see
Chapter I). Many of the routines which had to be written have not been
discussed explicitly in this dissertation, particularly those ﬁhich
deal with the geometry of £he fixed grid method of digital mapping. The
programs are well documented, however, aﬁd anyone who is interested in

the details of the implementation and is familiar with FORTRAN should
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have no difficulty following them.

Tqydemonstrate the application of the feasibility and cost analy-
sis procedures, a small but realistic example has been prepared. The
situation is illustraﬁed in Figure 14. A planning area, which consists
of six timber parcels, can be yarded to either (or both) of two land-
ings. Two caﬁleway locations have been proposed for each landing;
lines drawn from parcel centroids to the cableways suggest possible
assignments of parcels to facilities. Two yarding systems are avail-
able to do the yarding, each of which can be installed at either land-
ing. Each parcel represents an area of approkimately 1/4 acre (the
grid length is equal to 100 feet). Other data relevant to the problem
are presented in Table 1, and an ;ppropriate fixed grid map is illus-
trated in Figure 15.

Portions of the output from the cable yarding feasibility and cost
analysis programs are shown in Tables 2 and 3. Table 2 is used to
check the input data for the problem; Table 3 shows the detailed re-
sults of the analysis for cableway number 2, computed for both the
highlead and running skyline systems.. Note that the report for each
system is in two parts: a parcel summary and a cableway profile sum-
mary. The parcel summary lists relevant data for each parcel which can
feasibly be harvested over cableway 2 by the yarding system ih question.
Note that the expected value of parcels’(4,3) and (4,4), which corres~
pond to parcels 5 and 6 in Figure 14, is higher for the running skyline
system than for the highlead. This reflects greater operating effic-

iency for the running skyline as estimated by the yarding regression
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Table 1.

A. TIMBER PARCEL DATA

DATA FOR THE EXAMPLE PROBLEM.

78

Parcel
1 2 3 4 5 6
levation 800 830 840 920 880 860
imber Typel 1 1 1 2 2 -2
hysical Feature? 1 2 99 99 99 99
l7imber type data are summarized in part B.
2Feature codes: 1 = full suspension required;
' 2 = partial suspension required;
99 = no suspension requirement.
B. TIMBER TYPE DATA
Type
1 2
olume per acre (bem/éc) 30.2 63.8
olume per log (fbm/log) 140 230
ood density (1bs/fbm) 8.5 8.0
ximum expected logs per turn: '
Yarding system 1 3 2
Yarding system 2 5 4
elivered log price ($/Mfbm) 125.00 175.00
C. LANDING DATA
Landing
1 2
Landing and spur road construction cost ($) 18000 16000
Hauling cost to mill ($/Mfbm) 11.00 10.00
Location of spar on fixed grid (5,2) (4,5)

D. CABLEWAY DATA

Anchor Location

Cableway 1
Cableway 2
Cableway 3
Cableway 4

(1,3)
(3,5)
(2,2)
(4,1)




Table 1 (Continued)

E. YARDING SYSTEM DATA

Yarding System
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Pelay coefficient

1 2
System type Highlead Running Skyline
Maximum reach (ft) 950 2000
Maximum lateral reach (feet) 75 200
Mainline unit weight (1bs/ft) 1.42 2.14
Haulback unit weight (1lbs/ft) 1.04 -
Skyline unit weight (1bs/ft) - 1.42
Maximum safe tension (1bs) ©26500 26500
Weight of the butt rig. or carr. (1bs) 300 1000
Height of the spar (ft) 50 50
ximum tailtree height (ft) -0 ;50
Carr. clearance, full susp. (ft) 0 50
Carr. clearance, partial susp. (ft) 0 20
Min. acceptable volume/turn (fbm) 200 300
Total yarding system cost ($/hr) 75.00 95.00
Yarding system installation cost ($) 650 1000
Cableway emplacement parameters:
ag (min) 20 30
oy (min/ft) 0.01 0.05
"oy (min/ft) 0 0.20
a3v(min) 40 20
[Yarding regression coefficients:
. Bg(min) - 3.695 3.191 _
8y (min/fbm) 2.880x10 3 1.003x10 3
82 (min/fbm) -4.034x10_3 -1.063x10_3
B3 (min/ft) 1.700x10 3 2.337x10 3
By (min/ft) 0 1.186x10 9
85 (min/log) 0 0
Bg (min/pct) 0 0
1.15 1.20




COLUMN NUMBER

ROW NUMBER
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| - ANCHORS -1,2,99: SEE TABLE I

Figure 15. ¥Fixed grid digital map for the example problem,
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Table 2.

INPUT DATA SUMMARY FOR THE LOGGING FEASIBILITY
AND COST ANALYSIS PROGRAM.

18
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CABLE LOGGING SYSTEM FEASIBILITY AND COST ANALYSIS

EXAMPLE PROBLEM -- HIGHLEAD AND RUNNING SKYLTNE

XIS Y Py ey Iy Ry I eI I LY

GRID SIZE= 100.00 FEET’
DATA MATRIX HAS 5 ROHS AND 5 COLUMNS.,

2+ 343433t 2t i i At - - b S R 21

SUMMARY OF YARDING SYSTEM DATA

. MAX SUSPENSN MIN ’ TAILTREE
SYS SYS MAX MAX SEG1 SEG2 MAX CARR SPAR TAIL CARR CLR FBM/ COST MOVE RIG TIME ROAD CHANSFE RUFFER
NO. TYPE REACH LATERAL WY  WT TENSION WEIGHT HY HT FULL PART TURY $/HR COST  (MIN/FT) ,.A0..0.A1. ADD TIME

_—eme cecas ececs Ceoeccne Sooee cnnan Coccace - cmaew eaen eees —ao-

1 1 950 75 1,42 1,04 26500 300 50 0 0 0 200 75,00 650 0 20.0 .010 L)
2 3 2000 200 1.2 2.14% 286500 1000 50 50 50 20 300 95.00 1000 »2000 30,0 L0509 21
SUMMARY OF YAQDING REGRESSINN COEFFICIENTS
CONSTANT VOL/TURN YoL/L0G YARD DIST LAY OIST LOGS/TURN CHOROSLOPE ODFLAY
SYSTEM {MIN) (MIN/FBM) (MIN/ZFAMY (MINZFOOT) (MIN/FOOTH (MIN/LOG) (MIN/PCTY FACTCR
1 3.6950E 00 2.88Q0E-03 -4.0340E-03 1,7Rn00E-C3 0E 00 5% an 0E €0 1,15

2 3.1910E 00 1.0030E-03 -1.0630E-03 2.3370E-03 1.,1R60E-D2 9c a0 9F 00 1.20

¢8



Table 2 (Continued)

SUMMARY OF LANDING DATA

‘ SPAR LANDING HAUL
LANDING LOCATION AND SPUR cosT
NO. ROW COL CONSTR. /M
b & 5 2 18009 11.00
2 & 5 16000 10.00

SUMMARY OF FOREST TYPE DATA

+MAX TURN,

AVG AVG  DENSITY
TYPE VOL/AC VOL/LOG LBS/FBM  SYSTM.LOGS
1 30200 140 8.5 1 3.0
e | | 2 5.0
2 63800 - 230 8.0 1 2.0
2 4.0
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PRICE
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Table 3.

FEASIBILITY AND COST ANALYSIS RESULTS

FOR CABLEWAY 2 IN THE EXAMPLE PROBLEM.

CANOTDATE ANCHOR POINT SuMMA®Y

LANDING 1 SYSTEM f ANCHNR (3, 5)t CASLIWAY EMPLACFMANT=$ 29,71
AVE AVE AVE AVE AvVE YARD
HIR  SLOPT LAT LO6GS voL cosrt
YARD YARD YARD PER pED PER £xe
nISTY OIST n1IsT TURN TURN M FaMm SARCEL VALUS
1139 151 67 2.0 450 13.53 t Lo 3 2203.79
222 227 67 2.0 460 13.99 C b,y &) 2197,.,10
ESTIMATED GROUND NISTANCE, SOAR TQ ANCHOR? 367 fFrET
nIsT
FROM GROUND
CARLEWAY. PROFILEt POINT SOAR ELEV
SPAP 0 300
1 110 892
2 203 263
3 300 852
TATL 351 840
=3$======:=3=; === AR T2 TR RS NS NI R E S S SS SIS IS T ITIT SIS
LANDING: 1 SYSTEM: 2 ANCHO® ( 3, S)t . CASLEWAY EMPLACFMENT=T% 85,26
AVE AveE AyE AVE AVE YARD
HOR- SLOPE LAY L OGS VoL cnsT
YARD YARD YARD  ~ PER PER PER EXe
DIST BIST DIST TURN TURN M FaN PARCEL VALUE
19¢% 193 111 5.0 700 16,99 t 3,2 63R .61
277 2%2 55 S.0 700 13,74 %, ) 595.18
139 141 67 4ol 920 10.30 4y 3) 2751.13
222 227 67 a0 920 10,72 C by &) 2245.05
ESTIMATEDQ GROUND NISTANCE, SPAR TO ANCHOR? 367 FETT
nIsT
FROM GROUND LNAD
CARLEWAY PROFILEt POINT SPAR ELEV CAPAC
SPAR 0 9080
B 100 892 21607
2 209 363 16032
3 300 852 15032 ’
TAIL 361 360 TAIL TREE HEIGHT= 25 FEFT

===

KEY: System 1 = highlead;
: 2 = running skyline.

I R T S T RS IR U RS T I T LTINS TI_ T I IT=IR
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equations for the specific cenditions encountered along cableway 2.
The avéragé number of logs per turn, which for large timber would de~
pend primarily upon the load capability of the yarding system at any
point, isvin this case limited by the distribution of logs on the
ground. Since the running skyline has greater lateral capability
(Table 2), more logs per turn can be hooked to that system, and less
total time is required to yard a given parcel. The result is lower
total yarding costs, and therefore higher net parcel values.

Table 3 also indicates that the running skyline is capable of
yarding four timber parcels over cableway 2, as opposed to only two
parcels for the highlead. Thus, cableway emplacement costs can be
amortized over a larger volume of timber if the running skyline sys-
ten is selected. Whether this is actually the best selection to make
depends, of course, upon the total difference in cableway emplacement
costs (which are higher for the running skyl;ne) and yardiné system em-
placenent costs (which are also higher for the running skyline), and
upon the results of similar analyses for the other cableways to ne con-
sidered. Techniques to decide the actual assignment of parcels to fac-
ilities are considered in Chapters IV and V.

The cableway profile summary in Table 3 is useful for constructing
a ground profile, if one is desired. Note that points are summafized
in equal 100-foot increments from the spar; the size of these increments
for any problem is equal to the specified grid length for the problem.
For skyline systems, the computed load capacity at each profile point

is printed. This information could be useful to the logging manager,
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as it suggests guidelines for the maximum size of turn which could be
hooked at intervals along the cableway. Note that the computed load
capacitj of the running skyline system at profile point 3 is equal to
that for point 2. A load capability analysis for this ground profile
(Figure 16)shows that a load of about 32,500 lbs could actually be sup-
ported at point. 3. However, any load which is hooked at point 3 must
also bé skidded or flown, as prescribed, past point 2. Thus, the
effective load capacity at any pdint along the cableway is limited to
the minimum of the load capacities for'éll points. closer to the spar.
Gibson (1975) has called the function representing this phenomenon an
"effective load,curﬁe". Peters, however, had previously (1972) de—
fined a logging’system "load curve" in an entirely different context.
‘In order to avoid- confusion, the step function illustfated in Figure 16
is therefore referred to in this study as an "effective load profile".
In addition to the preparation of reports such as those illus-
trated in Tables 2 and 3, the logg¥ng feasibility and cost analysis
programsbprepare-several output files which are subsequently used by
the heuristic optimization processor discussed in Chapter V. Examplés
of these files are presented in the Appendix. A complete user's guide
to the programs described in this chapter is also included in the
Appendix, as well as an example of the datavfile which is used to

drive those programs.
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Summary

This chapter has ?resented the methodology by which logging feasi-
bility and costs are evalqated for the cable systems in this study.
The procedures used to evaluate load capability are based upon static
analyses of the specific cable configurations under consideration.
For the highlead system, this kind of analysis had not been published
previously. The method deveioped here is rudimentary, but represents
a starting point from which more elegant derivations can proceed. The
procedures used for the skyline systems, on the other hand, were adapted
from published methods that have been widely uséﬂ in the forest
industry.

In addition to load capability, the feasibility analysis also con-
siders blind lead areas, rigging capability, and physical features
such as roads, landings, and buffer strips. The methodology also per-
mits the specification of partial or full log suspension over any point
on the planning area. The blending of these capabilities represents
an important advance in timber harvest planning methodology, becausé
it provides the forest manager with a flexible tool for assessing
cable logging feasiﬁility over a wide range of conditions. It is the
first harvest planning methodology to permit the specification of vary-
ing harvest restrictions on a single planning area, and the first to
utilize an automated procedure designed to free the analyst from
many of the chores associated with harvest planning. 1In additiom, it

provides much more.information than would normally be available in
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conventional harvest planning.

Yarding costs are estimated by means of a linear regression model
which has been widely used in the analysis Qf logging time study data.
A particularly attractive feature of this model is that estimates for
nearly all of the independent variables are obtained during the course

.of the feasibility analysis. The heart of the cost analysis is the
fact that it considers logging feasibility under the conditions de-
scribéd above, and also considers thg characteristics of individual
timber types. This means that accurate estimates of the value of the
timber in each parcel, net of variable yarding and transportation costs,
can be determined. This net value is a function not only of the timber
itself but also depends upon the yarding system used and the specific
cableway over which it is to be yarded. Thus, several values will nor-
mally be associated with each parcel; one value for each yarding al-
ternative by which the parcel can be harvested. This is an important
concept, because it is the basis upon which the optimization and

heuristic procedures discussed in the following two chapters depend.
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IV. FORMULATION OF A SOLUTION STRUCTURE

In some cases, the information developed by the feasibility and
cost analysis presented in Chapter III may be sufficient to permit the
forest manager to make satisfactory decisions regarding the design of
cutting units and the assignment of logging equipment to those units
(e.g. the optimal solution to the small example problem could be
found by inspection, or by enumefétion). For large planning areas,
however, the quantit& of data generated by that analysis may simply add
to the confusion.. It is therefore of interest to identify methods by
which these data can be searched in order to find an optimal assign-
ment. of timber parcels to cableway facilities. This chapter presents
one proéedure for doing so. An approximation method, which cannot be
guaranteed to give optimal sbl#tions but is computationally feasible

for much larger problems, is described in the following chapter.

Facilities Location-Allocation Problems .

The problem which has been posed in this dissertation belongs to
a. class of problems which was originally described by Cooper (1963) as

"location-allocation" problems®. The objective of such problems is to

SActually, the problem addressed by Cooper was that of locating facil-
ities on a continuous plane. Here, the "discrete facilities location-
allocation problem" is considered; in this problem, facility sites are
to be selected from a finite set that includes all acceptable loca-
tions (Ellwein and Gray, 1971).
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determine the number, location, and sometimes the size, of facilities
needed to service a set of demand centers (customers), and simultan-
eously to assign specific demand centers to facilities so that total
distribution cost is minimized. This distribution cost is composed of
transportation costs blus the fixed costs associated with installing
and operating the facilities. Thus, the problem of minimizing total
distribution cost méy be visualized as that of balancing transportation
costs against facility costs (Figure 17). Transportation costs‘will
fall as the number of facilities increases, but at the same time,

total facility costs will rise. Francis and White (1974) point out
that if there‘were no fixed costs, the optimum solution tokthis prob-
lem would,be‘to install a facility at évery site; this solution cor-
responds. to the righ;most point on the transportation éost curve: in
Figure 17. Conversely, if there were no transportation éosts, the best
strategy would be to install a single facility at the site of lowest
fixed cost; this solution corresponds to the leftmost point on the
facility cost curve in Figure 17.

The classical location-allocation problem, which is also known
simply as the "warehouse location problem" or, because of its special
structure, as the "fixed charge problem'", is usually formulated as a
mixed;integer programming problem:

m n

. n | |
minimize 21=l zj=l cyy%gy * zj=l ijj [4.1]

subject to 22;1 xij <m yj, j=l,...,n [4.2]
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Figure 17. Costs considered .in the facilities

location—-allocation problem.
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n =

Xj#l xij =1, i=1,...,m [473]
xij > 0, for all i, j [4.4]
yj = 0 or 1, for all j [4.5]

where m = the number of customers;

the number of possible facility locations;

=]
1

xij = the fractioﬂ,of the demand of customer i which is satis-

fied by a facility located at site j;

”l,if a facility is located at site j;

{0 otherwise;

c,. = the cost of supplying the entire demand of customer i
from a facility located~ét site j3

f, = the fixed cost incurred if a facility is located at

site j.

The objective function, [4.l1], gives the cost when X?=1

ties are established at locations for which yj=l. According toA{4.2],

yj facili-~

the total fraction of customer demand supplied by facility j must be
equal to zero if facility j is not estéblished; otherwisé, it cannot
exceed the number of customers (i;g, the total‘demand). Constraints
{4.3] insure that the demand of every customer is met exactly. [4.4]
and [4.5] specify that all of the xij must be nonnegative and all of

the‘yj must be either 0 or 1 (integer) for a feasible solution.
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An enormous body of literature related to this problem has de-
veloped during the past 10 or 15 years, apparently because of its gen-
eral appeal in a wide range of applications. Elson (1972), for
example, has deécribed it as "among the most important problems in in-
dustry". Numerous techniques have been applied to the fixed charge
problem, although none has been successful in solving extremely large
problems. Major approaches which have been used include branch-and-
bound mixed integer programming, dynamic pfogramming, and heuristic

programming.

Branch-and-Bound Methods

Branch-and-bound, or implicit enumeration, is a method of separat-
ing an integer programming problem into restricted subproblems by
placing contradictory constraints on some or all of the integer varia-
bles. For the fixed charge problem, the integer variables are re-
stricted to values of either 0 of 1; therefore, the branching technique
is designed, at each branch, to set some of the yj equal to 0, and the
remaining yj equal to 1. The resulting subproblem can then be solved
‘by linear programming. By a judicious choice of the specific yj which
are set equal to 0 (or 1), it is possible to avoid solving all possible
subproblems and yet be ablé to guarantee (at some point) that an opti-
mal solution té the problem [4;1] - [4.5] has been found; thus the term
"implicit enumeration". The first application of this procedure to the
fixed charge problem was published by Efroymson and Ray (1966), who re~-

ported satisfactory test results for problems with up to 50 facilities
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and 200 customers. The major difficulty encountered with this method,
however, is that computation time tends to be exponentially related to
the number of poésible facility sites in the problem (Khumawala, 1971).
Recent attention has therefore been directed primarily at attempts to
reduce the number of branches which have to be searched, either by
ranking the extremejpoints (Murty, 1967), by improving the drigin of
the search (Spielberg, 1969), or by means of more efficient branching
rules (sa, 1969; Khumawala, 1972). improvements in the basic branch-
and-bound algorithm itself have also been significant, particularly
those based upon the work of Glover (1968), Geoffrion (1969), and
Davis, Kendrick, and Weitzman (1971). In spite of these efforts, how-
ever, no compuﬁationally attractive results have been presented for
lafge;facilities location problems;‘usually,ksolution.times;are satis~
factory only if the number of integgr variables in the problem is less
than about 100. With respect to thé‘present study, a moderate forest
harvest planning area would encompass perhaps 200 acres. If five land-
ing sites were cdnsidered, each of which could accommodate one of four
possible yarding systems, and if 50 cableways could be emplaced for
each yarding system at each landing, then the total number.of facilities
to be considered is equal to (5)(4)(50)=1000. Thus, the forest harvest-
ing problem appears to be‘t00"1arge for solution by a branch-and-bound

technique.

Dynamic Programming

The first demonstration that a facilities location-allocation
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problem could be forﬁulated as a dynamic programming problem appears to
have been that of Bellman (1965), who suggested a formulation to solve
the problem of Cooper (1963). More recently, Ballou (1968) has pre-
sented a'dynamic programming formulation designed t0~consider'optimal
location of facilities over time; this model thus treats the relocation
of facilities as demand and distribution costs change. His applicationm,
however, is for a very small problem (five facilities), and no compu-
tational experience is given. Wesolowsky and Truscott (1975) have re-~
vised and extended Ballou's work, but again consider only very small
problems. Finally, Curry and Skeith (1969) have presented a dynamic
programming formulation to a facilities location problem for which they
claim that solution time is only linearly related to the number of
possible facility sites.‘ To obtain this relationship, however, they
have ignored. the fixed charges, and have thus solvedra different prob-

lem than the one with which the present study is concerned.

Heuristic Programming

Probably the greatest number of publishéd applications of facil-
ities locatioﬁ problems have incorporated heuristic techniques. Heur-
istic programming has been described as a "formal, orderly presentation
of aids to discovery" (Michael, 1972). ‘That is, the scheduled proce-
dure, or progfam, attémpts to use experience, in%uctive reasoﬁing, or
gimilar devices to reduce the amount of searching that has to be done
in order to find a solution. The emphasis in heuristic programming is

on obtaining "practical" and "satisfactory", rather than optimal, solu-
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tions. For maﬁy problems, the use of an exact mathematical programming
technique cannot be justified, either because of a lack of information
or because the problem itself islloosely structured. In other cases,
the hethods available for obtaining exact solutions are either iﬁtract—
able or too expensive when problems of practical size are attempted.

As recently as 15 years ago, heuristic programming was considered
by some practitioners in operations research to be an approach of ques-
vtionable value, or perhaps even dangerous to the science of management
(Michael, 1972). Recently, however, its stature has grown; as an ex—-
ample, the 1975 Lanchester Prize, which is awarded annually by the
Operations Research Society of Ame;ica to thek"best English-~language
published contribution ﬁo operations research', was presented to the
authors of a paper describing a heuristic methodology for the dynamic
relocation of fire companies in New York City (Kolesar and Walker,
1974). |

One of the best-~known heuristic approaches for solving facilities
location problems was developed by Kuehn and Hamburger (1963). Their
approach uses a two-part procedure. First, facilities are added one
at a time until no further additions can be made without increasing
total costs. Then,rafﬁbump and shift" routine evaluates the cost im-
plications of dropping individual facilities or shifting them from
one location to another. It eliminates any facility which is no long-
er economical because some of the demand centers originally assigned
té it are now served by facilities located subsequently. Then it con-

siders shifting each facility from its currently assigned location to
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the other potential sites within its territory.

Although Kuehn and Hamburger claim that their'procedure is cdpable
of solving problems with several hundred potential facility sites and
several thousand demand centers, it does not appear to be a useful ap-
proach for the forest harvesting problem because its basic method is
that of adding facilities one at a time. For the problems posed by
Kuehn and Hamburger, the‘procedufe seems to work well. "In the forest
harvesting problem, however,ka given timber parcel can usually be har-
vested only by means of a few cableways. Thus, if this procedure were
used, much of the early computation would be involved with infeasible
solutions. Furthermore, if a run had to be terminated early, the solu-
tion at termination might not be a feasible one. This suggests that a
more appropriate procedure wouldlbe to start with all or most of the
facilities assigned, and then evaluate the advantage of dropping some
of them.

Feldman, Lehrer, and Ray (1966) have developed a procedure which
uses a "drop" heuristic in this manner. 1In fact, they developed it
specifically to handle the possibility of iﬁfeasible routes. The ap~-
proach is to evaluate, for each demand ;enter, the total incremental
éost assbciated with shipments from each of the potential facilities.
Deménd centers are aésigned to facilities by a procedure that attempts
to minimize the total cost associated with this initial assignment.
Then, facilities are dropped one at a time until no facility can be
dropped without increasing total cost or causiné‘infeasibility.

A number of other heuristic approaches have been developed. Some
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of these (e.g. Cooper, 1964) consider the location of facilities any-
where on a continuous plane when transportation costs are linearly re-
lated to the Euclidian distance between demand centers and facilitieslO,
Most, howevér, are concerned with the discrete facilities location
problem, where facility locations are selected from a finite set of
possible sites. A procedure formulated by Cooper. and Drebes (1967) ap-
pears promising for this: kind of problem, but has been tested only for
small problems. Another procedure, which has been extensively tested
for this class of broblems, is the "steepest ascent one-point move al-
gorithm'" (Manne, 1964). Again, only small problems were analyzed and
it is not clear whether the method would be useful for solving large
problems.

Recent approximation procedures which have been developed for
larger problems include those of S4& (1969), Shannon and Ignizio.(l970),
and Khumawala (1971). The method of S4 borrows heavily from both the
Kuehn-Hamburger and the Feldman-Lehrer-Ray techniques, and has been
shown to give nearly optimal results for small to medium-sized problems.
None of the test problems reported, however, are large enough to permit
conclusioﬁs regarding the validity of the approach for very large prob-
lems.

The method developed by Shannon and Ignizio appears to be very

100ther common formulations are for costs proportional to rectilinear
distance and to squared-Euclidian distance. An excellent discussion
of these problems and methods for their solution is contained in
Francis and White (1974).
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efficient for large problems, including one involving 600 demand centers
and 600 facility sites. The problem solved by this technique, however,

is not the fixed charge problem but rather the simplified problem form-

ulated by Curry and Skeith (1969); the primary application of this pro-

cedure therefore seems to be in the area of set covering problems,

"ecovered" (i.e. all of them

where a set of demand centers is to be
must be served), but fixed costs are not important (Francis and White,
1974).

The approximation méthod developed by Khumawala (1971) departs
radically from those reviewed above. It borrows heavily from branch-
and—boﬁnd methodology, but rather thanlimplicitly enumerating the en-
tire set of Zn éombinations of n potential facility locations, uses -
heuristic branching rules to reduce the~séarch. Khumawala has reported
test results for many'problemé, several of which are fairly large (up
to 100 facility sites and 200 demand centers). For many of these
problems, his procedure found the optimal solution, and in all cases
the solution discovered was very good. Computing times for all of the
problems were quite fast, about 10 seconds (on an IBM 360/75) being
the time required for the largest problems. Furthermore, Khumawala
states that cbmputing time is less than linearly related to tﬁe number
of potential facility locations considered. It is not clear, however,
whether this methodology Qould be useful for solving the muchllarger

/
and somewhat more complex problem posed in this dissertation.
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Synthesis

The literéture reviewed in this section does not present an en-
couraging picture with respect to the solution of large facilities lo-
catien problemsvsuch as the forest harvesting problem. Certainly,
computational experience with exact procedures appears to rule all of
them out from the standpoint of practicality. A formulation of the
forest harvesting problem which can be solved by an exact procedure
(for small problems) is presented in the next section, primarily for
the purpose of more fuily deécribing the structure of the problem and
laying the groundwork for suggestions as to the direction that future
research might take for obtaining exact solutions to such problems
economically. Chapter V then discusses a heuristic algorithm based
loosely upon the work of Kuehn and Hamburger (1963)% Feldman, Lehrer,
and Ray (1966), s4 (1969), and Khumawala (1971), and Chapter VI shows
‘how the algorithm can be used with the methodology presented in Chapter

III to solve a realistic forest harvest planning problem.

A Facilities Location—-Allocation Problem
" 'With Cascading Fixed Charges

The specific problem addressed in this dissertation is that of
éssigning timber parcels to cableway facilities so that the resulting
expected value of the parcels, net of all fixed charges, is maximized.
Thus, if timber parcelvi is to be assigned to cableway j for yarding
system k at landing £, then

1. the fixed cost associated with the emplacement of cableway j
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must have been incurred;

2. the fixed cost associated with the installation of yarding
system k at landing % must have been incurfed;

3. the fixed éost associated with the construction of landing %

must have been incurred.

This special structure has not been discussed previously in the facil-
ities location ;iteratﬁre, and is referred to here as a 'cascading
fixed charge'" structure. A somewhat related problem which has been
described by Jones and Soland (1969) is the "multi-level fixed-charge
problem'". Their formulation is for a fiﬁed,charge problem which has

a nondecreasing, separable objective function with a finite number of
jump discontinuities. Such problems might arise, for example, if the
cost of broducing some item‘jumps by the cost of additional production
facilities for quantities greater than the capacity of existing facil-
ities. An analbgy in forest harvést planning would be the decision of

whether:

1. to construct a single landing large énough to store all timber
yarded to it during some period of time (minus whatever volume
- of timber could be transported to the mill during that time);

- 2.  to construct several smaller landings with the same total ca-
pacity as the larger landing (but different construction and
yarding costs); or 7

3. to restrict the landing size and accept a reduced rate of

production.
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In the present analysis, all landings are assumed to be large enough

to handle whatever intermediate storage may be required between the

time logs arrive at the landing and are loaded onto trucks.

In addition to the forest harvesting problem, numerous problems

exist which appear to exhibit the cascading fixed charge structure.

A partial list of such problems would include the following:

3.

In real estate development, the allocation of residential 1ots
to main and branch utilities (i.e. sewer and water, electric-
ity, telephone, and cable television lines) so that the total
cost of establishing and maintaining the main and branch lines
is minimized;

In warehouse location problems, tﬁe allocation of customers
among main and branch wnrehouses so that total distribution
costskare minimized;

On commercial farms or large-scalevnurseries, the assignment
of garden plots to main and branch irrigation lines so that
the total cost of emplacing and maintaining the lines is min-
imized;

In forest transportation planning, the allocation of timber
stands among spur roads, which feed'into main arterials, so
that the total coéts of construction, maintenance, and trans-

portation are minimized.

No claim is made that these problems could be sblved directly by the

methods presented in this dissertation. They do, however, appear to
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exhibit the same kind of structure as the forest harvesting problem,

and have been listed here on that basis.

Mathematical Formulation

The problem of optimélly assigning timber parcels to harvesting °
facilitiesxso that the total value of that assignment, net of cascaded

fixed charges, is maximized, may be stated as follows:

maximize J L T0s ViiaFigun - Lolidy £ya®sue

[4.6]
- Lok fip®u - zg £2%g
subject to Zzzkzj xijk£.= l,bfor all i 7[4.7]
xijkz - xjk£ < 0, for all i, j, k, % [4.8]
xjkz - X < 0, for all j, k, & [4.9]
X, - X < 0, for all k, % [4.10]
Zk g $1s for all & ©[4.11]

=0or 1, for all i, j, k, 2 [4.12]
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xjkz = 0 or.1, for all j, k, % ‘ [4.13]

0 or 1, for all k, & [4.14]

g

X, = 0 or 1, for all & [4.15]
where Vijk2 = the value of parcel i as computed in equation [3.25];
1 if parcel i is harvested over cableway j by sys-
xijkz = tem k at landing £;
0 otherwise;
1 if cableway j is emplaced for yarding system k
xjkz = at landing %;

0 otherwise;
{1 if yarding system k is installed at landing %;

0 otherwise;

™
L]

{1 if 1anding % is constructed;

0 otherwise;

Fh
n

the fixed cost of emplacing cableway j for yarding

system k at landing &, as computed in equation [3.27];

f. = the fixed cost of installing yar&ing system k at
landing % (entered exogenously);

f = the fixed cost of constructing landing & (entered

exogenously).

The objective function, [4.6], measures the total value of the assign-

ment of parcels to facilities, net of cascaded fixed charges. Con-
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straints [4.7] insure that every parcel is assigned to exactly one
cableway (i.e. all timber is scheduled for harvest). By constraints
[4.8] - [4.10], the cascading of facilities as discussed earlier is as-
sured for a feasible solution. Constraints [4.11] require that at most
one yarding system is emplaced at each landing. Constraints [4.12] -
[4.15] indicate that partial assignments are not acceptable; an assign-

ment must either be made fully, or not at all.

Numerical Example

To illustrate the application of the model in [4.6] - [4.15], con;
‘sider the example problem represented by the data in Table 4. This
problem may be visualized much the same as the example presented in
. Chapter II1I; parcel values and fixed charges, however, have been sim-—
plified. Numbers in the main body of the table are parcel values; as
an example, vz3;z = 1400. Fixed charges have been entered immediately
beneath the corresponding decision variables; fj5;, for example, is
equal to 500. This tableau format does a good job of representing the
cascading strucﬁure of fixed charges in the problem. It is immediately
evident, for example, that to emplace the cabieway correspoﬁding to
X511, not only does the fixed charge f;;; have to be incurred, but
fixed charges fj; and f; must also be incurred. Parcels which are in-
feasible for some cableway have no value in thé column representing
that caBleway. Thus, parcel 6 cannot be harvested by means of the

cableways corresponding to x;3;; and Xj3271.

The total number of decision variables in the problem may be



Table 4. FIXED CHARGES AND PARCEL VALUES FOR THE EXAMPLE
PROBLEM.
o
9:0 gﬂ 18000 16000
%’ g X11 X21. X12 X22
g o 2000 2200 1800 2000
3 ?Hé X111 | X211 | X121 | X221 | X312 | Xul2 | X322 | X422
) 1000 800 600 500 1100 700 800 700
3000 —_— 800 —— 1000 — —
'_‘3' 3200 - 1100 - 900 600 800 —
[J] . .
(3]
g - 1000 — - 1400 — 1200 —-—
[«
g - 3500 - 2000 | -- - 900 —-— 1200
e . .
E R
;‘ 600 700 - —_— - 1000 700 900
— 800 - 1200 700 700 700 700
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found by counting the number of numerical entries in Table 4, as each
entry is the cost coefficient for a corresponding variable in the ob-
jective function. In this (small) example, there are 40 variables,
which is not such a small inFeger programming problem. Table 5 is a
representation of the problem.written in matrix form, and Figure 18 is
, the corresponding RPM network (after Riggs and Inoué, 1975). For con-
venience, constraints [4.7] - [4.11] are referred to in Table 5 and
Figure 18 as constraint types [1]‘- [5]. The cascading structure of
the facilities is clearly evident in both the matrix and the RPM net-
work. Note also the high degree of triangularity11 exhibited by the
problem, and the fact that all of the non-zero elements in the matrix
are equal either to 1 or to -1. Coupled with the fact that all of

the elements in the right-hénd side vector are equal to either 0 or 1,
"~ this suggests>a»strong_natural.tendency toward integer solutions
(Wagner, 1970). Sometimes problems with such tendenciés can be solved
with existing linear programming codes, and will always give integer
results. An example of a problem with this convenient nature is the
Hitchcock-Koopmans transportation problem (Hadley, 1963). In fact, how-
ever, tests have shown that for problem [4.6] - [4.15], the solution
Afound by'iinear prograﬁming is far from the optimal integer solution,
and that "rounding" the LP solution is usually not possible if féasibil—

ity is to maintained. As an example, the linear programming solution

l1The matrix is not triangular in the mathematical sense; this state-
ment is only meant to imply that it 'looks' triangular.



Table 5.

Matrix representation of the example
0-1 integer programming problem.

60T



110

A0 00000 OC00000000000C00A0C0000CC0CT OO B O|mm
=
5: NN R B[V MV MM VM VM M M VM M VM VM M VM VM VM W M M M W MW M WM M v v
2g
25 Zx | 00091 -
3 2 x| go08T4 . -
El R Bed 7 -
:i g ~ Zix 0081+ -Il T ~ —
- »_g:n; x| 00024 i - —
il B 7 7 T -
seex | oos- T 7 7 ~
3 | x| ove 7 O 7 -
3 ~ ex 00TT+ 4 4 ~ -.l L)
3% | zex| oos- ! ' ! - -
sg 2ix{ 009~ - - - —
s tze | oog~ - - - -
x| ooom 23 77 ~
ZCHIX | 00L - -
zze9% | QoL - -
Tthix | 00 - —
ZIE9x | 00¢ - — —
1Z29x | oozt - -
1129 | 008 — -
ZzSx | 006 - -
2Z8Sx | 00¢ - -
-~ ZihSx
:"-‘-.’ 1125% z::t - ’ -
: ~
i A -
E Zlhhy 006 -
a - -
g 12ihx 0002 - -
Tithx
= ZZEEx z:: h - -
§ 1Ze€x | oowt
2 -
3 1128x | oooOT -
2Z8Zx | Q0% - -
ZthZx | 009 - -
Z1e2x | Q06 - -
1Z1Zx | QotT - -
x| 00z | -
ZIElx | QooT |, -
Ztix | 008 |, -
Il 1 000€ |, ™
Eyg |29 |5, z = 2 = g
2 6 ke 2K =¥ - - - -
E8F (55 |38 & 2 & s |8
g=a@ g% |3 £ £ : E |E

SINIVYIILSNOD




Figure 18.

CONSTRAINT

111

RPM network for the example problem (illustrated
for the first constraint of each type).
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for the example problem is given in Table 6. Only a casual inspection
of this table is needed to see that any attempt to generate an integer
solution by rounding will prove futile.

An exact integer solution for the problem in Table 4 has been ob-
tained by means of a cutting plane method developed by Bowman (1969).
The procedure followed in this method is, first, to solve the integer
programming problem as though it were a linear programming problem.
Then, if the result is not an all-integer solution, generate an addi-
tional linear constraint (called a cutting hyperplane)vand solve the
(new) linear programming problem. This procedure is repeated until
an all-integer solution (which is optimal) is found, or until an in-
feasibility indicator is received. The foundations of this approach
were constructed by Gomory (1958), and since that time, numerous tech-
niques have been proposed for generating 'deeper' cuts in order to
speed convergence. Perhaps the most notable success in this endeavor
(for certain types of all-integer problems) has been that of Martin
(Geoffrion and Marsten, 1972), whose technique hag been able to suc-
cessfully solve 0-1 problems with as many as 7000 variables. Bowman's
method is essentially an efficient way of generating Martin's deep
cuts. As presently programmed for use on the Oregon State University
CDC 3300 computer, however, the method is limited to a total of 100

variables and constraints. Thus, the problem in Table 5, with 40

variables and 46 constraints, is near the upper limit of its present
capability. The all-integer optimal solution to this problem is exhib-

ited in Table 7. Computing time on the CDC 3300 to obtain this solu-

|
|
|
|
|

tion was 38.4 seconds, which is actually much faster than times reported



Table 6.

COLUMN

X1111
X1121
X1312
X2111
X2121
X2312
X2412
X2322
X3211
X3312
X3322
X6111
X41214
X412
X4422
X5111
X5211
X5412
X5322
X5422
X6211
X6221
X5312
X5412
X5322
X5422
X111
X211
X121
X221
X312
X412
X322
X422
X11
X21
X12
X22
X1

X2
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OPTIMAL LINEAR PROGRAMMING SOLUTION FOR THE EXAMPLE PROBLEM.

MAXIMUM OBJECTIVE = -7400,9009010
INDICATOR AMOUNT NDEJECTIVE
3ASIS «333333 3g800.030¢C00
B4SIS « 333333 800.730CC0°C
BASIS + 333333 1400.300001
BASIS « 333333 22C0. 030200
BASIS « 333333 114d0.00000¢C
BASIS « 333333 9490.00000"
LOWER LIMIT 9 /Aq0.80302"
LOWER LIMIT 0 310, 00000¢
BASTIS « 333333 1000.000007
BASTS « 333333 i40c,00000"
RASIS « 333333 1200.6908¢0 7
RASIS + 333333 3500.000G001"
RASIS « 333333 2000.,000860¢°
BASIS g 920.00000¢0
2ASIS + 333333 1200.,00€00°
BASIS g 500.30080¢%
8ASIS « 333333 700.0C0000
BASIS g i1g09ec.430C00°
BASIS 333333 700.00000"
3ASIS «333333 9¢0.00¢C00°0
BASIS « 333333 803.33C60"
RASTIS 0 1250.00088°
BASIS « 333333 700, 000008
BASIS b} 719€. 0920007
BASIS + 333333 700.90000¢0¢C
BASTS 0 708,700007°
BASIS « 3333233 -100C,00C00¢
BASIS 0333333 -80n0,008007"7
BASIS « 333333 -600,0G60¢C8°"
LOWER LIMIT 1 -588,900¢C02"
BASIS + 333333 -1199.90030¢0
BASIS 0 -700.0000007
BASIS 333333 -3J0.,N03C077
3ASIS « 333333 -700.,00000¢°
BASIS « 333333 -2002,0000020
BASTS « 333333 -2200,00¢C00¢0
BASIS «333333 =-18172,30902¢Q°
BASIS « 333333 -2000,33¢0¢C0°
BASIS « 333333 -12000.,23004017
8ASIS « 333333 -1€3%88.0CCC0"



Table 7.

MAXTMUM INTEGER 0BJECTIVES

COLUMN

X1111
X1121
X1312
X2111
X2121
X2312
X2412
X2322
X3211
X3312
X3322
X111
X121
X4412
X4422
X5111
X5211
X5412
X5322
X5422
X6211
X6221
X6312
X5412
X5322
X6422
X111
X211
X121
X221
X312
X412
X322
X422
Xi1
X21
X12
X22
X1

X2

OPTIMAL INTEGER PROGRAMMING SOLUTION

FOR THE EXAMPLE PROBLEM.

AMOUMT

1.000000
it

1
1.000008
0

1

0

0
1.300080
0

2
1.300012
0

b

a2

2
1.300000
9

1

2
1.0000800

QOO o

1.000090
1.00004090

QOO DOo

1.008000
g
0
0
1.0000400
n

-9600.0000100

N8JECTIVS

3030.003000
300.00730019
1000.300C77
3200.000C120
1100. 7000007
903.003000"
500.0030007
800.000000
1000.000000
1400.000C01
1200,.,000801"0
2500.000¢07°7
2000.000099
909.,000009
1260.109897
600.800007
700.,800007
1090,000027
700.,000C0"7
900.000090
300.000C0"
12g00.000cC0"
73C0.000009
700.0000990
700.070C01
700.0940n40nN
-1000.0070007
-300.,070C00
-609.030001
-500.020C90
-1100.000¢N090
-700.,000000
-300.0200010
-700.00000n
-2000.,000000
-2209.,000000
-1300.,300101
-20008.,00C0002
-18000.,0020000
-16000.,0G6007"
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for many problems of similar size by'Geoffrion and Marsten (1972). The
Geoffrion-Marsten étudy'is a state-of-the-art analysis of integer
programming algorithms, and includes computational experience with a
great many commercial codes. With reference to the example problem in
Table 5, it is interesting to note that the optimal linear programming
solution was obtained in 21.1 seconds after 50 iterations, and only a
single cutting hyperplane was required to force the integer solution.
While the 0-1 integer programming model in [4.6] - [4.15] can be
solved for small problems, present integer programming codes are not
usually suited to problems with more than a few hundred binary variables
(Geoffrion and Marsten, 1972). The single notable exception is the
work of Martin, but his largest apflications (of up to 7000 variables)
have usually included only a few (perhaps 150) constraints. Computa-
tional effort in the linear programming step of the algorithm is
strongly influenced by the number of constraints. In general, the
number of constraints (m) and variables (n) in the model [4.6] - [4.15]

is given by

n= Lhils Tigee * Lkl J.jkﬂ, ol K +L [4.16]

. 1 if parcel i can feasibly be assigned to cableway
where I"kﬁ = j which has been emplaced for yarding system k
+J at landing %;

0 otherwise;

1 if cableway j can be emplaced for yarding system
k at landing ¢;

[
i

jke

0 otherwise;
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)

{l if yarding system k can be installed at landing 23

0 otherwise;

=
]

the number of acceptable landing sites in the planning

area:
m=n+P [4.17]

where P = the total number of parcels in the planning area which

are to be scheduled for harvest.

Suppose that a planning area of 200 acres, which has been dissected in-
to 1/4-acre parcels, is being considered, and that five landing sites

are available on the area. Assuming that:

1. four alternative yarding systems are available, each of which
could be installed at any landing;

2. 15 feasible cableways could be emplaced for each yarding sys-
tem at each landing;

3. 20 parcels could be harvested by means of each cableway;

then n = 6325, and m = 7125, which is a very large integer programming
problem. As the planning area considered above is by no means a
"large'" forest planning area, it does not appear reasonable to expect
that present integer programming codes are capable of solving the type
of problem addressed in this study for any planning area of practical

size. It would be possible, of course, to reduce the size of the
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problem by increasing the area represented by each timber parcel. In
doing so, however, there would be a substantial risk of oversimplifying
the problem to the point that the feasibility and cost analysis dis-
cussed earlier would lose its meaning. Rather than accept such an
oversimplification, the approach adopted in this study was to develop
a heuristic algorithm specifically to solve the forest harvesting

problem. This algorithm is presented next.
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V. A HEURISTIC ALGORITHM FOR SOLVING
LOCATION-ALLOCATION PROBLEMS WITH
CASCADING FIXED CHARGES
This chapter describes an approximation method which was developed
in an effort to find satisfactory feasible solutions to location-
allocation problems of the type investigated in this dissertation. The

first section of the chapter presents a detailed mathematical descrip-

tion of the algorithm, and a simplified explanation with a brief numer-

performed during execution of the algorithm is given in Table 8.

Mathematical Description

Throughout the discussion of the algorithm, frequent reference is
made to "facilities" 2, (k&), and (jk&). In the context of the forest

harvesting problem, these refer to the following:

2 = the index of a specific landing;
(k&) = the index of a specific yardiﬁg system installed at
landing £%;
(jk2) = the index of a specific cableway emplaced for yarding

system (k&) at landing &.
With regard to the specific problem being solved, the algorithm makes
the following assumptions:
1. The objective is to maximize the total expected value of the
timber parcels in the planning area, net of cascaded fixed
costs.

ical example is given later in the chapter. A summary of the operations
2. No more than one yarding system may be installed at any
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Table 8. SUMMARY OF THE HEURISTIC ALGORITHM FOR SOLVING LOCATION-

ALLOCATION PROBLEMS WITH CASCADING FIXED CHARGES.

Description

1.1

1.2

1.3

1.4

Initialization.

Sometimes certain timber parcels can only be harvested by a
specific facility. 1Install any such facilities and assign the
appropriate parcels to them, but permit no more than one yard-
ing system (k&) at any landing %.

Assign as many parcels as possible to the facilities established
in Step 1.1, without regard to the total value of those assign-
ments. ,

Improvement check: reassign parcels among facilities in such a
manner that the total value of those assignments is maximized.

Establish facilities to serve the remaining parcels so that,
for each parcel, the sum of its value minus incremental, fixed
costs is maximized. Permit only one yarding system (k&) at any
landing 2. At the conclusion of this step, either an initial
feasible solution will have been found, or the problem is in-

feasible.

2.1

2.2

2.3

Drop uneconomical facilities.

Drop any facility, say m, unless it was the most recently added
facility during the previous pass though Step 3 or the present
pass through Step 2, for which the additional cost of using
other facilities to harvest the parcels currently assigned to m
is more than offset by the reductions in fixed cost which will
result from the closure. Do not, however, drop m unless the ac-
tion can be taken without installing more than one yarding sys-
tem (k%) at any landing £.

Allocate, among the remaining facilities (plus any which were
added to retain feasibility), the parcels which were previously
assigned to m. Execute these reassignments so that the total
value of the resulting solution is maximized.

If Step 3 has not been executed at least once, go directly to
it. Otherwise, if at least one facility was dropped in this
pass through Step 2, or if at least one facility was added in
the previous pass through Step 3, then go to Step 3. Otherwise,
the solution obtained at the end of Step 2 cannot be improved
further by this algorithm; therefore, exit.
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TABLE 8. (Continued)

3.1

3.2

3.3

Add facilities which will improve the solution.

Add any facility, say n, for which the incremental, cascaded
fixed costs will be more than offset by improvements in value
of parcels which could be assigned to n. Do not, however, add
n if the action will result in the installation of more than
one yarding system (k%) at any landing 2.

If a facility was added in Step 3.1, then redistribute the tim-
ber parcels among all current facilities so that total value is
maximized.

If at least one facility was added in this pass through Step 3,
or if at least one facility was dropped in the previous pass
through Step 2, then return to Step 2. Otherwise, the solution
obtained at the end of Step 3 cannot be improved further by
this algorithm; therefore, exit.
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landing.

3. fimber parcels are indivisible (i.e. the assignment of timber
parcel i to>facility (3ke) connotes that the entire parcel is
to be harvested by means of that facility).

All of these assumptions are consistent with the 0-1 integer program-
ming formulation presented in Chapter IV.
Before describing the algorithm in detail, it will be useful to

define the following:

A = {indices (jk) of facilities which have been assigned};

U = {indices (jk&) of facilities which have not been assigned};

a = {indices i of timber parcels to which facilities have been
assigned (this set contains all i after initialization,
unless the probiem is infeasible)};

u = {indices i of parcels to which facilities have not been

assigned (this set is empty after initialization, unless
the problem is infeasible)};

A = {indices % of landings to which yarding systems have been
assigned};

I. = {indices (k¢) of yarding systems which have been assigned

2
to landing e}

ijﬁ = { parcels 1 presently assigned to facility (jke)l};

ngﬁ = {parcels i which could be assigned to facility (jkg) if
it were established};

ijl = the index of the last facilty (jkt) dropped during the

execution of the algorithm; similarly, T and rl are

ke
defined for facilities (k) and 2};
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P;kz = the index of the last facility (jk2) added during the exe-
cution of the algorithm (not including initialization);

Piz and Pi are similarly defined for facilities (k&) and 2.

STEP 1. Initialization.

First, initialize all lists. U initially contains all (kL) u

contains all i. The set of lists &'

kL should be compiled by»a rigor-

ous feasibility analysis such as that discussed in Chapter III. All

other lists are initially empty.

Step 1.1 Establish all facilities (jk&) for any is@;kl for which
it@g'k'l' for every (j'k'2')#(jk&). This says that parcel i can be
harvested by one and only one facility, (jk&). Therefore, (jk&) must
be established if a feasible solution is to be obtained. Having

established such facilities, revise lists A, U, a, u, and 9, Next,

jke °
construct lists A and Hl from A. For any 2eA, if HZ contains more
than one (k%), then the problem is infeasible; exit.

Note tha; the establishment of any facility (jk&) necessitates
the establishment of facilities (k%) and &, unless they are already
in place. The heuristic rule applied in this step is that facilities

(k%) and 2 need not be considered explicitly, except to judge feasi-

bility.

Step 1.2 Assign as many parcels i as possible to each of the
facilities (jk?) added in Step 1.1. This is accomplished simply by

assigning, for all (jk2)eA, every isgf]@ék That is, the list of

'

currently assigned facilities is scanned, and every parcel which
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could be assigned to those facilities is added, so long as if has not
already been assigned to some other facility. No effort is made to
maximize the value of these assignments; they are simply made in the
order in which facilities are listed in A. Heuristically, the algo-
rithm seeks feasibility as quickly as possible, and leaves value
maximization for the next step. After the above assignments, revise

lists a, u, and ijl.

Step 1.3 Improvement check. The purpose of this step is to im-

prove upon the assignments made in Step'l.Z (those made in Step 1.1 are
fixed in order to provide feasibility and hence cannot be improved).

For each iea, compute

vk = max {v,,, .} [5.1]
i (jkL)eA ijke
where v,_, = the expected value of parcel i if it is harvested

ijke
by means of facility (jki).

Then, assign parcel i to the facility (jk&) corresponding to v?. Fixed
costs are not considered in this evaluation because they have already
been incurred for all (jk&)eA. Following any re-assignments in this

step, revise list @jk2°

Step 1.4 Complete the initialization by adding facilities as
necessary to obtain an initial feasible solution (i.e. to insure that
all timber parcels can be harvested). To choose a facility to be

added, compute
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vk o= max -F,, ,+). {v,.. .} [5.2]
2' |

IR (Gke)eu:{[2¢A] Y [Leh ﬂ(kz)eﬂzl}[ kb Fieu ey, djke
where'f, = the incremental fixed cost which would be incurred

jke
if facility (jk&) were established.

This criterion states that the facility to be added should maximize the
sum of parcel values which can be harvested via that facility, net of
incremental fixed costs required to establish the facility, and that
only facilities should be considered which are either (a) at a landing
to which no yarding system‘is currently assigned, or (b) can be affixed
to the yarding system at an established landing.

Only incremental fixed costs are considered in computing V?kz
because some portion of the total cascaded fixed cost associated with
(jk¢) may already have been incurred as a result of some previous
facility assignment. Specifically, if some other cableway (j'k'2')eA
has already been established, and if 2'=% , then landing 2 has already

been established and its fixed costs incurred. Furthermore, since no

more than one yarding system can be installed at any landing, it

follows that the ?3k2 are defined as follows:
(a) if 2£A, then ijz = fjkz + sz + fz;
(b) 41if 2eh and (kl)aﬂz, then ijz = fjkz;
(c) otherwise, ?3k2 = @ (i.e. the facility cannot be established),

= the cost of emplacing cableway (jk);

where fjkz
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sz = the cost of installing yarding system (k%);
f2 = the cost of constructing landing 2.
If a V?kl is found which satisfies either (a) or (b), establish (jk&)
] I ] ] 3
and assign to it all lEH-ankz' Then revise lists a, u, A, U, ijl’

A, and Hl. Then execute the improvement check (Step 1.3), and repeat
Step 1.4 for the remaining icu.
If for any icu a V§k2 cannot be found which satisfies either

(a) or (b), then the problem is infeasible; exit. Otherwise, at the

conclusion of Step 1.4 an initial feasible solution will have been

found. Then go on to STEP 2.
Before continuing the discussion of the algorithm, it is worth-
while to note that criterion [5.2] is somewhat analogous to the con-

cepts of local demand, used by Kuehn and Hamburger (1963), and local

volume, used by Feldman, Lehrer, and Ray (1966). As with both of
those concepts, there is no theoretical justification for using [5.2]
in the manner outlined in Step 1.4. That is, it does not necessarily
generate the '"best" starting solution. Computationally, though, it
seems to perform well; for small p;oblems it almost always finds the
optimal solution immediately. Heuristically, it is a reasonablé cri-
terion because one would expect many of the timber parcels 'closest"
to a specific facility (jk2&) to be assigned to that one facility in
the optimal solution. This is essentially the idea of the Kuehn-
Hamburger and Feldman-Lehrer-Ray techniques, but [5.2] also takes into
account some measure of the fixed costs associated with each facility.
No consideration is given to fixed costs during initial assignments

in either the Kuehn-Hamburger or the Feldman-Lehrer-Ray technique. 1In
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the forest harvesting problem it is not appropriate to ignore fixed
costs during the initial assignments because of their cascading struc-
ture and the fact that they typically exhibit a high degree of variance.
Experience with an earlier version of this algorithm which considered
only parcel values and cableway emplacement costs showed, in fact,

that the initial feasible solutions obtained with that method were
often very poor and could lead to situations where the algorithm

stalled in later steps at a solution that was far from optimal.

STEP 2. In this step uneconomical facilities are dropped, and the
parcels previously assigned to them are redistributed among the re-
maining facilities(glus any which have to be added in order to retain

feasibility),

Step 2.1 To make it worthwhile to drop any facility, say (jk&),
the additional costs of using other faéilities to harvest the parcels
presently assigned to facility (jk&) must be more than offset by the
reductions in fixed cost which will result from the closure, plus any
improvements in parcel value which might result. The criterion used
for this purpose by Feldman, Lehrer, and Ray (and the reléted criteria
developed by S4 (1969) and Khumawala (1971) for similar problems) con-
siders the advantage of transferring, to some other single facility,
all customers (parcels) presently assigned to the facility which is
being evaluated for closure. This is not an appropriate criterion
for the forest harvesting problem, because it is rarely possible

(due to the large number of infeasible routes in the problem) to make
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a wholesale swap of facilities in that manner. A criterion which con-
siders the reallocation of the presently served parcels among multiple

facilities is used here. This "drop criterion', §,.

ke’ is computed for

every {(jkz)gé:(jkz)érgkl}, as follows:

=F, +
6Jksl, ijl ngl
[5.3]
<+ . { max V..’ tor =V, "F-l tot }
1€¢jk2_(j’k'2')€§jjé [ ij'k'2' "ijk® "j'k'L
(G'k'2")#(GkL)
where §5k2 = the incremental fixed cost saved by closing facility
(Gk2);
I'k2 = the improvement in total value due to shifts which
J
could be made via the improvement check (Step 1.3)
if facility (jk&) were dropped;
Fg'k'l’ = the incremental fixed cost incurred if facility

(j'k'2') has to be established.

To insure feasibility, any (j'k'%')eU must also meet the requirement

that either L£'#A or L'eAN (k'L")el If for any ied,

jk

quirement cannot be met and there are mo (j'k'2')eA then facility

Qe 2 this re-
(jk&) cannot be dropped.

Note that in computing criterion [5.3], any possibility of closing
the facility which was most recently added (usually during a previous
execution of STEP 3) is specifically excluded. The purpose of ex-

cluding this facility, (jkz)erékz, is to reduce the possibility of
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cycling. 1If a facility were to be dropped which had just been added,
it is possible that in STEP 3 it would be added back again, and so on.
Thus, it is simply not considered as a candidate to be dropped, al-
though it may again become a candidate in some later pass. This
method of reducing the possibility of cycling resembles one used by
Shannon and Ignizio (1970) in a similar context.-

‘During any pass through STEP 2, sjkl is computed for all
{(jkl)qé:(jkl)éfgkl}. If, for any such (jk&), &,

jk

worthwhile dropping facility (jk&). If on the other hand ijzso, no

2>0, then it is

apparent improvement can be made by dropping (jk&) at present. . In

this case, continue computing sjkl for the remaining facilities to

be evaluated, or, if the list has been completed, go on to Step 2.2,
Note that if 6jk2=0 for any (jk&), thé solution obtained by drop-

ping facility (jk&) would be an alternate to the present solution

with the same value of the objective function. The algorithm does not

investigate any such alternate solutions.

REMARK 1. Experimentation with this algorithm has shown that the order
in which facilities are evaluated by equation [5.3] can significantly
influence the final result. To capitalize on this fact, decide which

facility to consider first by computing, for each {(jkl);é:(jkl)éfgkl},

0,,,=-£, +7}.
ik jka lE@jkl

{ } [5.4]

Vijke

Then consider first the facility for which Ojkl is minimized. Note,

however, that although criterion [5.4] specifies the order in which
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facilities are to be considered during STEP 2, it does not guarantee
the order in which they will actually be dropped. Infeasibilities may
cause a high-priority facility to be retained, but permit a low-priority

facility to be dropped.

Step 2.2 Once the decision to drop facility (jk&) has been made,
the related decision of how to reallocate the parcels presently served
by (jk&) must also be made. In keeping with criterion [5.3], compute,

for each 1€®jk2’

13k'e" " Vijke T Fyrerer? [5.5]
where (jk2) and (j'k'L') are restricted as in [5.3].

Then remove parcel i from (jk&) and assign it to the (j'k'L') corres-

(1)
jke °
ijz, and place the index of (jk&) in ijz.

(jk&) required that facility (j'k'2') be added, place the index of

ponding to § Having done this, revise lists A, U, A, Hl’ and

Also, if dropping facility

) L L L
(G'k'e') in ij2,

repeat Steps 2.1 and 2.2 for the remaining {(jkl)eé:(jkl)érikz}. When

Then execute the improvement check (Step 1.3), and

the list of (jke)eA has been exhausted, go on to Step 2.3.

REMARK 2. The description of STEP 2 has to this point been concerned
only with dropping cableway facilities (jk&). 1In fact, however, the
algorithm also considers the possibility of dropping yarding systems
(k%) and landings %. In either case, at least one but possibly many

facilities (jk&) would be dropped as a consequence. The procedure for
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evaluating these options is essentially the same as outlined above,
except that this "imbedding" of attached facilities must also be con-
sidered.

The criterion corresponding to [5.3] which is used to evaluate

whether to drop facility (k&) is the following:

% " e T T
[5.6]
+ Z[Z { max [v... 'y —V. . —i. .}}-f ' .}
j 1€¢jk2 ('R el YA ij'Ke' "ijke " i'Ke ke
(F'Ke")#(3ke)
where ?kl’ Ikl’ and ?&,2, are anélogous to ?skl’ Ijkl’ and Es'k'l'

in equation [5.3].

This criterion is computed for every {(kl)éril:[(kl)eHdTleA]}. If
6k2>0’ then it is worthwhile dropping facility (k&); otherwise, it is
not.

Similarly, to evaluate the utility of dropping facility %, compute

[5.7]

+ Z [z.{z. { max (v,,, y —V. . JF,, J}—?',J -F J
k(%] 1€¢jk2 ('¥2)eUyA ij'Ke ijke 'K k% L
(3'K2")#(ike)

where similar analogies hold as between [5.6] and [5.3].
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This criterion is computed for every {leA:ltri}. As above, if 62>0,,
then landing % is dropped; otherwise, it is not.

Regardless of whether a cableway (jk&), yarding system (k&), or
landing % is dropped, the parcels which are 'freed" by that action are
allocated among the remainiﬁg faciiities (and any which must be added
to retain feasibility) via equation [5.5].

Again, experimentation has shown that the order in which yarding
systems or landings are considered for dropping is important, just as
it is with cableways. Thus, order criteria are computed for these fa-
cilities which are analogous to equation [5.4] for cableways. These

criteria are the following:

(a) for yarding systems,

Op = ~fro * L Lico. Uijin ] [5.8]
jk
(b) and for landings,
Op = ~f zk[_fkl + L [‘ﬁkz * Lico, {Vijkz}” [5.9]

jk

These criteria are applied in the same way that equation [5.4] is ap-
plied for cableway evaluation.

Although the presentation here has considered cableways first,
the current implementation of the algorithm acutally considers dropping

landings first, followed by yarding systems and then individual cable-
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ways (Figure 19). The purpose of evaluating the facilities in this or-
der is to give "first chance" to dropping those facilities which typi-

cally cost the most.

Step 2.3 This step is a decision point from which the algorithm
either continues in an attempt to improve the current solution, or

exits., If STEP 3 has not been executed at least once, proceed directly

to it. Otherwise, if ij£ = sz = Fz = {«} (i.e. no facilities were
i ' =T' =T7'"={.
dropped during this pass through STEP 2) and ij2 sz Fz {-} (no

facilities were added during this pass through STEP 2 or during the

previous pass through STEP 3), then exit; otherwise, go on to STEP 3.

STEP 3. 1In this step facilities which will more than recover their
‘fixed costs are added, and the timber parcels are redistributed among
both the new and old facilities in an effort to maximize the total
value of those assignments.

The procedure in STEP 2 may add facilities as a consequence of
dropping those for which the drop criterion is strictly positive.
Where possible, however, it will simply consolidate the allocation of
parcels among the facilities established in STEP 1 without adding new
ones. Since, as a result of the operations in STEP 2 the structure of
initial allocation (which was somewhat arbitrary anyway) may have been
changed, it is possible that some facilities have now become attractive
candidates for addition. STEP 3 is designed to add any cableway which
will improve upon the present solution as measured by the value of the

objective function.
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COMPUTE DROP
CRITERION
FOR 2

EXECUTE
REVISIONS,
IMPROVEMENT
CHECK
COMPUTE DROP
CRITERION
FOR (jk2)
EVALUATED?
EXECUTE
REVISTONS,
, IMPROVEMENT
COMPUTE DROP CHECK
CRITERION
FOR (k%)
. EXECUTE
DROP REVISIONS,
(ke)?
IMPROVEMENT
CHECK

Figure 19. General order of evaluation of facilities
during Step 2.
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Step 3.1 The procedure at this step is to compute, for all

{(jkl)eg;(jk2)¢Tjk2}, an "add criterion", « , as follows:

ik

ajkﬁl, - —ij"+1jk"+zi€“’3u{(J--gi'f")xeA [(Vijkg'vij-m. +FJ..M. ),0]} [5.10]

where ?3k2 = the incremental fixed cost incurred if facility (jk&)
is added;
Ijk2 = the improvement in total value due to shifts which
could be made via the improvement check (Step 1.3)
if facility (jk&) were added;
ﬁﬁ'k'l' = the incremental fixed cost saved by closing some

part of facility (j'k'2').

I1f ajk250 for any {(jkl)eg;(jkl)érjkz}, then no apparent improvement

can be made in the objective function by adding facility (jk&) at

present. Therefore, continue computing criterion [5.10] for the re-
maining facilities to be considered for additiom, or, if the list has
been exhausted, go on to Step 3.3. If on the other hand ajk

it is worthwhile adding facility (jk%); therefore, proceed to Step 3.2.

2>0, then

REMARK 3. Note that in [5.10] the maximum is taken over a function
similar to that in equation [5.3], except that here those cases are

not considered for which the result of (v, ) is less

ik Vi e e
than zero. Such cases had to be considered in [5.3], because if the

facility in question were to be abandoned, the full consequence of
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that action would have to be absorbed. The present step, however, is
evaluating the possibility of adding a new facility, (jk&). If that
facility is added, there is no requirement that all of the parcels
2 1
ls@jkl

sense to assign parcels to the new facility if they will result in an

be harvested by means of it. Rather, it only makes good economic

improved solution. 1In some cases, of course, this may be all of them.

Step 3.2 To add any facility (jk%) for which ajk2>0’ revise lists
A, U, A, and Hl' At the same time, remove from these lists the indices
of any facilities which can be dropped as a result of adding facility
(jk&). Then, to redistribute the timber parcels among all current
facilities so that total value is maximized, execute the improvement

check (Step 1.3), and revise the lists ijl' Place the index of the

1

. . '
facility added into ijl (and update Pkl

and Pi, if appropriate); also,
place the index of any facility dropped into ijl (Pkl’ Pl)' Then re-
peat Steps 3.1 and 3.2 for the remaining {(jkl)gg:(jkl)érjkl}. When

the list of (jk2)eU has been exhausted, go on to Step 3.3.

REMARK 4. In contrast to the procedure for considering facilities to
be dropped (STEP 2), thé algorithm does not éxplicitly consider the
addition of yarding systems (k&) or landings (&). Typically, because
of the high fixed costs involved, one would not be interested in adding
a new landing or yarding system (given a "good" initial feasible solu-
tion) unless some other landing or yarding system were simultaneously
being dropped. Although the procedure in STEP 3 could manage this

kind of switching, STEP 2 was specifically designed to do so (and al-
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ready should have, before STEP 3 is reached). In any case, computa-
tional experience with the algorithm suggests that facilities are sel-
dom added during STEP 3. Because of the large number of infeasible
routes in the forest harvesting problem, the strength of the algorithm
seems to restylargely on the qﬁality of actions taken in STEPS 1 and
2, although some minor improvement may occasionally result during the

execution of STEP 3.

Step 3.3 1In this step the decision is made whether to return to

STEP 2 for another pass or to exit with the current solution. As in
. . L ?

STEP 2, both sets of indices (ijz, sz, ke sz,

empty in order to guarantee that the algorithm has found the best

L
PZ and T PZ) must be

solution of which it is capable. Therefore, if both sets of indices

are empty, then exit. Otherwise, return to STEP 2.

Implementation

The algorithm presented in this chapter has been coded in
FORTRAN 1V, and complete computer program listings are included in
the Appendix. As with the feasibility and cost analysis programs,
these have been tested extensively, and appear to execute correctly.
Variable names used in the programs correspond as closely as possible
to those used in the preceding section, but some conventions have been
changed in order to permit the development of a more efficient code.
The programs are well documented, however, and usually any such dis-

crepancies are noted in the listings.
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Numerical Example

Consider the example problem of Chapter IV (Table 4). Although
a problem of this size can easily be solved with existing integer
programming codes, it may be helpful to demonstrate the basic procedure
of the algorithm by means of such a problem. Furthermore, the optimal
solution to the problem is already known (Table 7), and will serve as
a good check on the result obtained with the algorithm. For the pur-
poses of this example, the tableau introduced in Chapter IV will be
used to avoid the more laborious procedure of maintaining the lists
discussed during the explanation of the algorithm. As will become
clear in the example, this tableau actually contains all of the lists

implicitly.

Step 1.1

Checking Table 4, note that all parcels can be harvested over at
least two cableways. Therefore, as there is no facility which must be

established for a feasible solution, go directly to Step l.4.

Step 1.4
Compute V% Using the format in Table 9, this can be accom—

jk&°
plished by summing the parcel values in each column, and then subtract-
ing the total fixed costs which would have to be incurred in order to
establish the cableway represented by that column. The result of this
operation is a ij2

values for the example problem are listed in the bottom row of Table 9.

corresponding to each column Xjkﬁ; the appropriate



Table

9. STEP 1.4:

FIND V% .

jk&
® X1 X2
[
5 80 18000 16000
% § X11 X21 X12 X22
g,u 2000 2200 1800 2000
3 ;:é' X111 X211 | X121 | %221 | X312 | Xu12 | X322 | X422
P 1000 800 600 500 1100 700 800 700
1} 3000 o 800 - 1000 - - —
ﬂ 21 3200 — 1100 - 900 600 800 —
[}
£l3] - | 1000 — | - |100| — | 1200} --
[« 7Y
8 41 3500 - 2000 — o 900 - 1200
fa)
A |s| 600 | 700| - | -- | -- | 12000 | 700 | 900
6 e 800 — 1200 700 700 700 700
ijz ~10700 | -18300{~-16900}~19500}~149Q0f ~15300{~15400 ~15900

*
Vike
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It is important to recognize that since no facilities have yet been
established, and since the current step is evaluating the possibility
of adding a single cableway, all fixed charges are included in the to-
tal for each column. Thus, columns are considered independently. This
is equivalent to the operation in equation [5.2], excluding the maxi-
mization.

Having obtained all of the columm totals, select the column with
the largest total. This total is V#*

jk

.= -10700, which corresponds to cableway

T and the cableway (jk&) should
be added. 1In Table 9, V?k
(111).

Next, assign to cableway (;;3;) all of the parcels which can be
harvested by means of that cableway and have not already been assigned
to some other facility. 1In the present step, since no facilities were
previously established, each parcel for which a vélue is listed in
column (x;;;) should be assigned to cableway (y;;). The circled values
in Table 10 represent these assignments.

Normally, after executing Step 1.4, the improvement check (Step
1.3) would be executed. In this case, however, only one facility has
been éssigned. Therefore, no improvements can be made by shifting

assigned parcels among assigned facilities, and the algorithm contin-

ues by executing Step 1.4 for the remaining unassigned facilities.

Step 1.4, Second Pass

At this point it is helpful to cross out the rows corresponding

to parcels which have previously.been assigned (Table 11). This is be-
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- Table 10. STEP 1.4 (Continued): PARCEL ASSIGNMENTS.

w X1 x2

o0 §:o 18000 16000

g _g X11 X21 X12 X22

g : 2000 2200 1800 2000

S gé X111 X211 X121 X221 X312 12 X322 Xy22
= 1000 800 | 600 | 500 | 1100 | 700 | 800 | 700

1 |{3000 - 800 - 1000 - - -
@ 2 £3200 - 1100 - 900 600 800 -—
% 31 — 1000 - - 1400 - 1200 -
; 4 {3500 - 2000 - - 900 - 1200
§ 5|\ 600 700 - - = 1000 700 900

6| — 800 - 1200 700 700 700 700
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Table 11. STEP 1.4, SECOND PASS.

® X1 X2
[}]
;’:0 ff 18000 16000
%‘ Ec‘: X)1 X21 X12 X22
o 2000 2200 1800 2000
3 :;2 X111 X211 | X121 | X221 | %312 | Xy12 | X322 | Xu22
B 1000 800 600 500 1100 700 800 700
1
'_“_" 2
[}]
o
] 3
[+
E 4
i
E: 5
6 - 800 —-— 1200 700 700 700 700
ijg, —_— +800 -0 -0 -~16800{-17800{-16900} -18000
' .

V¥
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cause equation [5.2] considers only parcels which have not yet been as¥
signed to some facility. Next, compute the ijz for each column, adding
only the Vijkz

one facility (including a cableway, yarding system, and landing) has al-

for rows which have not been crossed off. In this case,

ready been assigned. Therefore, for any column affected by that assign-
ment, subtract only the incremental fixed charge which would have to be
incurred in order to establish the facility corresponding to the column.
In the example, columns affected by the previous assignment are (x211),
(x121), and (x32;). Two of these, however, correspond to yarding sys-
tem (1), whereas the yarding system surrently assigned to landing (;)
is (y1). Thus, those facilities cannot be added; assign a value of -
to their V, Select V#* o> as before. 1In iable 11, v#*

jke” jk jk
which indicates that cableway (57;) should be added next.

.= +800,

Assign to cableway (5;;) all of the parcels having values listed
in column (x,;;) and which have not been crossed off. The resulting
assignment, including all previous assignments, is shown in Table 12.

Next, execute the improvement check.

Improvement Check (Step 1.3)

For each parcel which has been assigned to a facility, select the

largest Visk

15k which corresponds to that parcel and is listed in one

of the assigned columns. This is the vi corresponding to parcel i.
Enter its value in the rightmost column of Table 12, row 1i.

Check the circled v,

in each row against the v#* for the same
ijke i



Table 12.

STEP 1.4, SECOND PASS (Continued):
PARCEL ASSIGNMENTS AND V?.
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o *2
g f 18000 16000
% ,g X11 X21 X12 X22
g o 2000 2200 1800 2000
S 9 X111 X211 | X121 | %221 | =x312 | ®u12 | X322 | Xy22 -
o
B 1000 800 600 500 1100 700 800 700 vi
3000 —— 800 - 1000 - - -~ 13000
ﬂ 3200 — 1100 - 900 600 800 -~ 13200
[}]
b - — | - 1400 | -—- {1200 | -- 000
=9
s 3500 - 2000 —— - 900 —_— 1200 3500
e
5 600 700 - — - 1000 700 900 | 700
—_— 800 - 1200 700 700 700 700 | 800
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row. If for any row the'vi is greater than the circled wvalue, then a
better assignment exists for that parcel among the currently assigned
facilities. Therefore, reassign the parcel to the column corresponding
to the v?. In Table 12, the only sﬁch reassignment indicated is for
parcel 5; it should be reassigned to cableway (233).

Table 13 sho&s the current solution at the end of the improvement
check. ©Note that all of the parcels have been assigned to some facil-
ity. Therefore, thevinitialization process is complete; an initial
feasible solution has been obtained.

At this point, the algorithm would proceed to Step 2. The opera-
tions in Steps 2 and 3 are simple to perform, but wquld require con-
siderable space to demonstrate and are therefore not detailed here.
For this problem, in fact, the drop and add criteria in Steps 2 and 3
all turn out to be negative. Therefore, no facilities are dropped or
added, and the algorithm terminates with the solution in Table 13.
Checking Table 7, it is evident that in this case the algorithm found
the optimal solution during‘the initialization step. For small prob-
lems, this is often the case. 1In fact, for ail of the (small) problems
tested, the initial feasible solution was optimal; This was somewhat
of a problem during the testing of the algorithm, as initial feasible
solutions which were not optimal had to be input manually in order
to create a situation upon which Steps 2 and 3 could act. For large
problems, of course, there is no reason to believe that the initial
feasible solution would be optimal. At any rate, the algorithm does

not recognize optimality as such; it can only recognize the fact that



Table 13.

IMPROVEMENT CHECK.

REVISED SOLUTION AFTER THE

g x2
‘én 2? 18000 16000
)"; ‘6“ X11 X21 X12 X22
8 o 2000 2200 1800 2000
S gé X111 X211 X121 X221 X312 Xy12 X322 Xu22
o4
F= 1000 800 600 500 1100 700 800 700
3000} — 800 - 1000 - —— -
f_" : 3200 — 1100 - 900 600 800 -
[}]
5]
g - @ —— —— 1400 - 1200 -
[
’5‘) — 2000 - — 900 - 1200
=t
E
; 600 700 — - - 1000 700 900
—_— 800 —_— 1200 700 700 700 700

145



146

no apparent further improvement in the objective function is possible.
Thus, even if the initial feasible solution is optimal, the algorithm

continues through an execution of Steps 2 and 3 before terminating.

Computational Experience

Many publications describing algorithms for solving facilities
location problems include the results of extensive computational exper-
ience. Recently, in fact, there have been efforts to standardize the
test problems which are solved; Geoffrion (1969), for example, has
described about 30 all-integer (0-1) programming problems which have
been used by numerous authors for computational testing. Certainly
there are advantages to such standardization, particularly when gener-
alized algorithms are being tested.. In the present case, however, the
algorithm has been developed to solve a specific class of problems
which has not previously appeared in the literature. To provide exten-
sive computational experience, therefore, numerous problems similar to
the example on the preceding pages would have to be generated and
solved. Such problems are too sméll to be of practical use in forest
management, however, and the approach here has therefore been to concen-
trate instead on the solution of a single problem of practical size,
which is presented in the next chapter. For the purpose of develop-
mental testing, of course, several small problems similar to the example
above were solved with the algorithm; the average computation time on
the CDC 3300 for those problems was about 6 seconds. The optimal

solution was obtained in all cases. Computation times for the integer
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programming algorithm described in Chapter IV to verify the optimal
solution averaged about 35 seconds. All of the problems were funda-
mentally similar, and contained between 35 and 45 variables. The
number of constraints for such problems is always related to the

number of variables by the expression in equation [4.17].
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VI. APPLICATION OF THE METHODOLOGY

As this study has been directed primarily at the development of a
methodology to assist in the planning of forest harvesting operations,
it will be useful to apply the methodology to an actual planning area
in order to demonstrate both its capabilities and its limitations. For
this purpose a portion of the Harvey Creek watershed on the Siuslaw
National Forest, near Reedsport, Oregon, has been selected (Figure 20).
The planning area itself consists of two small drainages which are
tributary to the North Fork of Harvey Creek (Figure 21). Access to
the area, which is about 262 acres in size, is by means of the primary
road shown in Figure 21 (F.S. 2138 in Figure 20). Secondary roads
indicated in Figure 21 are included in the transportation plan of the
Siuslaw National Forest, but have not actually been constructed. The
timber on the area, which is entirely unharvested, varies from young-
growth to old-growth, with most of the area being occupied by fairly
large second-growth Douglas-fir (Figure 22 and Table 14). The area of
the Oregon Coasﬁ Range in which the planning area resides is commonly
called the "Smith-Umpqua Block" as it lies near the confluence of the
Smith and Umpqua Rivers (Figure 20). It is characterized by deeply
dissected landforms, highly unstable soils, and large, commercially
attractive timber (McNutt, 1976). Because of the instability of its
soils, all harvest operations in the area were suspended in 1970 sub-
ject to the development of an environmentally acceptable harvest plan.

Such a plan would limit road construction to a low-density, ridgetop
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Table 14. DESCRIPTION OF VEGETATIVE TYPES ON THE PLANNING AREA.

Attribute Type 1 ‘ Type 2 Type 3 Type 4 Type 5 Type 6 Type 7
Area Covered (ac) 73 67 37 22 35 21 7
Site Class! I11 ‘ Iv Iv - IV I11 11T v
Stand Age (years) 85 125 125 75 105 75 55
Trees per acre 90 91 52 81 54 79 91
Logs per tree? 2.5 3.0 3.5 1.0 3.0 2.5 2.5
Average DBH3 (inches) 17 . 22 25 20 20 26 18
Maximum DBH (inches) 40 66 78 60 42 64 76
Volume per acre (fbm/ac) 30500 63200 69600 21500 31500 59200 33800
Volume per log (fbm/log) 140 230 380 260 190 300 150
Wood Density (1bs/fbm) 8.5 8.5 8.5 8.5 8.5 8.5 8.5

lgite Class is an index of the relative cépacity of an area for timber production. Site I is the
highest classification; Site V is the lowest.

2A "log" is assumed to be 32 feet in length.

3DBH = tree diameter, measured outside the bark, at breast height (about 4-1/2 feet above the ground).
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network such as that shown in Figure 21, and would inSure that the har-
vesting systems used would be capable of full or partial suspension of
logs, as prescfibed, in the vicinity of streams or areas of unstable
soils (McNutt, 1976). Thus, the area appears well suited to the kind

of analysis developed in the present study. An additional consideration
of some importance is the fact that the Siuslaw National Forest has
recently completed the collection and organization of a physical data
base for the Harvey Creek watershed which is sufficient to provide the

kind of information needed for the methodology described in this study.

Fixed Grid Mapping

To describe the planning area digitally, a 100-foot fixed grid was

superimposed over the area. The average elevation, vegetative type, and

" an appropriate physical feature were then recorded for each of the result-

ing 10,000—squafe—foot parcels. Figure 23 illustrates this method for
the physical features. Note that a buffer strip has been provided along
the major stream, and that botﬁ full and partial suspension ("restricted
yarding') have been specified along portions of the two tributary
streams. The rectangular boundary in Figure 23 shows the limits of the
fixed grid matrix which was required in order to describe the irregularly
shaped planning area. The entire matrix contains 40 rows and 55 columns;
part of a summary table from the matrix is given in Table 15. It is
interesting to note that the digital map had to be extendéd several hun-

dred feet to the west of the major stream. This was necessary in order
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able 15. PORTION OF A SUMMARY TABLE FOR THE
PLANNING AREA DATA MATRIX.

Matrix! Vegetative Physical
Row  Column Elevation ‘Iype2 Feature3
3 16 430 99 0

3 17 430 4 3

3 18 460 4 1

4 21 500 4 2

5 30 1020 5 99
11 38 1370 5 5
11 43 1300 5 4

lEntries have been extracted from the matrix in order to demon-
strate nomenclature and convention; they are not in order.

2Vegetative type codes correspond to those in Figure 22, except

that cod

e 99 indicates that the parcel is outside of the planning

area (i.e. it is not to be harvested).

3Physical

WwNHO
]

s~

w
o

feature codes are as follows:

parcel is outside of the planning area

full-log suspension is required over this parcel
partial suspension of logs is required over this parcel
parcel is a buffer strip or other no-cut area within
the planning area

road

landing

ground skidding of logs is permitted
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to provide data for tailholds to be located on the hillside above the
stream in the manner suggested earlier in Figure 6. As a result, the
physical land area which had to be described in order to "cover" the
262-acre planning area is actually 505 acres. Methods exist for re-
ducing the storage requirements occurring in such cases (see, for exam-
ple, Amidon and Akin, 1971), but these have not been investigated in

the present study.

Yarding System Alternatives

The yarding systems selected for study in this application are
of three basic configurations: highlead, running skyline, and live
skyline. Specifically, the four yarding systems considered are as

follows:

1. Madill 071 West Coast Towerl2 (highlead) -- a medium-sized
(284 hp), mobile yarder with a vertical, steel tube tower,
mounted on a self-propelled crawler. Although the 071 is by
design a live skyline yarder, it is frequently operated in

highlead configuration.

2. Smith-Berger Marc V (running skyline) -- a medium-sized (300
hp), mobile yarder with an inclined, swinging boom, mounted

on a self-propelled, rubber-tired undercarriage.

12
The use of trade names in this paper is for information only and

does not imply endorsement.
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3. Skagit BU-199/T-110HD (live skyline) -- a heavy (556 hp) yarder
with a vertical, steel tube tower, mounted on a self-propelled,

rubber-tired undercarriage.

4. Skagit BU-90/T-90 (live skyline) -- a heavy (510 hp), trailer-

mounted yarder with a vertical, steel tube tower.

The choice of these yarding systems is somewhat arbitrary, as many sim-
ilar systems could be selected which might operate as well under the
conditions specified for the planning area. The four systems selected,
however, have recently been the subject of detailed time studies
(Dykstra, 1975; Van Winkle, 1976a), and the data which are available
for them are therefore more comprehénsive than those which are normal-
ly available for comparable systems. A summary of the data pertinent
to this study is contained in Table 16. Supporting cost information
and calculations are included in the Appendix. The yarding regression
coefficients listed in Table 16 were adapted from Dykstra (1975) and
Van Winkle (1976a). The cableway emplacement parameters and delay co-
efficients (also in Table 16) are based upon analyses by Van Winkle
(1976b) and McGonnagill (1975).

Table 17 summarizes the maximum expected number of logs per turm,
which is a function of both yarding system and timber type. These
values were estimated by considering the lateral yarding capabilities
of each yarding system (Table 16) and the distribution of trees in each
timber type (Table 14). Other data in Table 17 relate to the proposed

landing sites, which are shown in Figure 21. Detailed calculations



Table 16.

YARDING SYSTEM DATA FOR THE

ACTUAL APPLICATION.

Yarding System

Attribute 1 2 3 4
Running Live Live
System Type Highlead Skyline Skyline Skyline
Maximum Reach (ft) 965 2000 3950 2000
Maximum Lateral Reach (ft) 50 150 200 200
Mainline Unit Weight (1lbs/ft) 1.42 2.14 1.85 1.04
Haulback Unit Weight (1bs/ft) 1.04 - 1.04 0.72
Skyline Unit Weight (1bs/ft) - 1.42 2.89 2.34
Maximum Safe Tension (1bs) 26500 26500 53300 43300
Butt Rigging or Carriage Weight (1bs) 300 850 3500 3500
Spar Height (ft) 50 50 110 90
Maximum Tailtree Height (ft) 0 100 100 100
Full Suspension Clearance (ft) 0 50 50 50
Partial Suspension Clearance (ft) 0 20 20 20
Minimum Acceptable Turn Volume (fbm) 200 200 200 200
Total Yarding System Cost ($/hr) 74.54 92.09 115.51 96.58
System Installation Cost ($) 600 800 3195 925
Cableway Emplacement Parameters:
ag(min) ) 5.2 18.1 20 10
a; (min/ft) 0.023 0.015 0.05 0.04
Ot;_(min/ft) I equation [3.26] - 0.208 0.166 0.200
o3(min) 10 15 20 20
Yarding Regression Coefficients:
Bo (min) _ 3.6953 3.1905 2.4973 4.8252
8, (min/fbm) 2.8797x10_3  1.0030x10_3  2.4064x10 *  6.0306x10_"*
B, (min/fbm) -4.0344x10_ 3 -1.0625x10 3 -1.1453x10 *  1.3634x10 *
B3(min/ft) } equation [3.19] 1.6996x10 3 2.3369x10 3  1.9075x10_3  1.4618x10_3
By (min/ft) 0 1.1857x10 2 1.6689x10 2  1.8331x10 2
B5(min/log) 0 0 5.3080x10 3  8.9508x10 2
Bg(min/pct) | 0 0 7.3780x10 3 ©
Delay Coefficient 1.15 1.20 1.25 1.20

8¢T
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Table 17. ADDITIONAL DATA FOR THE ACTUAL APPLICATION.

A. Data Related to Timber Type

Timber Type

1 2 3 4 5 6 7

Maximum Expected Logs Per Turn:

Yarding System 1
Yarding System 2
Yarding System 3
Yarding System 4

Delivered Log Pricel($/Mfbm)

Oy P W
Oy W
WM
Vi N
WWwMNoN
N
Oy W

125 150 170 125 135 155 125

lgstimated after McNutt (1976).

B. Landing Data?

Landing
1 2 3 4 5

Landing and Spur

Road Construction

Cost ($) 18,810 52,260 11,750 14,200 106,850
Estimated Hauling

Cost to Mill

($/Mfbm) 11.73 11.87 11.77 12.08 12.60
Location of Spar

on Fixed Grid

(Row, Column) (12,38) (13,31) +(16,48) (32,43) (36,18)

2Calculations and supporting data are given in the Appendix.
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supporting those data are also included in the Appendix.

Logging Feasibility and Cost Analysis

Figure 24 illustrates the feasible cableway alternatives which
were isolated as a result of the logging feasibility and cost analysis
for this application. Numerous cableway locations in addition to those
shown were tested, but proved to be infeasible. The alternatives were
initially laid out on a topographic map by considering yarding system
capabilities and terrain configuration, and were then appraised for
apparent feasibility by field visits to the site. The feasibility and
cost analysis programs were then run to confirm or reject feasibility,
and to estimate timber parcel values. No claim is made that thgse are
the "best'" alternative cableways with which to enter the optimization.
Another analyst working from the same data base would most likely com-
pile an entirely different set of alternatives.

Because of its length (more than 100 computer printout pages), the
complete feasibility and cost analysis for the application is not in-

cluded here. A brief summary of the results, however, is as follows:

1. Because of the long spans required to obtain satisfactory
deflection for many of the cableway alternatives at landings
2 and 5, only the long-reach system (BU-199) can be installed
at either of those landings. Note that many of the cableways
for those landings had to be anchored outside of the planning

area itself (Figure 24).
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2. The cableway alternatives at landings 1, 3, and 4 would be
feasible for any of the skyline systems. However, a ground
reconnaissance of the area indicated that the terrain at those
sites is such that none of those landings could be made large
enough to accommodate the BU-199 without a high risk of soil
failure. The same is true of landings 1 and 3 for the BU-90,
which is somewhat smaller than the BU-199 but still consider-

ably larger than either of the other two systems.

3. Terrain conditions on the planning area are such that the
highlead system can only be placed at landings 1 and 3 if the
entire planning area is to be harvested. If the highlead
system were placed at landing 4, as an example, an area of
about 5 acres between landings 4 and 5 could not be harvested
at all. This is due primarily to the limited reach of that
system, which is less than half the capability of the skyline

systems (Table 16).

‘As a result of this analysis, data prepared for entry into the
heuristic optimization procedure were limited to the following alterna-

tives:

1. Landing 1 -- Madill (highlead): 10 feasible cableways;

Marc V (running skyline): 9 feasible cableways.

2. Landing 2 -- BU-199 (live skyline): 48 feasible cableways.
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3. Landing 3 -- Madill: 2 feasible cableways;

Marc V: 13 feasible cableways.

4., Landing 4 -- Marc V: 24 feasible cableways;

BU-90 (live skyline): 23 feasible cableways.
5. Landing 5 -- BU-199: 15 feasible cableways.

The number of timber parcels which could be harvested over each cable-
way is a function of cableway length and the lateral yarding capabil-
ity of the individual yarding system. For this application, as few as
4 and as many as 128 parcels could be harvested over individual cable-
ways. A total of 5350 harvesting alternatives were segregated for the
1048 parcels on this planning area; thus, each parcel could be harvest-
ed, on the average, by means of 5 different cableways. As there are
144 feasible cableways, 8 yarding system/landing combinations, and 5
landings, the mathematical programming formulation of this problem
would require 5507 decision variables and 6555 constraints (see equa-
tions [4.16] and [4.171]).

Total computer time for the feasibility and cost analysis was 15.1

minutes on the CDC 3300. This figure includes time for data entry and

line printer output as well as computation time. An additional 6.3
minutes of computation time were required to prepare random access data
files for use by the heuristic algorithm (see program RNDFILES in the

Appendix).
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Improvement Algorithm

Computation Times

An initial feasible solution was obtained with the CASCADE algo-
rithm after 93.3 minutes of computation time. Subsequently the algo-
rithm entered Step 2 (the "drop'" step), and during the first pass
dropped one cableway from the solution. No landings or yarding systems
were dropped. Prior to completing a single pass through Step 2, how-
ever, the job was terminated at 26.7 minutes after initiation because
all of the computer time budgeted for the project had been expended.
Judging from the progress of the algorithm to that point, however, it
appears unlikely that any significant improvement would have been made
during subsequent passes. The one improvement that was made resulted
in only a 0.09 percent increase in the objective function. Because of
the way the "drop criterion" is evaluated (see Chapter V), the first
change that is made to the initial feasible solution is the one which
will cause the greatest total improvement in the objective function.
At a rate of less than 0.09 percent per improvement, it would take a
great many changes to significantly influence the value of the objective
function.

This result was not altogether unexpected. As mentioned earlier,
for all of the small test problems the optimal solution was found dur-
ing initiation. It was very unlikely, of course, that for problems of
practical size an initial feasible solution would be found that could

not be improved. Because of the fact that the initiation routine was
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structured to consider not oniy parcel values but also the cascading
effect of fixed charges in the problem, however, it should always find
an initial feasible solution that is very good. Furthermore, Cooper
(1964) has observed that for location-allocation problems in general,
the total cost curve is often very flat in the vicinity of the minimum.
Therefore, one would expect that, given an initial feasible solution
somewhere on the flat portion of the curve, only small improvements
could be made thereafter. Similarly, Pierce (1968) has remarked that
for mathematical programming approaches to such problems, a large por-
tion of thé total computation time is commonly expended in proving
optimality, whereas either the optimal solution, or one quite close

to it, may have been obtained at an early stage in the computations.

Case Study Results

The best assignment of timber parcels to landings for the case
study area, as éomputed by the heuristic algorithm, is shown in Figure
25. Also shown are the locations of the 62 cableways which were
selected for assignmenﬁ from among the 144 feasible alternmatives con-
sidered. A portion of the computer output for the solution is shown
in Table 18, and a summary of results is contained in Table 19. Al-
though these results would be most meaningful in the context of alter-
natives proposed for the same planning area, several useful observations

can be made:

1. The cutting units designed by the heuristic algorithm are
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Best assignment of cableways and timber parcels on the case study
area as determined by the heuristic algorithm.
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Table 18.

LANDINGS
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VI E N

SUMMARY OF CABLEWAY/PARCEL
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A PORTION OF THE COMPUTER OUTPUT FROM THE

IMPROVEMENT ALGORITHM.

FIXED
CcosT

188190
52260
11750
14200
106850

P e Pt sttt v T o)
>+ P+ ===

YARDING SYSTEM FIXED
ASSIGNED CosT

L L % T T 2 1 2 L 2 2 X 3 - > W

8090
3195

ASSIGNMENTS

CABLENAY 11
ANCHOR=( 6,34)
LANDING=
PARCEL NET VALUE
{ 7+35) 635
{ 8,35) 703
( 9,386) 715
{10,36) 727
(10,37) 727
(11,38) 743

g - e WA, W a W

TAILTREE=

25 FT$ EMPLACEMENT COST=% 53
13 YARTING SYSTEM= 2
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(similar reports would follow for all other assigned cableways)
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Table 19. SUMMARY OF THE HEURISTIC ALGORITHM RESULTS
FOR THE CASE STUDY APPLICATION.

Item Costs
$ $/Mfbm!
Total mill value of all parcels2 1,781,490 147.34
-Estimated yarding costs ) 241,225 19.95
-Estimated hauling costs 146,085 12.08
-Landing and spur road construction costs 203,870 16.86
Fstimated in-place timber value? 1,190,310 98.44

lTotal timber volume on the planning area (calculated from the data
in Table 14) 4is 12,091.4 Mfbm. : '

2Calculated from the data in Tables 14 and 17.

3This figure cannot be compared directly with the commonly used
"stumpage value" unless other relevant costs are subtracted. These
include such items as reforestation, slash disposal, and administra-
tion costs. '
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quite large, even for an industrial forest harvesting operation. The
unit at Landing 2, for example (see Figure 25), covers an area of ap-
proximately 129 acres; the units at Landings 4 and 5, about 53 and 58
acres, respectively. Cutting unit size, however, is a function of the
number of potential landing sites on the planning area. For this ap-
plication, the existing transportation plan for the area was used with-
out alteration,‘and only five landing sites were considered available.
Thus, it should have been expected a priori that the resulting cutting

units would tend to be large.

2. Estimated yarding costs for the solution are surprisingly low,

~given the long-reach skyline units specified for most of the area.

A recent yarding appraisal guide developed by the Bureau of Land
Management (1972) lists estimates of $30/Mfbm to $45/Mfbm for long-
reach skyline yarding under conditions similar to those on the study
area. This result has two implications. First, because the analysis
considers varying topographic and timber conditions over the entire
planning area, much better cost data are developed than is possible
with conventional procedures which use estimates of average conditionms.
Second, the improvement algorithm attempts to find the total assign-
ment of timber parcels to facilities which will maximize the value of
those parcels. Often, this will also be the assignment that minimizes
yarding costs. For the case study, the algorithm appears to at least
have been effective in finding a solution for which yarding costs are

far below those that would have been expected.
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3. The highlead alternative was not selected for either‘of the
landings at which it could have been emplaced. This is not a judgment
on the general applicability of highlead yarding, but rather an obser-
vation that for the specific conditions encountered on this study area,
expected fixed and variable costs for the running skyline are less
than those for the highlead. This could be due to any of a large
array of factors, and it is not possible to say with certainty why the
running skyline was selected for both landings in spite of its signif-
icantly higher hourly cost (Table 16). Inspection of the feasibility
and cost analysis results for both systems, however, suggests a
slightly higher load capability for the running skyline. In addition,
the lateral yarding capébility of the running skyline permits a higher
expectation of logs per turn for that system than for the highlead
(Table 17). The combination of these two factors gives a slightly
lower yarding cost estimate for the running skyline on many of the
cableways for which both systems were considered. This conclusion
should not be generalized, however; to a considerable extent it is un-
doubtedly dependent upon the capabilities and costs of the specific
yarding machinery considered. The Madill 071, for example, is actually
a live skyline yarder rather than a highlead yarder. It was used for
the highlead alternative in this study because highlead yarding data
with that system were available from previous studies (Dykstra, 1975).
An analysis involving a more conventional (and cheaper) highlead yarder,

however, might give entirely different results.

4. Tt was somewhat surprising that Landing 1 was assigned at all,
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since the cutting unit associated with that landing is too small to re-
cover all of the landing and spur road construction costs. On close
inspection of the feasibility and cost analysis results, however, it is
evident that two of the 1/4-acre parcels could not be harvested by any
other landing. Therefore that landing had to be established in order
to obtain an initial feasible solution. Had some other alternative
been available for harvesting those two parcels, Landing 1 would not
have been established. Therefore, the expenditure of some effort to
find such an alternative would pay éff in a sizeable reduction in

fixed charges.

5. A result which will probably be of considerable interest to
forest managers, and to landscape architects as well, is the fact that
the cutting units designed by the heuristic algorithm are quite irreg-
ular in shape, particularly where the terrain is most dissected. This
is a direct refutation of a pfinciple to which foresters have long ad-
hered: that the "most efficient" cutting unit design is geometric
(either rectangular or circular) in shape. Again, any temptation to
generalize this result should be resisted. Where slopes are uniform,
in fact, the cutting boundaries produced by this methodology will al-
most certainly be uniform themselves; the unit at Landing 3 (Figure 25)
is an illustration of this. In areas of uneven terrain, however, the

most efficient design is likely to feature irregular boundaries.

Suggestions for Application of the Methodology

Although the solution obtained by applying the CASCADE algorithm
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may be very near the economic optimum for a given planning area, it
should be considered only a "first approximation'" to the eventual tim-
ber harvest plan for the arfea. The prescribed plan should be scrutin-
ized closely, realizing that it has been developed by using an ab-
straction from reality which is admittedly idealized. As an example,
the solution may show islands of timber which would have to be yarded
through standing trees (see Figure 25). If this is undesirable, or if
it is expected to significantly increase yarding costs, then the cutting
unit boundaries should be revised. Because of the structure of the
methodology, any such revisions can be incorporated easily by changing
parcel assignments in the appropriate random access files (see the
discussion of file structures in the Appendix). The result of these
changes on the total expected value of the planning area can then be
computed directly without having to re-run the CASCADE algorithm. Thus,
"sensitivity analysis" is greatly facilitated.

Similarly, changes to unit boundaries may be desired in order to
enhance aesthetics. Whenever such changes are made, the 'value" of
the adjusted solution can easily be computed; this revised value will
reflect the imputed cost of the improvement in aesthetic quality, and
will thus permit economic comparisons of aesthetic tradeoffs. Although
this is not a new idea (Rickard, Hughes, and Newport, 1967), it has not
previously been successfully incorporated into a harvest planning model.

At current rates, the cost of obtaining the solution in Figure 25
was about $900. This includes computer time for data entry and file

preparation, for making the feasibility and cost analysis, for running



173

the improvement algorithm, and for outputting the resulté on the line
printer. It also includes terminal costs, the cost of line printer
paper, and file storage charges for one month. For a planning area
worth nearly $1.8 million, this amount is insignificant. Many forest
areas, however, are not capable of producing revenues on a scale which
would justify the expense of this type of analysis. In addition, the
lack of suitable data for the analysis could increase the total costs
associated with this methodology substantially. On the National
Forests, efforts are currently underway to develop a digitized data
base which is consistent with the requirements of this methodology
(McNutt, 1976). For most other forested areas, however, the appropriate
data would have to be obtained before an analysis could be undertaken.
In general, it appears that the gains to be realized by the appli-
cation of this methodology would more than offset the cost of the
additional planning effort for harvest areas which have one or more of

the following characteristics:

1. High-value timber.
2. Steep, highly dissected terrain.
3. Unstable soils or other critical environmental problems.

4., High aesthetic impact.

The current version of the feasibility and cost analysis, of course, is
limited to only four cable systems (although, among them, these four
systems account for a majority of the timber harvested annually in the

Douglas-fir region). The improvement algorithm, on the other hand, is
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general enough to be applied to any cutting unit design problem, re-

- gardless of the logging system to be used. Thus, if parcel values can

be estimated for harvesting by, say, cable, helicopter, balloon, or
tractor systems, then the algorithm can be used to find a satisfactory
total assignment of parcels to facilities for those yarding systems.
For problems of the type considered in this application, theblimited
computational experience obtained so far suggests that the initial
feasible solution obtained with the CASCADE algorithm may be close
enough to the optimum that attempts to improve upon the initial
solution are unnecessary. Further research is needed to test this

hypothesis, however.
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VII. SUMMARY AND CONCLUSIONS

In this study, a two-part methodology has been devéloped to assist
in the design of timber harvest cutting units and the assignment of
logging equipment to those units. The first part of this methodology
considers the specific topographic and timber conditions on a forest
planning area, plus aﬁy harvesting restrictions which may be imposed
on portions of the area because of expected envirommental problems.
This information is combined with the known mechanics of the alterna-
tive logging systems under consideration to determine the feasibility,
and estimate the alternative costs, of harvesting each "parcel" of
timber from the area. Thus, a set of feasible harvesting alternatives
is developed for each timber parcel; associated with each alternative
is a value which represents the worth of the timber on the parcel, net
of variable logging and transportation costs, if it were to be har-
vested by means of that alternative. The second part of the method-
ology consists of a heuristic optimization algorithm, developed
specifically for this study, which seeks to maximize the total value
of timber on the planning area, mnet of both fixed and variable harvest-
ing and transportation costs. The algorithm insures that all parcels
on the planning area are assigned to some harvesting facility, and
permits each landing site to be occupied by no more than one yarding
system.

While the procedures used in both parts of the methodology de-
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scribed above would have to be considered "state-of-the-art', only a
few of the procedures themselves are actually new; most are simply
applications of existing knowledge to a new area. The most important
new development in the feasibility and cost analysis portion of the
methodology is the use of a digital model to portray not only topo—
graphy, which has been done before, but also timber conditions and
harvesting restrictions. Thus, harvesting ''feasibility" is no longer
limited to an assessment of the load carrying capability of the logging
system, but also considers the size and distribution of the logs which
are to be yarded, and environmental restrictions which may constrain
the harvesting methods themselves.

In the optimization portion of the methodoiogy, the CASCADE algo-
rithm developed as part of this study has been based loosely upon
several previdus algorithms for solving facilities location problems,
but differs markedly from those algorithms in two respects. TFirst, it

"cascading fixed charge"

considers problems which exhibit a special
structure; that is, a fixed charge structure in which several levels of
fixed charges must be incurred for any complete facility installation.
Second, it attempts to find a very good initial feasible solution.

Other algorithms usually move quickly to "any" initial feasible solution,
and then attempt to improve upon that solution. Because of the cascad-
ing structure of fixed charges in the forest harvesting problem, however,
experimentation with the algorithm showed that poor initial feasible

solutions often stalled without ever approaching the optimal solution.

Thus, the strength of the present algorithm appears to depend heavily
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upon the fact that it finds an initial feasible solution which is often
very close to the optimal solution.

This dissertation has been concerned primarily with the development
and demonstration of a methodology, rather than with experimentation by
which detailed harvest planning guidelines could be derived. Several
observations based on experience with the methodology, however, may

be of interest:

1. Visits to the site of the casé study applicétion emphasized
the importance of integrating the planning process with detailed field
checking. Had these visits not been made, for example, the large
BU-199 yarder might have been specified for installment at Landing 1,
which is simply not capable of supporting such a large facility. Sim-
ilarly, many candidate anchor positions were eliminated during the
field visits when it becamé obvious that the installation of cableways
at those positions would have been impossible. This not only saves
computation time but also prevents the inadvertent assignment of a
cableway which might appear feasible to the model but in actuality

could not be emplaced.

2. The most important single factor influencing the shape of cut-
ting unit boundaries appears to be the character of the terrain on the
planning area. In areas of uniform slope, relatively uniform boundar-
ies would be expected; in areas of sharply dissected topography, highly
irregular boundaries are likely. The specific location and shape of

cutting boundaries are highly site-specific, however, and depend not
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only upon terrain but also upon timber type and the characteristics of

the yarding systems assigned to the opposing cutting units.

3. An important facility of the methodology presented here is
the fact that the "cost'" of revising a solution can be easily obtained.
This means that the solution found by the CASCADE algorithm can effect-
ively be considered a starting point for more detailed planning; ad-
justments can be made in order to more effectively utilize the assigned
yarding systems (from the point of view of a logging engineer), to en-
hance the aesthetic quality associated with cutting unit design (from
the point of view of a landscape architect), or simply to test the

sensitivity of the objective function to changes in the solution.

Suggestions for Additional Research

During the development and testing of the methodology considered
in this study, several areas in which additional research might provide

substantial gains became evident. These include the following:

1. A natural question to ask with regard to any planning method-
ology is: ‘"how much better can this procedure be expected to perform
than a competent analyst using existing guidelines?" Regardless of
the philosophical or mathematical value of an operations research
approach, its worth to any potential user depends largely upon the an-
swer to this question. The present study, which has been concerned

with the development of the methodology itself, has not attempted to
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provide insight into this question. Thus, a high priority for addi-
tional research would be to measure the quality of harvést plans devel-
oped independently by competent logging engineers and by the planning
methodology presented in this dissertation. Specifically, such research
should consider planning areas which vary in both size and in character,
so that conclusions can be drawn with respect to the kind of planning

area which is suited to each planning method.

2. The present computer programs by which this methodology has
been implemented should be considered experimental. The feasibility
and cost analysis program, which is relatively straightforward, appears
to be very fast, although a good programmer could undoubtedly improve
it. The program which executes the heuristic algorithm, however, is
relativgly slow. Significanp improvements in execution time would
almost certéinly result if it were reprogrammed. The random access
file structﬁre which is used to maintain both the current solution and
all potential solutions appears to be cumbersome and may account for a
significant amount of computation time. In addition, many of the con-~
ventions used in programming the algorithm were arbitrary; during the
testing of the program one such convention was changed and the average
execution time was cut by a factor of ten. An early priority for ad-
ditional research involving this algorithm would therefore be to have
it reprogrammed by a competent programmer familiar with optimization

methodologies.

3. Two of the critical assumptions discussed in Chapter I were
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(a) that only clearcut silviculture is considered, and (b) that the
forest is presumed to exist in a static condition for the duration of
the harvesting period. These assumptions are particularly important
as fhe inventory of old-growth timber becomes depleted and the forest
industry comes to rely more and more upon young, vigorous forests. An
important research objective would therefore be to generalize the
methodology developed here so that changes in prices and costs over
time (including the discounting of future costs and revenues), mortal-
ity and growth, and alternative silvicultural methods could be invest-
igated. The means for accomplishing this is not straightforward.
Applications of facilities location theory over time (Ballou, 1968;
Wesolowsky and Truscott, 1975) have typically involved only very small
problems because of the combinatorial difficulty encountered in dynamic
situations. Perhaps a case study approach could Be justified in order
to provide guidelines for revising or restructuring the basic "static

forest'" methodology.

4. As noted in the discussion of exact procedures for solving
0-1 integer prpgramming problems, some very  large problems have been
solved by Martin (Geoffrion and Marsten, 1972), using an efficient
cutting plane algorithm. These problems have been characterized as
having a strong tendency toward integer values, with all 1's or O's
on the right-hand side, and usually all 1's or O's in the matrix.
These characteristics also apply to the forest harvesting problem,
and it may be that the problem could actually be solved more efficiently

by Martin's approach than by the heuristic algorithm. If the exact
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procedure were to prove feasible, but too expensive for practical use,
a comparison of the exact and approximate solutions would at least
provide valuable information as to the worth of the solutions obtained
by the heuristic algorithm.

The ability to efficiently solve the integer programming problem
which corresponds to the forest harvesting problem is an attractive
idea for at least two reasons. First, it would always provide an
optimal, rather than approximate, result. Second, it would permit
the incorporation of additional constraints without requiring major
methodological revisions. The integer programming problem formulated
for this study represents (almost) unconstrained optimization, in spite
of the fact that a large number of constraints is required in the prob-
lem. Most of these constraints are essentially structural; that is,
they describe the cascading fixed charge structure of the problem.

Only two sets of constraints actually describe resource limitations;
one of these requires that each timber parcel be harvested exactly
once, and the other insures that no more than one yarding system is
assigned to any landing (see Chapter IV, equations [4.6] - [4.15]). It
would be interesting in some cases to be able to test many other con-
straints. As an example, one might want to find the optimal assign-
ment of timber parcels to cableways, subject to limitations on, say,
the total number of parcels assigned to any landing (i.e. cutting unit
size), or the total volume of timber being hauled over any spur road,
or the number of times that any specific yarding system is to be used.

Constraints could also be written, after the method of Garfinkel and
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Nemhauser (1970), to require that cutting units be contiguous. Any
such limitations would be difficult to include in the heuristic algo-
rithm, but could easily be added to an integer programming structure
(although doing so might greatly increase the computational difficulty

of the problem).

5. Certain of the assumptions made during the feasibility and
cost analysis portion of this dissertation should be examined more
closely in the context of their impact on the final solution. These
include the following:

a. The assumption that caBle segments under tension can be
approximated by rigid members ratﬁer than the true
catenaries;

b. Aésumption [3.18], that the load capability of a skyline
system when a turn of logs is being skidded or partially
suspended‘is approximately equal to 1.5 times the load
capability of the same system when the turn is fully
suspendéd.

In addition, a more rigorous procedure should be developed for estimat-
ing highlead yarding load capability. The method used in this study
represents an initial effort which was developed because no previously

published analysis was available.
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Concluding Remarks

The methodology developed for this study provides the forest man-
ager with two new tools which can assist in the planning of forest
harvesting operations. First, a flexible procedure for evaluating the
feasibility and costs of alternative cable yarding systems has been
provided; and second, a heuristic algorithm has been developed which
seeks to design optimum cutting units by considering the results of the
feasibility and cost analysis. It should be emphasized that these
procedures only provide information for decisions; they should not be
permitted to make decisions. Invariably, it is impossible to fully
describe a planning problem in terms of a mathematical model. With
the exception of certain soil and water values, for example, the
model considéred here completely ignores non~timber resources. These
resources are always important and may sometimes be critical; therefore,
the forest manager himself cannot afford to ignore them. The model
formulated for this study, like all models, is an abstraction from
reality. If it gives optimum or satisfactory answers to the problem
that has been formulated, then it can provide a wvaluable service to the
forest manager by suggesting actions which can be taken and the prob-
able consequences of those actions. No model can foresee the future,
nor can it relieve the forest manager of the responsibility of making
the very difficult decisions that have to be made in any resource

management job. It can, however, provide a stronger foundation on
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which to make those decisions. Hopefully, the methodology described

here will be capable of making that kind of contribution.
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APPENDIX T

Glossary of Timber Harvesting Terminology'!

Allowable cut. The quantity of timber which can be harvested during a
specific time period such that the perpetuity of the timber stand 1is
assured.

Average yarding distance. Total yarding distance for all turns yarded
to a particular landing divided by the total number of turms.

‘ Bucking. The process of cutting felled trees into logs.

Buffer strip. A strip of vegetation left along streams or roadways to
improve shading, reduce the entry of residues into the stream or road,
or contribute to aesthetic quality.

Cableway. The configuration of one or more cables, stretched between
a spar and an anchor, which defines the pathway along which logs are
moved during cable yarding.

ccf. The abbreviation for 100 cubic feet of solid wood.

Choker. A noose of wire rope used for attaching logs to the yarding
system,

Chord. The slope distance from the top of the spar to the anchor.

Clearcut. A harvesting method in which all of the timber in a cutting
area is removed during a single entry.

Cutting unit. An area of timber designated for harvest. As used in
this paper, the term is synonomous with "setting'': the area logged
to one yarder position.

lMany of the definitions in this Glossary have been taken from the fol-
lowing sources:

Forest Service, USDA. 1969. Glossary of cable logging terms.
Portland, USDA Forest Service, Pacific Northwest Forest and
Range Experiment Station, 7 p.

McCulloch, W. F. 1958. Woods words. Portland, Oregon Historical
Society and The Champoeg Press, 219 p.

Society of American Foresters. 1958. Forestry terminology.
Washington, D. C., Society of American Foresters, 97 p.
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Deadman. A wooden, concrete, or metal bar buried in the earth for the
purpose of anchoring a standing line or guyline.

Deflection. The vertical distance between-the chord and the skyline,
measured at midspan. Usually expressed as a percentage of the horizon-
tal span length.

External yarding distance. Slope distance from the landing to the most
distant point within the cutting unit boundary.

fbm. Feet, board measure: an abbreviation for board feet. A board
foot is a measure of the volume of wood contained in a 12'"x12"x1" sec-
tion of log. Large volumes (such as the volume represented by an entire
stand of timber) are usually expressed in thousands of board feet,
abbreviated Mfbm.

Felling. The act or process of cutting standing trees.

Flyer. A live skyline system composed only of the skyline and a main-
line, so that return of the carriage to the timber must be accomplished
by gravity. Frequently referred to as a 'gravity retum", "drift", or
"shotgun'" system. '

Grapple. A hinged mechanism, capable of being opened and closed, which
is used to grip logs during grapple yarding or loading.

Ground lead. A method of yarding logs in which the pull of the skid=
ding line is parallel to the ground (i.e. a spar or other means for

providing 1ift is not used, or is ineffective).

Haulback. A wire rope used to pull the mainline back to the timber for
the attachment of logs during yarding.

Landing. The area where logs are assembled by the yarding process.

Live skyline. A cable yarding system in which the skyline can be
raised or lowered during yarding.

Loading. The act or process of placing logs onto trucks or other
vehicles for transport.

Logging. All or any part of the task of converting trees into logs and
delivering them to an unloading point; synonomous with the term
"lumbering" which is commonly used in eastern forestry.

Mainline. The hauling cable.

Regeneration harvest. Removal of timber in preparation for the estab-
lishment of a subsequent timber crop. ’
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. Rock bolt. A bolt which may be drilled into rock for the purpose of

fixing guylines for anchoring.

Rotation. The period of time required to establish and grow timber
crops to a specified condition of maturity.

Running skyline. A system of two or more suspended moving lines, gen-
erally referred to as the mainline and haulback, that, when properly
tensioned, will provide lift and travel to the carriage.

Shelterwood. A silvicultural method in which mature timber is removed
in a series of cuttings which extend over a period of years equal
usually to not more than one-quarter and often not more than one-tenth
of the rotation. '

Silviculture. The science which deals with the theory and practice of
controlling forest establishment, composition, and growth.

Skyline. A cableway stretched tautly between a spar and an anchor and
used as a track for log carriers.

Skyline anchor. A device used to secure the end of a skyline opposite
the spar. Commonly used anchors include stumps, standing trees, trac-
tors, deadmen, and rock bolts.

Slash. Woody residue left after logging.
Span. The horizontal distance from a spar to an anchor.

Spar. The tree or tower on which rigging is hung for use in a cable
yarding system.

Standing skyline. A skyline system in which the skyline cable is fixed
during the yarding operation (i.e. it cannot be raised or lowered).

Strawline. A light cable used to string heavier lines; synonomous with
"haywire".

Tailhold. The anchorage at the outer end of a skyline or highlead
yarding system, away from the landing.

Tailtree. A tailhold which has been placed in a tree in order to im-
prove deflection. Synonomous with '"tailspar".

Timber type. A descriptive term used to group stands of similar char-
acter, by which they may be differentiated from other groups of stands.

Turn. The logs yarded in any one trip.
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Type island. A contiguous area on a planimetric map of timber types,
within which the timber is considered to be of a single type.

Yarding. The process of conveying felled timber from the stump to a
landing, or "yard".

Yarding road. The area bounded by the length and lateral yarding width
of any cableway emplacement.
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APPENDIX II
Listings of the Logging Feasibility

And Cost Analysis Programs
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U FORTRAN PROGRAM CABLYRD

PROGRAM CABLYRD

COMMON NROWSyNCOLSyGRIB,CHOSLP,PHI,THETA,CARINT(5)

COMMON THOCOL (10) THOROW(1D) EAST 4 XNORTH,XMYD

COMMON SPAN,O,Y,H4LANDSG

COMMON/CABLE/ PROFILE(35,2),BFMIN(SY,0ENSTY (10},
TGRIOSy ISYSTMaELL»SL2,WL1(5)4,N2(5)4REACHIS), THAX (5),
SPAR{S5) 4 IBUFFLITLROW,ITLCOL,OLAST,SLVLST,,CUMDIST,
ELEV, TToTATL(5) yCLEAR1S5+2) ,AVLOG{10) » TURNMX(1D0,5),
ISYSI5Y ,HG(35)

COMMON/FEAS/ AROW,ACOL,8R0OW,RCOL,CROW,CCOL+DR0W,DCOL

DIMENSIOM XLAT{5)4TITLE(18)4,COSTI5),CMOVE(S), 0CHG(5,3)

DIMENSION COZFF (5,7Y,DELAY(5),CLANOL(102,HAULILID)

DIMENSION VOLPAC(10),PRICEL10)4RIGI(5)

THIS PROGRAM EFYAMINES A OIGITIZEO PLANNING AREA fc
EVALUATE THE FEASIBILITY OF USING CASBLE YARDING SYSTEMS
AT SPECIFIC LANOINGS AND ANCHORED OVER SPECIFIC CABLEWAYS,

THE PRESENT CAPABILITIES OF THE PROGRAM ARE LIMITED
TO HIGHLEAD, RUNNING SKYLINE, AND LIVE SKYLINZ SYSTEMS
OVER A SINGLE SPAN,

IN ADDITION TO THE FEASIBILITY ANALYSIS, THE PROGRAM
ESTIMATES THZ COST OF YARTUING EACH PARCEL ON THE PLANNING
AREA WHICH CAN BS ACCESSED FRO™ ANY OF THE CABLEWAYS. THIS
COST IS THEN ADOSD TO THE EXPECTED HAULING COST FROM THAT
LANDING TO AN APPRATISAL POINT, AND THE TOTAL IS SUBTRACTSD
FROM THE EXPECTED APORAISAL POINT VALUE OF THZ TIMBER IN
THE PARCEL. THE RESULT IS THE EXPECTED NET VALUE OF THE
TIMBER IN THE PARCEL IF IT WERE TO 8F YARDED OVER THAT
SPECIFIC CABLEWAY, ©TACH CABLEWAY IS UNIQUE? A CABLEIWAY
MAY BT IOENTIFIED BY A UNIQUE COMBINATION COF LANDING,
YARDING SYSTEM, AND ANCHOP POINT,

HIGHLEAO SYSTEM FEASIBILITY IS ESTABLISHED 8Y MIANS
OF A STATIC ANALYSIS WORKEO OUT AS PART OF THIS STUDY.

LIVE ANO RUNNING SKYLINZ FEASIBILITY IS EVALUATED
8Y A PROCEDURE RIPORTED INT CARSONy We Wes AND Co N. MANN,
1971. AN ANALYSIS OF RUNNING SKXYLINF LOAD PATH. POPTLAND,
USDA FOREST SERVICE, PAC. NeWe FOREST € RANGE ZXP. STAes
RES PAPQ PNH-iZU' Q P,

PROGRAM CASLYRDO SEIRVES PRIMARILY AS A FROMT=-EMD OEVICT
TD PREPARE DATA FOR ANALYSIS BY THE CASCAOE ALGORITHM OR 2Y
AN EXACT 0«1 PROGRAMMING ALGORITH™ (THT LATTIR FOR SMALL
PPOBLEMS) s OUT2UT FILES WHICH ARE PSEPAREDN 3y CABLYRD
ARZ AS FOLLOWS? {LUN=LOGICAL UNIT NUMBER)

LUN 6 == CABLYRD INPUT QDATA SUMMARY AND RUN SUMMARY,

LUN 7 == LISTING OF THE VALUE OF SAGCH PARTEL IF YARDID OVER
ANY SPECIFIC CASBLEWAY,
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10

1co

PROGRAM CABLYRD

LUN 8 == A TABLE WHICH DESCRIBES EACH CABLEWAY. INCLUDED
AF THE LANDING NUMAER, YARDING SYSTEM NUMBER, ANCHOR GRID
LOCATION, ELREVATION OF THE TAILHOLD ABOVE THE CENTROID OF
THE GRID, AND CABLEWAY EMPLACEMENT COST. THIS IS A RANDOM
ACCESS FILES CABLEWAY NUMBER IS ONE GREATER THAN THE LOGICAL
RECORD NUMBER, WHERE A LOGICAL RECORD CONTAINS THE FIVE
ELEMEINTS LISTED ABOVE.

LUN 3 == AN INFORMATION FILE FOR USE BY THE ZASCADE ALGO-
RITHM? CONTAINS THE VALUES OF =NCOLS~y =NSYS=~, =CMOVE(I)=-,
«NLAND=y =CLAND(I)=y AND =ICABL=-. FORMAT IS I7 OR F7.0 AaS
APPROPRIATE,

IN ADOITION TO THE ABOVE, CABLYRD USES THI FOLLOWING
DATA FILES AS INPUT?

LUN 1 == RANDOM=-ACCESS DATA FILE CONTAINING THE MATRIX
OF ELEVATIONS., THESE ARE STORED ROW=BY=ROW, F0M THE
TOP, AND EACH ELEVATION OCCUPIES FOUR BCD CHARACTER
SPACES (I.E. ONE BCD WO=D),

LUN 2 -« RANDOM=-ACCESS DATA FILE CONTAINING THE MATRIX
OF FOREST YYPE COOES, STORSD IN THE SAME WAY AS LUN 1.

LUN 3 == R2WUNDOM=ACCESS DATA FILE CONTAINING THZ MATRIX
OF SPECIAL FEATURE CODES, STORED IN THE SAME WAY AS
LUNS 1 AND 2, '

LUN S == QUN DATA FOR CABLYRD,

00 18 I=1,10
CLAND(T)=0.

IF (I .GT. 5) GO T 10
CMOVELI) =0,

CONTINUE

READ IN THE RQUN TITLE,

READ(5,50) TITLE
FORMAT (17%4%)

READ IN RUN DATA.

GRID=FFIN(S)

NROWS=IFIXIFFIN(5))

NEQLS=IFIY(FFINIS))

WRITE (64100) TITLE,GRIDsNROWS,NCOLS

ROPMAT (2S2/7#£12/2-2,9012%2) /202410, 20A3LE LOGGINGZ,
# SYSTEM FEASIBILITY AND COST ANALYSIS2/#£02,10X,
10A8/7202, 90 (2%2)/
2=GRID SIZE=2,F7.2,% FEFT2/7200ATA MATRIX HAS 2, Ik,
2 QOWS AND 2,TI442 COLUMNS.2//71X4043{2=21)

£ W

READ IN YARDING SYSTEM DATA.

202



PAGE

i1c9
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
125
127
128
129
130
134
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
167
148
149
156
151
152
1%3
188
154
157
158
1549
180
161
152

3 OSU FORTRAN PROGRAM CABLYRD

c
NSYS=0
N=IFIX{FFIN(5})
IF (N .GT. 5) GO TO 115
110 NSYS=NSYS+1
IF (NSYS 4LE. 5) GO TO 120
115 WRITE (6,9901)
9901 FORMAT (£(*®*®*EQROR***%#* TOO MANY YARDING SYSTEMS: 2,
1 #NO MORE THAN S5 ALLOWED.2/7)
STOP
120 ISYSINI=IFIX(FFIN(S)}
REACHIN)I=FFIN(5)
XLAT{N)=FFIN(5)
W1{N)=FFIN(5)
W2I{N)=FFINI5)
THAX (N)=FFIN(5)
CTARRWTIN) =FFIN(5)
SPAR(N}=FFINI(5)
TAIL(N) =FFIN(5)
CLEAR(NG1)=FFINI(S)
CLEAR(IN,2)=FFIN(5)
BFMIN(N)=FFIN(5)
COSTIN)=FFIN(5)
CMOVE(N)=FFIN(5)}
RIGIN)=FFIN(S)
00 1390 I=1,3
130 RDCHGIN,I)=FFIN(5)
N=IFIX{FFIN(5)}
IF (N .%0. 9999) GI TO 14D
IF (M 6T. 5) GO TO 115
GO TO 110
1640 WRITE (6,150)
150 FORMAT (2=SUMMARY OF YARNING SYSTFM DATA%/20%2,T56,
ZMAX  SUSPENSN MINZ,15X,2TAILTREE2/#2 SYS °YS MAY Zs

ZREACH LATERPAL WT WT TEMSION WEIGHT . 4T HT FULL 2,
204RT TURN 3$/HR COST (MIM/FT) eelhABaeeeli, A0D TIMZZ)
WRITE (6,155)

155 FORMAT (2 eee come cocen emcceec cece ccce wcveca=?,

(VLR AV

1 # =eecme ccce come ceee ceece ccee coccae  ccee  ceceaee-z,
2 2 eece ccce  cmceceeez/)
D0 170 I=1,NSYS
WPITE (65150) IoISYSUI)GREACH(I),XLATII) W1(I),W2 (),
1 TMAXUI) 4 CARRHTII) 4SPARLT), TATL(I), (CLEARII,J) 9 J=1,2),
2 AFMINAIV,COSTUI)4CMOVE(T),CIG(I), (POCHGIT,3) 4J=1,3)
160 FNRMAT (2T4yF7.09FBe09F7e2,F64242F740sF6e0sFlels2F5.0,
1 FBe0sF7424F6s0sFTeltyFBalsFBa34F6,0)
170 CONTTINUE
WRITT (6,175)
175 FORMAT (//,118(2=2))
c
> READ IN YARDING REGRESSION COEFFICIENTS BY SYSTEM,
¢ ,

£MAX SEGL SEG2 MAX CAR? SPAR TAIL CARR CLR F3M/32,
¢ COST MOVE RIG TIMZ ROAD CHANGE BUFFZRz/z NO,., TYPE 2,

203
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183
184
135
148
187
188

209
210
211
212
213
214
215
216

e Xe Kol

204

4 OSU FORTRAN PROGRAM CA3LYRD

N=IFIX(FFIN{(5))
17¢ IF (N .GT. S) GO TO 115
00 177 I=1,7
177 COEFFIN,I)=FFIN(S)
DELAY (N)=FFIN(S)
N=IFIX{FFIN(S)) .
IF (N «NE, 9999) GO TO 176
HWRITE (64178)
178 FORMAT (£-SUMMARY OF YARODING REGRESSTON COEFFICIENTS2/

1 20%48X4s2CONSTANT VOL/TURN VOL/LOG YARD #,
2 #0IST LAT DIST LOGS/TURN CHORDSLOPE - DELAYZ2/
3 #£ SYSTEM (MIN) (MIN/FBM) (MIN/FBM) 2,

& 2{MIN/FOOTY (MIN/FOCT) (MIN/LOG? (MIN/PCTI 2,
5 ¢ FACTOR%)
HRITE (64185)
185 FORMAT (2 —a- —— 2.
1 ——— —- - L2
2 t eeemeeap/)
N0 181 I=1,NSYS
WRITS (64179) I {COSFF(ToJ) 9J=1+7)DELAY(T)
179 FOPMAT (I541Xe7¢1XeT11,4),F6,.2)
121 CONTTINUEZ
WRITE (6,186) .
186 FORMAT (//% £,96(2=%))

READ IN LANDING DATA.

NLAND={
N=IFIX(FFIM(5))
IF (N oGT, 10) GO TN 130
130 NLAND=NLANO#*1
IF (MLAND .LE. 10) GO TO 200
190 WRITE (6,9902)
9902 FORMAT (20%*xxsZQROR**%%3 TOO MANY LANDINGSS NO MORE - ¥,
1 2THAN 10 ALLOWED.2//)
STop
200 THNROW(N)=IFIXIFFINISG))
IHDCOLIN) =IFIX(FFIN(S))
IF (IHDROWIN) JLE. NROWS JAND, IHOCOLIN) JLE. NCOLS)
1 GO To 20% '
WRITE (6,49905) IHDROWIN),IHDCOL (N}
9905 FOQMAT (20*»3sxCQROR*+*%x ATTEMPT TO PLACT A LANDCINGZ,
1 2 AT (241942424199 2)2/7)
STop
205 CLANDIN)=FFINI5)
HAUL (N} =FFIN(S5)
N=IFIX(FFIN(5))
IF (N .EQ. 9999) GD TN 218
IF (N ,GT, 10) GO TN 1490

GO0 YO 138

210 WRITE (64220}

220 FORMAT (2-SUMMARY OF LANOING DATAZ/£02,T14,25PAR 2,
1 £LANDING HAUL#/¢ LANDING LOCATION 2aNO SPUR Z,

2 #2COSTz/2 NC. ROW COL CONSTR. £/42)
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217

239
240
241
262
24%
2Lk
245
2u8
247

256
257
258
259
2510
251

263
264
28%
266
257
2R3
269
270

AN

5 0SU FORTRAN PROGRAM CASLYRD
WRITE (6,225)
225 FOPMAT (2 =meecee =ec ccc mccecace  ece==%/)
D0 240 I=1,NLAND
WRITE 164230) I,IHDROW(I),IHOCOLAI),CLAND(I),HAULLT)
230 FORMAT (2XyI346XeI3+3XeI342X4F7.0,F842)
240 CONTINUE
WOITE (64245)
245 FORMAT (//% #,36(#=2))

READ IN FOREST TYPE DATA,

NTYPES=)
N=IFIX(FFIN(5))
IF (N .GT. 10) GO TO 270
260 NTYPES=NTYPES+H1
IF (NTYPES LLE. 10} GO TO 28¢C
270 WRITE (6,49903)
998 FORMAT (z(Q*s*ssEQoQoPR®ssss TQQ MANY FOREST TY3ES: £,
1  #NO MORE THAN 10 ALLOWED.2/7)
SToP
28C VOLPACIN)=FFINI(S)
AVLOG (N)=FFIN(S)
DENSTY(NI=FFIN(5) .
PRICE(NI=FFIN(S)
00 28% J=1,NSYS
I=IFIXI{FFIN(S))
IF (I .LE. 5) GO YO 285
WRITZ (649907) J,1I

9907 FORMAT (2(Q*S**3ERQROD®F*3% ATTOMPT TO ENTSR A MAXIMUM TURNZ,

1 2 SIZE FOR SYSTEM 2,13,2, FORSST TYPE 2,12//)
STOP :
285 TURNMY (Ny I)=FFIN(S)
N=IFIX(FFIN(S))
IF (N .E0. 9999) GO TO 290
IF (N .GT. 10) GO Tn 279
GO TH 280
290 WRITE (64300)
300 FORMAT (2-SUMMARY OF FOREST TYPE DATA2/202,T10,
1 2AVG AVG DENSITY  .MAX TURN.,  MILL#/# TYPEz,
2 ¢ VOL/AC VOL/LOG LBS/FB™  SYSTM.LOGS  PRJICEZ)
WRITE (6,305)
305 FORMAT (2 =ee= -- — e meees eceey,
1 2 =eeeeez/)
00 320 I=1,NTYPES
DO 315 J=1,NSYS
IF (J +30. 1) WRITE (6,310) I,VOLEAC(I),AVLOG(I),
1 DENSTY(I)4J,TURNMX (I,4),PRICE ()
310 FORMAT (T4oF9e0¢F7eCsF104145XsT39Fb014F842)
IF (J 4GT. 1) WRITE (653110 JoTURMMX(I,J)
311 FORMAT (T364I39F6.1)
315 CONTINUE
WRITE (6,316)
316 FORMAT (2 2)
320 CONTINUE

205
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271
272
273
274
275
2786
277
279
279
280
281
282
283
254
235
296
287
288
289

290,

291
292
293
294
235
236
297
298
299
300
3014
322
3093
3046
396
3086
387
308
309
310
311
312
313
314
315
315
317
318
319
32¢
321
322
323
324

[y Ny Xl

[z Ne Ny]

€ O0OSU FORPTRAN

PROGRAM CABLYRD

WRITE (64325)

325 FORMAT (/72 #£,51(2=¢%))

9904 FNRMAT (£0%*33xFRROR**¥*53x ATTEMPT TO PROCESS CABLEWAYS FOR 2,

390

READ ANDO PROCESS CABLEWAY ALTERNATIVES,

HRITE (65,370}

FORMAT (2=-CANDIDATE ANCHOR POINT SUMMARY3?)
IFEAS=1

ICABL=0

LANDOG=IFIX(FFIN(S))

IF (EOF(5)) GO TO 1000

IF (LANDG .LE. NLAND) GO TO 390

WRITEZ (6,9904) LANDG,NLAND

1 2LANDINGZ4IG,2? ONLY 2413472 LANDINGS IN THIS ANALYSIS.%2/7)

sSToP
GET YARDIMG SYSTEM,
ISYSTM=IFIX(FFIN{S))

IF (ISYSTM .LE. NSYS)} GO TC 410
WRITZ (6499086) ISYSTM,LANDG,NSYS

.9906 FORMAT (zp***3xERROPH*&8% ATTEMPT TO PLACE SYSTEM 2,I9,
1 # AT LANDING #£,I3,23 ONLY #£,13,2 SYSTEMS IN THIS ANALYSIS.2//)

OO0

(o Ne Re ]

o Ne Nolel

10

9908

415
618

w17

SToP
GET CANOIDATZ ANCHOR POSITION,

ITLROW=IFIX(FFINI5))

IF (SOF(5)) GO TD 1300

IF (ITLROW .EQ. B888%) GO TO 390

IF (ITLROW LEQ. 99993) GO TO 380

ITLCOL=TIFIX{FFIN(5)) .

IF (ITLROW +GT. 0  AND., ITLROW JLE. NROWS .AND,.
1 ITLCOL «GT. 0 .AND, ITLCOL .LE. NCOLSY GJ TO 415
WRITE (5,9388) ITLROW,ITLCOL,ISYSTM,LANDG

FORMAT (2£0%#%s2sCRR00¢s5%x ATTEMOT TO PLACE A TAILHOLD AT
1 T9.%2,2,1942) FOR SYSTEM 2,I3,2, LANDING 2,I3//)
SYoP

SREPARE THE RUN SUMMARY,

IF (IFEAS .EQs D) WRITE (B,4L1E)

FORMAT (242, Tu2,2%%% CABLEWAY DISCAQNEN »%*yz/)
WRITE (64417) LANDG,ISYSTM, ITLPOW,ITLCOL

FORMAT (20 LANDING 2,T2,2 SYST=EM 2,I2,2 ANCHOD (¥,
1 I24%252,I2,20: )

DETERMINE THE GEQOMETOY NECESSARY FOR THE
FEASTISILITY AND COST ANALYSES.

EL1=XHATRIX(IHOROHlLANDG!vIHDCOL(LANOG)91‘+S°AQ(ISYSTH)
EL2=XMATRIX(ITLROW, ITLCOL,1)
IFEAS=1

(2,

206
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PAGE 7 O0OSU FORTRAN PROGRAM CABLYRD

32% IF (EL2 «LT. 0.) WRITE {6,415)

326 IF (L2 +LT. 8.) GO TO G112

327 IFEAS=0

328 C

329 C THE VALUE OF =EAST= IS POSITIVE IF THE ANCHOR
330 C IS LOCATED EAST OF THE LANDING: THE VALUE OF =XNORTH-
331 C IS POSITIVE IF THE ANCHOP IS LCCATEO NORTH

332 € OF THE LANDING.

333 C

37 EAST=FLOAT(ITLCOL-IHOCOL(LANOGY)

335 XNORTH=FLOAT (IHOROW(LANOG) =ITLROW)

338 SPAN=SORT (XNORTH**2 + EAST**2)*GRID

337 CHORD=SQRT{SPAN®SPAN + (EL1i=EL2)**2)

338 C

333 C REJECT THIS CAALEWAY IF THE ODISTANCE ALONG THE
343.C CHORD EXCEEOS THE CAPASILITY OF THE SYSTEM,

31 C

342 IF (CHOROD +GE. REACHCISYSTM) 4ANS, ISYSU{ISYSTM) .NE. 1)
343 1 GO TO &1p

344 CHOSLP=(EL2~ZL1) /SPAN

345 THETA=ATANICHOSLP)

346 IF (ABS(EAST) .LT. 1E-10) TANPHI=.8E300

3u7 IF (ABS(EAST) .GE. 1E«18) TANPHI=ABS {XNORTH/IAST)

348 PHI=ATAN(TANPHI)

349 C

350 C MAKE UP A TERRAIN PROFILE UNOER THE CABLEWAY,
351 € E

352 IGPIOS=1

353 D=0,

354 420 3=D+GRID

355 IF (D oGE. SPAN) GO TO 430

356 IGRIDS=IGRIOS+1

357 IF (ABS(XNORTH) +LT. 1€-10) ROW=FLOAT(IHDROWILANOG)}+.5
358 IF (ABS(XNORTH) .GZ. 1€=10) ROW=(FLOAT(IHDROA{LANDG))+.5)~
339 1 (SIN(PHI)*{D/7GRIDI* (XNORTH/AS(XNOFTHI))

3a¢C IF (ABSI(EAST) .LT. 1E5-10) COL=FLOAT(IHOCOLILANDG)) ¢e5
351 IF (A3S(TAST) .GE. 1E=10) COL=(FLOATI(TIHOCHOL(LANDG))+.5) +
352 1 (COS(PHI)*{(0/GRIDI*(EAST/ARSIEASTI )

352 PROFILE(IGRIDS,1)=0

354 PROFILE(IGRIDS,2)=PTELTV(ROW,COL)

355 GO0 TO 4210

358 C

367 © CALL THE FEASIBILITY ANALYSIS SUBROUTINES,

3r2 C

369 420 IF (ISYSC(ISYSTM) .EQ. 1) CALL HILEAD

r7e IF (ISYS{ISYSTM) .G, 2) CALL SKYLINZ

371 IF (XMY¥YD LE, 1E-10) GO TO 410

372 €

373 ¢ A FEASIBLE CAALEWAY IS INDICATEDS WRITE 0UT

374 © THE CABLEWAY TOENTIFICATION AND FIXED EMPLACEIMEINT

375 C COsT.

376 ©

377 IF (ISYSUISYSTM) (EN. 1) TT=0,

378 CHCOST=(ROCHG(ISYSTM,1) + RDCHGLISYSTM,2¥*CHI®] &
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3 O0SU FORPTRAN PROGRAM CASLYRD

1 ROCHG(ISYSTM,3)*FLOAT(IBUFF). ¢ TTSRIGIISYSTM))*
2 COST(ISYSTM) /60,
ICABL=ICASBL+4
WRITE (8,8801) ISYSTM,LANDG,ITLROW,ITLCOL,
1 TT,CwcosT
B401 FORMAT (4I4,2F4,0)
WRITE (64440) CWCOST
LuQ FORMAT (232,TL2,2CARLENAY SEMFPLACEMENT=S2,F7.2/20%,

1 3X,2AVE AVE AVE AVE AVE YARD2/
2 UuWXeEHOR SLOPE LAY LOGS VoL cosST2/
3 3Xs2YARD YARD YARD PER PER PERZ.
b  17X42EXP2/3X420IST oISTY DIST TURN TUIINZ,
5 ¢ M F3M PARCEL VALUEZ)
WRITE (6,445)
445 FORMAT (2 St cca= cacs ese= — ceme=t,
1 =2 z/Y
IFEAS=1

CONSTRUCT A RECTANGLE ENCLOSING THE CABLEWAY AND
ITS LATERAL YARDING DISTANCE. FIND THE ROWS AND COLUMNS
TO BE SEARCHED IN CORDER TO DETERMINE WHICH GRIDSQUARES
ARE FULLY ENCLOSED WITHIN THAT RECTANGLE.

CALL BIGSQILOWROW,LOWCOLsIHIROW,IHICOL+XLATIISYSTM))

SEARCH THE INDICATED LOCAL ARZA OF THE MATRIX
AND IDENTIFY THOSE GRIDSQUARES WHICH ARE FULLY
ENCLOSED BY THE LATZRAL YAROING APEA/MAXIMUM
YARDING AREA RECTANGLE.

30 510 I=LOWPOW,IHIROW

D0 500 J=LOWCOL,IHICOL

ROW1=FLOATII)

ROW2=ROW1 #1.

COLL1=FLOAT(S)

COL2=C0L1+1.

CALL FEAS{ROW1,ROW2,COL1,COL2,IRES)

IF (IRES .£Q. 8) GO TO 500

ITYPE=XMATRIX(I4J42)

IFCAT=XMATRIX(I5J,43) ~

IF (IFEAT (E0..3 0Re IFEAT 4E0., & +ORe IFEAT LEQ. 5)
i1 GO TO 500 .
IF (ITYPE .EQ. 99) GO TO 500

4 FEASIBLE GRINSQUARE (I,.J) HAS BEEN ISIOLATED,
COMOUTE ITS VALUZ NET NF HAULIMG AMO YARDTING CTOSTS.

FIRST COMPUTE ~-AYD~ (AVERAGT YARDING OISTANCE
ALONG THE CABLEWAY) AND -ALD~ [AVERAGE LATERAL
YARDING DISTANCE PERPENDICULAR TO THE CABLEWAY),

NOTE THAT 90 DEGREES IS APPROXIMATELY EQUAL TO
1.5707963 ©ADIANS,
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450

PROGRAM CABLYRD

IF (IHDCOL(LANDG) .E=Q. JY} BETA1=1.5777963

IF (IHDCOL(LANOG) NE, J) BETA1=ABS(ATAN(FLOAT(IHOROW(LANDG)
1 ~=I)/FLOAT (IHDCOL{LANDG)=J)))

BETAZ2=A8S (PHI-BETAL)

IF (XNORTH .GT. 8. AND, I .GT. THDROW(LANOG)) B8ETA2=

1 BETA14+PHI

IF (XNORTH LT, 8¢ +AND. I oLT. IHOROW(LANDG)) BETA2=

1 BETA1#PHI :

IF (EAST «GTe O« o2&NDe J LT, IHDCOL (LANDG)) BETA2=

1 3.1415926~BETA1-PHI

IF (EAST .LT. 8« +AND. J «GT. IHDCOL (LANDG)) BETA2=

1 3.1415926=BETAL-PHI

XL=SQRT(FLOAT{IHOROW(LANDG)~I)**2 ¢+ FLOATU(IHDCOL(LANDG)=J)**2)
ALD=XL*SIN(BETA2)*GRID

HYD=XL*COS¢(BETA2)*GRID

AYD=YDIST(HYD)

IF ALD<{GRID/2), THE ABOVE UNDERESTIMATIS .
LATERAL YARDING DISTANCE. THE APPROXIMATION BELOW
GIVES BETTER REISULTSs ALTHOUGH IT IS BASED UPON
A CIRCULAR SEGMENT., IT IS VERY CLOSE FOR PHI MEAR
45 DEGREESs AND OVERESTIMATES ~ALD- FOR PHI NTAR O
OR 9" DEGREES (WHEN ~ALD- APPROACHES GRID/2).

IF (ALD oLT. GRID/2.) ALD=2.*GRID/3.
IF (ISYSUISYSTM) .GE. 2) GO TO 465

GET ADOITIONAL PARAMETERS NECESSARY FOR THE
COST CALCULATION.

N=IFIX(AYD/GRID)
XLOGS=TURNMX (ITYPE, ISYSTM™)
TURN=XLOGS*AVLOGIITYPE)

FIND THE LARGEST FEASIBLE TURN THAT CAN BF
YARDED FROM PARCEL (I.J) OVER THIS HIGHLEAD
CABLEWAY,

H=EL1=-EL2

NG 468 K=1,N

D=PROFILE (Ky1)

Y=EL1=PRAFILE (K,42)

WL=TURN*DENSTY(ITYPE)

TENSION=TENSN (WL)

IF (TENSION oLZ, TMAYX(ISYSTM)) GO TO 460

THE ABOVE TURN IS TOO BIG?! REDUCE IT BY A
HALF L0G,.

XLOGS=XL0GS=e5
TURN=YLOGS*AVLOG(ITYRE)
IF (TURN «GTe BFMINCISYSTM)) GO TO 450

THE FEASIBILITY OF A TURMN OF SIZF BFMIN(ISYST™)
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460

LES

PROGRAM CASLYRO

HAS PREVIOUSLY BEEN ESTABLISHEO FOR THIS CABLFWAY, OR
WE WOULD NOT HAVE GOYTEN THIS FAR IN THE PROGREM.
THEREFORE, CONSTRAIN THE LOWER LIMIT ON TURN SIZE

TN THAT VALUE.

TURN=BFMIN(ISYSTM™)
GO TO 470
CONTINUE
GO TO 470

SKYLINE LOAO CAPACITY HAS ALREAQDY BEEN
COMPUTED IN THE SKYLINE SUBROUTINES CONVERT
TO VOLUME AND LOGS/TURN, TRUNCATE XLOGS TO THE
NEAREST ONE~HALF LO0G.

IT=IFIX(HYO/GRIO)

IF (II .EQ. 0) II=1

TURN=WGIITI)/DENSTY(ITYPE)
XLOGS=FLOAT(IFIX(TURN/ (AVLOG(ITYPE)*C,5)))*C,5
IF (XLOGS JLEs TURNMX(ITYPE,ISYSTM)) GO TO 470
XLOGS=TURNMX(ITYPE,ISYST™)

470 TURN=XLOGS*AVLOG(ITYPE)

1
2
3

1

COMPUTE EXPSCTED YARTING COST,.

YTIME=(COEFF(ISYSTM,1) + COEFF(ISYSTM,2)*TURN 2
COSFF(ISYSTMy 3)*TURN/XLOGS + COEFF(ISYSTM,)*
AYD + COEFF(ISYSTM,5)*ALD + COEFF(ISYSTM,56)*¥LOGS
+ COEFF(ISYSTM,7)*CHOSLP*100.)*DELAY(ISYSTH)

YOL= ((GRID*GRINDI/Z43IS60.)FVOLPACIITYRPEY

YTIME=(VOL/TURN)I*YTIME/Z6D,

YCOST=YTIME*COST(ISYST™)

COMPUTE THE EXOECTED VALUE OF THE TIMBER IN
PARCEL (I.J) IF IT IS YARDEO OVER THIS HIGHLEAD
CA3BLEWAY,

VALUSE=VOL*PRICEZ(ITYPZ)/Z1000. -~ HAUL{LANOG)®*vY3L/1000,
-YCOST

WRITE OUT THE RESULT.

IPARCL=J+ INCOLS*(I~-1))~-1
WRITE (7,38082) ICABL,IPARCL,VALUE

3*02 FORMAT (2(IS+1X¥,F11.2)

COMzYLOIT/ZIVNLZ 1000,
WRITT (69480) HYDyAYDg ALD4XLOGSsTURNSCPMyI4Je VALUE

030 FORMAT (3FT7el09F7eleFTeB9F 020X s2(24I24%2424I2,%2)2,

490

495
500

i

F10.2)
IF (IFEAT .E0. 1) WRITE (6,490)
FORMAT (£+2,T70,2%*FULL SUSPENSION®*2)
IF (IFEAT LEQe 2) WRITE (8,495)
FORMAT (Z2+4£,T70,2**OARTIAL SUSPENSION®*2)
CONTINUE
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OSU FORTRAN PROGRAM CABLYRD

510 CONTINUE
IFLAG=0
0=0.
EL=EL1=-SPAR(ISYST™)
CUMDIST=CUMDIST=(2,*SPAR(ISYSTM))={2.*TT)
WRITE (69515) CUMDIST
515 FORMAT (20 ESTIMATZD GROUND DISTANCE, SPAR 7O 2,
1  2ANCHORt 2,F5,042 FEET2)
IF (ISYSCISYSTM) .EQ., 1) GO TO 580

WRITE QUYT THE GROUND AND LOAD PROFILFS
FOR THE SKYLINMNE,

WRITE (69520) DHEL
520 FORMAT (2024732,20IST2/T732,2FROM GROUND LCAD2/

1 2 CABLEWAY PROFILED POINT SPAR ELEV 2z
2 2tCAPACE/T2uL,2 £//+T25,

3 2SPARZ4F7.04F8.0)
00 5406 I=1,IGRIDS
HRITE 164530) I,PROFILEYI,1) PROFILE(IS2),KG(I)
530 FORMAT (T255I4sF7.04F8.0,F3.0)

IF (IFLAG +EQe O «2ND, PROFILE(I,1) .GE, XMYD) WRITE

1 (5,535}
535 FORMAT (#¢24T55,2%*MAXTMUM YARDING DISTANCE**2)
IF (PRWFILE(I1) .GE. XMYD) IFLAG=1
540 CONTINUE
WRITE (64550) SPANGEL2,TT
550 FORMAT (T25,2TAILZ4F7.0,F8.0,T55,2 TAIL TREZ 2,
1 2HEIGHT=2,F3.0,% FEET2//2 2,R1(2=2))

GET THE NEXT CANDIDATE ANCHOR POSITION,
GO TD 410
WRITE OUT THE GROUND PROFILE FOP THE HIGHLEAD.

560 WRITE (64570) 0,5L
S70 FORMAT (20#,T32,201IST2/732,%FROM GROUND2/2 2,
1 2CABLENAY PROFILEY POINT SPAR ELEV2/T 24,
2 ¢ . 2//7T2542SPARZ4F7.0,F%.0)
0n 598 I=1,IGRIDS
WRITE (64580) ILPROFILE(IL1),PPOFILE(I,2)
530 FORMAT (T25+I4aF7.0,F8.0)
IF (IFLAG .EQ. 0 .AND, PROFILE(I,1) .GE. XMYD)
1. WRITE (6,585)
585 FORMAT (282,T46,2%*MAXIMUM YARDING DISTANNESs2)
IF (PROFILE(I«1) .GE. XNYD) IFLAG=1
59¢ CONTINUE
WRITE (64600) SPAN,EL2
600 FORMAT (T2542TAILZ24F7,0,F8,0//2 2,69 (2=2))

GET THE NEXT CANDIDATE ANCHOR PCSITION,

GO TO 410
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2 0OSU FORTRAN PROGRAM CABLYRD

1000 IF (IFEAS .EQe 0) WRITE (6,416}
WRITE QUT INFORMATION DATA,

WRITE 1941010) NCOLS¢NSYS,{(CMOVE(I)sI=1,5)4,NLAND
1 L{(CLAND(I),I=1,10),ICARBL
1010 FORMAT (I7/17+S5F7.0/17+10F7.0/17)
STeP .
END
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0SU FORTRAN SUBROUTINE HILEAD

105

110

F W

b

1

SUSROUTINE HILEAD

COMMON NROWS,yNCOLSyGRIDGCHRSLPyPHI,THETAZCTARINT(S)

COMMON IHDCOL (10} 4IHOROW(13) yTAST ¢ XNORTH,,XMYD

COMMON SPAN,D,Y,H,LANDG

COMMON/CABLE/ PROFILI(33,2),3FMINI(S) ,DENSTY(1G),
IGRIDS,ISYSTM4ELL,SL24W1{S),H2(5),REACHIS), TMAX (5),
SPAR(5), IBUFF,ITLROW,ITLCCL,DLAST, ELVLST,CJMDIST,
SLEVTTLTAILIS) yCLIARIS42) 4AVLOG(15),y TUPNMX(18,5),
ISYS(35)4WG(35)

THEZ HIGHLZAD FTASIBILITY ANALYSIS CHECKS “OR THEI
FOLLOWING? (1) SLOPEZ DISTANCE TO A PROFILE 30QINT
GRIATER THAN THE SPECIFIED MAXIMUM? (2) 3LIND LEIAD
ARZIASS (3) STREAY CROSSINGS, SUFFER STRIPS, 02D3S,
LANDINGS, OR® THE CUTTING AREA 2SOQUNDAPYS AND (G4}
PROFILZ POINTS AT WHICH THE MINIMUM ACCEPTASLE USER-
SPICIFIZD TURN VOLUME WILL CAUSZT EXCTSSIVE TINSION
IN THE MAINLINE. IF AN INFSASISILITY IS JISICVERED,
THEN THZ MAXIMUM YARDING DISTANCE =XMYD- IS TIXED AT
THE PREVIOQUS PROFILE POIMT, IF THIS DISTANCZ IS
LESS THAM 500 FEZT, HOWEVER, THEZ CABLEWAY IS CISCARDED
(UNLESS THE USER=-ENTERZD TAILHOLD LOCATIOM IS LESS THAN
500 SEET FR20OM THE LANDING).

I3YFF=0

XMYD=SPAN

CUMOTIST=SPAR{ISYSTM) *2,

JLAST=0.

SLVLST=EZL1-SPAR(ISYSTY)

00 130 J=1,IGRIOS

JL=l-1

IF {JL «EQ. 8) GO TN 1G5

DLAST=PROFILZ(JL,1)

ZLVLST=PROFILE(JL,2)

J=PRNOFILE (J,1)

SLIV=PPOFILE (J,y2)

CUMDIST=CUMDIST+SORT((D=0LAST)I**2 ¢+ (ELEZV=-
ZLVLST)*#*2)

IF (CUMDIST LLZI. RIACHIISYST™)) GO T0 103

MAIMLINE LENGTH EXCEEZDED,

XMYD=D~GRID

GO Tn 1480
SLNIFF=PROFILELJ,2)=(ELL1=(D*CHDSLP))
IF (CLDIFF JLE. D.) GO T 110

SLIND LZAD ARTA DISCOVERZID,

XMy92=0-GRIN

GO TO 140

IF (ARS(XNORTH) LT, 1£=-1C) IROW=IHDRDWILANDS)

IF (A3S(XNORTH) ,GI. 1E=47) IPOW=IFIXU{FLOAT(IHOROWILAMDG) )+
«5)1=(SIN(PRIV*(N/GRID)* (XNORTH/ABS (XNGRTHI}I)
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PAGE 2 OSU FORTRAN SUBBOUTINE HILEAD
55 IF (ASS(EAST) .LT. 15-13) ICOL=IHDCOL{LANAG)
56 IF (A3S(EAST) .GZ. 1E=~10) ICOL=IFIX((FLOAT(IA0COL(LANDG))+
57 1 514 {COS(PHI)*(0/GRIND)*(EAST/A3IS(EASTI )
58 ITYPE=SIFIX{XMATRIX(IIROW,ICOL,2))
59 IFEAT=IFIX(XMATRIX(IROW,ICOL,3))
50 IF (ITYPE NE, 99 LAND, IFZAT .£Q. 99) GO TO 120
€1 C
62 ¢ STREAM CROSSING, DUFFER STRIP, S0AD, LANNING,
83 C OR AREZ 3IOUNDARY ENCOUNTERSD,
64 C
55 ITYPE=IFIX(XMATRIX(ITLROW, ITLCOL,2} )
66 IFEAT=SIFIX(XMATRIX(TTLROW,ITLCOL,3))
67 IF (IFEAT LEQ. 3 .0R. TTYPS ,FQ. 99) I3UFF=1
68 XMYD=D=-1,
69 50 TO 140
70 ¢
71 C VARIABLE NAMES USEO IN THE FOLLOWING SE3TION ARS
72 C REFERAENCED TO THOST USED IN THY HIGHLIAD TENSION ANALYSTS
73 ¢C PORTION OF THE PAPER,
74 C
75 C COMPUTE THE TENSTION IN THE MAINLINE IF & MINIMUM
76 C LOAD WERE TO BE APPLIED AT THE OROFILE POINT,
77 C :
78 120 WL=8FHIN(ISYSTM)*OSNSTY(ITYPT)
79 TENSION=TENSN (WL)
3g IF (TENSION L LE, TMAX(ISYSTM}) GO TO 130
31 C
52 C MAXIMUM SAFE MAINLINE TENSION £XCTZDZ0,
23 ¢
84 XMYD=)~GRID
35 G0 TN 140

25 132 CONTINUE
87 140 IF (XMYD .GE. 503.) GO TO 150

88 IF (SPAN .LE. 500.) GO TO 150

29 ¢

30 ¢ MAXIMUM FSASISLZ YARDING RISTANSE IS LESS THAN 506
91 ¢ FEST FO2 A P0POSIN SCOAN N GRTATER THAN 500 FIZTS
9z ¢ THIREFORE, DISCARD THE CA3LIwAY,

93 ¢

1N XMYD=¢,

as RETUIMN

98 ¢

97 ¢ COMPLETZ THE CHTICK ON MAINLINF SIGGING LINGTH
98 ¢ CAPACITY,

39 ¢

100 150 J=J+1

111 IF (J .5T. IGRICS) GD Tn 170

102 90 160 I=J,I3RIDS

113 JL=I-1
108 OLAST=PROFILT (JL,1)

105 ELVLST=PRAFILE(JL42)

186 9=PROFILE(I,1)

177 ELIV=PRIFILE(T,2)

103 CUMDIST=CUMDIST+SORT{{D=-DLASTI®**2 + (ELEV-
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SU FORTRAN SUBROUTINE HILEAD

1 SLVYLSTY**2)

CONTINUE

CUMDIST=CUMDIST+SQRT((SPAM<DI**2 ¢+ (EL2~
1 ELEV)**2)

IF (CUMODIST .LE. REACH(ISYSTM)) GO TO 180

MAINLINT RIGGING LENGTH CAPACITY ZXCEEDZIC.

XMYD=Q,
RETURN

THE PROPOSED CABLEWAY (NR THE PORTION 0F IT
3ETWESIN THE TOWER AND THE MAXIMUM FZASIBLS YARDIMG
DISTANCZ) IS ACCEPTZD,

RETURN
END
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110
1

U FORTRAN SURRQUTINF SKYLINE

SUBROUTINE SKYLINE

COMMON NROWSyNCOLSsGRIDyCHOSLPyPHI,THETA,CARRINT (5)

COMMON THOCOL(10),IHOROW(10) 4EAST ¢ XNCRTH,yXMY)

COMMON SPAN,D,Y,H,LAMDG

COMMON/CABLE/ PROFILZ (35,29 ,3FMINI(S) ,DENSTY(13),
IGRIDS,y ISYSTH,ELL,SL2,W1(5),W215),REACH(S), TUAX (5),
SPAR(S) ,IBUFF,ITLROW,ITLCOL,DLAST,SLVLST CUMDIST,
ELEV,TTyTAILIS) yCLEARIS,2) yAVLOG(10), TURNMX (10,5},
ISYS(5) 4WGI(35)

THE SKYLINE FTASISILITY ANALYSIS CHECKS FIR THE
FOLLOWING? (1) GROUND PTOFILE OISTANCE TO THE ANCHOR
POINT (PLUS TWICE THE HEIGHT OF THE SPAR AND TAILTRET)
GRIATER THAN SYSTEM CAPASILITY! (2) LOAD CACARILITY
AT ANY PROFILE P©OINT LTSS THAN THE MINIMUM AZCIPTABLE
TUIN VOLUMES (3) THE OCCURRENCE OF BUFFER STRIPS,
R0A0Ss LANDINGS, 0 THE CUTTING 3QUNDARY ALONG
THE CABLEWAY (ANY OF THESE FIXES THE MAXTIMUM YARDING
DISTANMCE AT LESS THAN THF SPawn),

IF (1) IS DISCOVERED, THE CABLEWAY IS DISCARDED!
IF {2), THEN THE TAILTREZ HEIGHT (INITIALLY SST AT ZZRD)
IS RAISED B8Y 25 FEET AND THE LCAD CAPASILITY FICALCULATEN,
IF STILL INFEASI3LE, THZ TAILTREE HEIGHT IS AGAIM RAISEZD
ANJ SC ON UP T A MAXIMUM OF <TAIL{ISYSTM)= T2ZT, IF
LOAD CAPABILITY IS 2ELCW THE MINIMUM FOR THE HIGHEST
TAILTREZ, THEN THT CASLIWAY IS OISCARDED. IF
{3) IS ENCOUNTZIRID, THEN =XMYD= IS FIXED AT THZ PRESCSHNT
LOCATIDN. UNLESS THZ CANDIDATZ ANCHOR POSITIOM IS LFSS
THAN 500 FEET FROM THE LANDING, HOWEVER, A CABLIWAY WITH
=XMYJ= LESS THAN 500 FEZT WILL 32 DISCARDED.

IBUFF=0

XMYD=SPAN

CUMDIST=SPAR(ISYSTM) *2

DLAST=TT=0,

ELVLST=EL1=SPAR(ISYSTM™)

D0 159 J=1,IGRINS

JL=J-1

IF tJL Q. 0) GO TN 105
BLASY=PROFILI(JL.1)

SLYLST=PRAFILE(JL +2)

D=PROFILE(J,1)

ELEV=PROFILZ (J,2)
CUMDIST=CUMOIST+SORT((O~OLASTI**¥2 + (SLIV=ESLVLIT)**2)
IF (ZUMBIST LLE. REACHIISYSTv)) GO T2 110

SKYLIME RIGGING LENGTH CAPACITY EXCETOLD.

XMYNn=g,

RETUSN

IF (A3S(XNORTH) «LT. 1Z-10) IFCW=IHISOWILANDS)

IF (A3S(XNORTH). GZI. 13=10) IROW=IFIX((FLOAT(IHORCHILANDIG))
* o5) = (SIN(PHI)*(N/GRIN) *(XNOPTH/ARS (XNORTH))))
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2  0QSU FORTRAN SUBRAJUTINE SKYLINE

IF (A3S(ZAST) .LT. 1E-1%) ICOL=THOCOLI(LANAG)

IF (ASS(EAST) ,GE. 1E=-10) ICOL=IFIX((FLOAT(I40COL(LANDG))
1 ¢+ .5) ¢ (COS(PHII*(D/GRID)*(EAST/ARSIEAST)) )Y
ITYPE=IFIX (XMATRIX(IROK,ICOAL,2))
IFZAT=IFIX(XMATRIX(IROW,ICOL,3))

IF (ITYPE .NE. 99 .AND. IFZAT .3Q. 99 GO TO 129

IF (IFEAT .EQ. 1 .OR. IFEAT .E0. 2) GO TO 129

BUFFER STRIP, RMAD, LANDING, OR AREA BOUNIARY
ENCOUNTERED,

XMYD=D-1,
IF (ITYPZ .22, 99 2R, IFZAT .EQ. 3) I3UFF=1

THE PROCEDURE TN THEZ FOLLOWING SECTION IS E£SSENTIALL
THAT OF CARSON AND MANNMN (1371). NOTE THAT WHSN GROUND
SKIODDING IS PERMITTED (IFZAT CSQUAL TC 99), A CARRIAGE
CLZARANCE OF 5 FEZET IS ASSUMED.

120 Y=EL1=EZLEV-5,
ADJUST FOR FULL SUSPENSIOM IF NECESSARY,

IF (IFEAT .EQ3. 1) Y=Y=-CLEAR{ISYSTM,1)+5,

IF (IFEAT .EQ2s 2) Y=Y=CLTAR{ISYSTM,2)+5,
Ti=vy/sD

H=ZL1=(EL2+TT)

TI=(¥Y=H)/ {SPAN=D)
R1=WL(ISYSTM)*D*SQRPT {1, +T1*T1)
R2=WI(ISYSTM)*(SPAN=D) *SQRT(1,+T3I*73)

R3=W2 (ISYSTM) *D*SQRAT(1.4T1*T1)

H2=( (W1 (ISYSTM) *{SPAN=D)) /{2.%*SQRAT(1.+T3*T3)))
1 F(T3+SART ( (L * ((TMAXIISYSTMIZ{WIC(ISYSTM)*(SPLN=0)))
2 ={Y/(3PAN=D)))**2)=1,))

ISYS(ISYSTM)=2 FOR 4 LIVE SKYLINE AND 2 F3R 2
RUNNING SKYLINZ,

WG(JI=FLOAT(ISYS(ISYSTM)=1) *H2¥(T1+T 31 =0,5% (1 +(FLOATH
1 ISYS(ISYSTM)=1)*R2)+23)=CARRYT(ISYSTH)

THZ FOLLOWING ASSUMES THAT THE SKYLINE L0293
CA2ACITY IS 1.5 TIMES GRTATER FNR 4 FARTIALLY SUSPINIFZ
LOAD THAN FOR A FULLY SUSPINDED LOAD,

IF (IFFAT

eNFo 1) WGIJ)=KWGE(J)*1,5
IF (4G(J) .GE.

BFMINCISYSTM)Y *OENSTY(ITYPSY) 52 T2 15¢

LOAD CAPACITY IXCEENZI: IMCRFASZ TAILTRTT HIIGHT
IF PnsSsI3LE,

IF (TT LLT. TAILCISYSTM)) GO TN 1ug
133 xXmMyD=g,
RETURN
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140 TT=TT+25,
IF (TT .GT. TAIL(ISYSTMY) GO TC 130

150
1690
170

180

1

60 TO 12¢0

IF {(XMYD .LT.
CONTINUE

IF (XMYD ,GE.
IF (SPAN ,LE,.
XMYyn=g,
RETURN

COMPLETE
CARPACITY,

J=J+1

SURROUTINT SKYLINE

SPAN} 30 TO 1790

500.) GO T0O 180
500.) GO TO 180

THZ CHECK ON SKYLINE RIGGING LINGTH

IF {J «GT. IGRIDS) 60 TO 203
3C 130 I=J,IGRIDS :

JL=I-1

DLAST=PRIFILE(JL,])
EVLST=PROFILE(JL,2)
ELEV=PROFILE(I,2)

D=PROFILE(I,1)

CUMDIST=CUMDIST+SQST((D=-DLAST)*32 + (ELEV~

SLVLST)I*#2y

190 CONTINUZ
200 GUMDIST=CUMDIST+SIRT((SOAN=D)**2 ¢+ (EL2-

218

220

1

ELEVI**2) +

2o*TT

IF (CUMDIST .LZ. QREACHLISYSTM)) GO TO 212

SKYLINE RIGGING LENGTH CAPAZITY EXCEZDED.

XMYD=0,
RETUYRN

THE CABLEWAY TS ACCEPTED.

00 220 J=2,I5RIDS

JL=J=-1

IF (NGTJUL) «LT. WGLJ)) WSLSI=WGLIL)

CONTINUYZ
PETURN
IND

218
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1. OSU FORTRAN FUNCTION TENSN

FUNCTION TENSN{WL)

COMMON NROWSyNCOLS,GRID,CHISLPyPHI, THETA,CARINT (5}

COMMON IHDCOL (LG yIHIROW(10) yELAST 4 XNORTH,,XMY)

COMMON SPAN,D,Y,4,LANDG

COv¥MON/CASLE/ PROFILZ(35,2),3FMIN(S) ,DENSTY(L0),
IGRIDSyISYSTMyEL19ZL24WL{5) yW2(5) 4 REACHIS) s THAX (5),
SPAR(5) 4 IBUFFLITLROW, ITLCOLsNLAST, SLVLST,CUMZIST,
ZLEV, TT,TAIL(5),,CLE A’(So?)o&VLOG(iO),TURN"K(iGo:)v
ISYS(8) 4yWGI35)

+ W

THIS FUNCTION COMPUTES THE TEMSION IN TH4:
HISHLEAD MAINLINS WHEN A LOAD OF WEIGHT WL IS
IMPOSED UPON IT,

REWL1*SQART(D*D + Y*Y)

FAL=WL*SIN(THETA)

XMUNL=0.3*WL*COSITHETA)

WHI=AZ2*SART ((SPAN=0) #%2 + {(Y=H) *¥2)
FH43=WHA*SIN(THETA)

XMUNHB=0,5*WHB*COS(THETA)

TENSM=P /4,
TENSM=TENSN+ ( (FWL ¢XYUNL) *SIN(THETA))
TENSN=TENSN+ (0. 5*((S°AN-D)/( «*¥0) ) )% (FWHE+XMUNYZ) #
1 SIN{THZITA)

TENSN=TINSN+ (CHDSLF/24 + (H=Y)/{4.%¥0)) * {FWHB +
1 XMUNH3)Y *COSITHITA)
TENSHN=TINSN+CARRWT(ISYSTM)
TENSN=TENSN/SIN(THITA)

RETUIN

IND
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1 0OSU FDRTRAN FUNCTION YDIST

108

10%

118

129

£ WN -

FUNCTION YDIST(AYD)

COMMOMN NROWSyNCOLS,GRIO,CHISLP4PHIGTHETALCARANT(S)

COMMON IMOCOL{16) yIHDROW(17)4EASTyXNCRTHXMY)

COMMON SPAN.D,Y4H,LANDG

COMMON/CABLE/ PRIFILI(3542)42FMINI(S) 4DENSTY(LC),
IGRTIDSH)ISYSTMyELLGEL2,H1(5)4W2(5),RTACH(S) s THAX(5),
SPAR(S5) y IBUFF L ITLROW,ITLCOLyOLAST,ELVLST,CUMIIST,
ZLEVGTToTAIL(5) ,CLEARP (5,2 yAVLOGIL0) 3 TURNML(1845)
ISYS(5) yHG(35)

THIS FUNCTION CONVSRTS AVERAGE HOPIZONTAL YARDING
DISTANCE INTO AN AVIRAGE YAROJING DISTANCE MZASJRTD
ALONG THE GROUND PROFILZ.

SDIST=C.

BLAST=0,
ELVLST=EL1=-SPAR(ISYSTM)
J=1

J=Jel

JL=J-1

IF {J .E2. 1) GO TO 105
DLAST=PROFILE(JL,1)

ELVLST=PROFILE(JL,2)

D=PROFILE(I, 1)

ZLEV=PROFILE(J, 2)

IF (J «GT,., IGRIDS) D=SPAN

IF (J .GT. IGRIDS) ESLEV=EL2

IF (J .57, IGRIDS) 6O TO 110

IF (7 .GT. AYD) 50 T2 11
SDOIST=SOIST+SQRT{(D=DLAST)**2 + (ELZIY=SLVLST)**2)
GO Tn 100

IF (A3SUAYD=-JLAST) .LT, 1Z-10) GO TO 120
CLIV=(ELEV=-ELVLSTI*(AYD=-DLAST)/ (D=DLAST)
SOIST=SJIST+SART({LYD=-DLAST) *%2 + £ Ty**2)
YJIST=S)IST

RETURN

NN
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1 CSU FORTRANM SUBROUTIME BIGS?

100

11¢

SUBRBUTINE BIGSQ(LOWROW,LOWCOL,IHIROW, IHICOL,OLAT)
COMMON NROWS,NCOLS»GRIDGCHOSLP,PHI,THETA,CARIHT(S)
COMMON IHOCOL (10),IHORCW(10),EAST s XNORTH,XMY)

COMMON SPAMeD,.Y,.H,LANDG

COMMON/FFAS/ AROW,ACOL,SROW,3COLyCROW, CCOL, DR0W,DCOL
INTEGER XMAX1F4.XMINLF

THIS SUBROUTINT FINJS THE COORDINATZS 07 &
ECTANGLE ENCLOSING THEZ CASLIWAY AND ITS LATIR4L
YARDING AREA, IT ALSO FINDS THE ROWS AND COLUMNS
YO BT SEARCYED IN OROER T DEZTERMINT WHICH GID=-
SQUARES AREZ FULLY INCLOSED WITHIN THAT RECTANGLE
(ANO THUS CAN 3E COMPLETELY YARDED FROM THE SASLEWAY),

ADJUST FOR THE AZIMUTH OF THE SABLEWAY. NOTE THAT
45 OZGREES IS APPROXIMATELY EQUAL TO 0.7853931% RADIAKS,

IF (PHI .LE. .78539816) GO TO 1063
JLATL=0LAT/SINIPHI)
G=5RIO/SINIPHI}

GO 1O 11p

OLAT1=0LAT/CISIPHT)

G=GRID/COS (PHI)

IF (G .GT, OLAT1) NLAT1=G

FIND THZ CORNERS OF THE RTCTAMNGLE.

IF (ABS({XNORTH} LT, 15-10) SIGN1=0,

IF {ABS(XNOITH) LGE. 1E=10) SISNI=XNORTH/ARS (XNORTH)
IF {£2S(EAST) +LTe 1E-10) SIGM2=0,

IF (ARS(EAST) ¢G4 15=18) SIGN2=FAST/AB3S(EAST)

ARJW=FLOET (IHDROWILANOG) ) +. 5+ ((DLATL/GRIDI*CISIPHI)*SIGN2)
ACOL=FLOAT(IH0COL(LANDGY) +.S+({DLATL/GAIM *SIN{PHI)*SIGN1)
BROW=FLOAT(IHOROWILANDG) ) 4 5= ((DLATL/GRID) *CNS(PHTI) *SIGN2)
3COL=FLOAT{IHOCOL (LANDG) V4, 5=({OLATL1/GIDI+SINIPHI)*SIGNL)

CROW=AROW-((XMYD/GRID) *SIN(PHI) *SIGNY)
CCIL=ACOL+ ((XMYO/GRIDI*COS(PHI) *SIGN2)
ORIW=3ROW=T (XMYD/GRIDI*SIN(PHI) *3IGNL)
OCOL=83COL+((XMYOQ/GRID)*COS(PHI) *SIGN2)

FIND THE 20W AMD COLUMN LIMITS FOR THE SZARCH.

THIRIDW=XMAXL1T (ARDW, BROW,CZ0W DR OW)
LONQOW=XMINLIF (ARGH, 20U, CROW, 0FRIW)
IRICCOL=X™AX1F (ACJL,3COL,CCOL,0MOL)
LOWCOL=XMIMIF(ACOL,3C0L,CCOLLDCNL)
IF [IHIROW 5T, NROWS) IHIROW=NRNWS
IF (LOWRDW LLT. 1) LOWRNW=1

IF (IMIZOL +GT. NCCLS) IMICQL=NCOLS
IF (LOWCOL LT, 1) LOWCNHL=1

RITYAN

ZND
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129

SURRQUTINE FZAS(0W1,R0OW2,00L1,L0L2,IRESY

COMMON NROWS,NCOLSs»GRID,CHOSLO,2HI, THETA,CARINT (5)
CO“MON TIHOCOL (101 yIHDROW{L10) 4EAST XNORTHIXMY)]
COMMON SPAN.D,Y,4,LANDG

COMMON/FEAS/ AROW,ACNL,BROW, 3COL,C20¥,CCOL 00K, 2COL

DIMENSION ROWI{2),COLI2)

THIS SUIRJUTINE DSTZRMINES WHETHER A GRIDSQUARE

DEFINED 3Y (0WL1,ROW2,C0L1,CAL2) IS FULLY SNILISEID

IN THE RECTANGLE (AROWyACOL) 4(3ROW,3C0L) 4 (CRIK,CCOLY,

(DROW,000L) .
IRES=0
CHECK THE INTERSSECTICNS OF THE SINIS OF THE

RECTANGLE WITH THE COLUMNS OF THE GRIDSQUARE BIING
CONSIDERED,

IF THE CABLIWAY POINTS DUE ZAST 02 WZST, THIRZ

ARE NO INTERSECTIONS BETWESN SIGMENTS A8 NP 30 AND
THZ COLUMNS OF THE GRIDSQUERZE,

IF {ABS{XNORTH) .LT. 1F-10) GO T9 12¢

CHETK THE INTERSECTION OF LIME A3 AND THF LOWER

COLUMN OF THE GRIDSNQUARE,

AOW(L)=AROW«(ACOL=COL1) *(AROW=320W) / (ACOL=-RCOL)

LINEZ A3 AND THE UPPSR COLUMN OF THE fSIJSJUARE.

ROW(2)=AROW=(ACOL=-COL2)*{ARONW=3ROWN) / (AGOL=-RCIL)
TEST THE INTERSELTIONS,
00 108 I=1,2
IF (YNORTH LT, 0. AND. POW(I) .GT. ROW1) RITUDM
TF (XNORTH .5T. 0. «AMD. 23WI(I) LT. ROW2) RITU2N
SONTINUE
LINS CD AND THE COLUMNS,

ROA (1Y =CROW=(CCOL=-Z0L1) *(CPOW=DROW)/Z(CCOL=-DCIL)
ROW(2)=CROW={CCOL=COL2) *(CRIW=NROW) 7 (CCOL=DCIL)

.20 119 I=1,2

IF (XNORTH LT. 0. +AND. SOW(I} LT, ROW2) RITUYRN
IF (XNORTH .57, 3. <AND. ROWII) ,GT. 20Wiy RITURN
CONTINUE

IF THE CABLZIWAY IS ORIEMTFTD GUZ NORTH O SOUTH,
THIRZ BRT NO INTIRSZCTIONS BITWEIMS LINES AC 12 2D AMD

THZ COLUMNS JF THE GRIDSQUARET,

IF (R23S(ZAST) LT, 15-18) 50 To 170

222
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LINE AC AND THE COLUMNS.

ROW (1) =AROW=(ACOL=CNL1) * (2RO W=CROW) / (ACOL=CCIL)
POW(2)=ARON=TACOL=COL2) * (R20W=-CROW) / (ACOL=-CCIL)
90 130 I=1,2

IF (EAST JLTe O« o&ZNDs ROWII) +GT. RCWL) RETUSN
IF (ZAST «5T. T. «AND. ROW(I) LT, ROW2) RETYON
CONTINUE

LINE 30 AMD THE COLUMNS

ROW(1)=30W=(BCOL-CNLL) *(RROW=0R0W) 7 (BCOL=-DCIL)
ROW{21=3ROW~(3COL-COL2) *(320W=DROW) /. (BCOL-DCIL)
00 140 I=1,2

IF (TAST LT, 0. <AMD, ROW(I) LT, 0W2) 2ETJ2Y
IF (23ST «GT. 0. +AND, RCW(I) «GT., R0OWL) RETJRN
CONTINUT

CHECK THE INTERSFCTIONS OF THE SIDES OF THE
RECTANGLE AND THZ ROWS OF THT GRIDSOUARE,

LINE AB AND THEZ ROMWS,

COL{1)=ACOL={AROW=FNWL}* (AZ0L=2COL)/ (AROW=BDIN)
COL(2)=ACOL={APOW=20W2) * (AS0L=8COL) /7 (AR0W=-33IW)
00 150 I=1,2

IF (SAST LT. 0, LAND. COL(I) L
IF (SAST .GT. 0. AND. COL(I) .G
CONTINUE

coL2) RETIRN

T.
T« CCL1) RETU=M

LINT CD AND THE ROMWS,

COL(1)=CO0L={CRA0OW=ROWL) *(CCOL~DCIL) 7/ (CROW=DPRIW)
COL(2)=CCOL=~(CRPOW=-RIN2I*(C20L=IC0L) 7 (CROW=D2D W)
00 150 I=1,2

IF (ZAST LT. 0. JAMD. COL(I) .GT. COL1) RETUEN
IF (SAST .GT. 0. AND. COL{I) LT, COL2) RETTUSY
SONTINUE

IF THE CAALZWRAY IS QRIENTZID QUE EAST 0P WIST,
THERZ AT NO INTIRSTSTIONS 3TTWEIN LINES AC IF
8D ANDO THE R0WS.

IF (ARS{XNORTH) .LT. 1E5-10) GO TC 221
LINE AC AND THE ROWS,

COL(1)=ACOL=-(ARQOW=20W1) *{ACCL~CCOL) 7/ {AROW=CRIW)
COL(2)=ACOL=(AROW=RDIW2) *{ACOL~CTAL) / (AROW=CRIW)
30 130 T=1,2

IF (XNORTH LT, 0. JAMD, COL{I) GT, ZOL1) REITURNM
IF (XNORTH oGT. T oANDe COLII)Y LT COL2Y PESTURN
CONTINUE

223
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LINE B0 AND THEZ ROWS,

COL{2)=3COL~{3RO®W=-RON1)*(3COL~DCOL) 7 (BROW=DRIW)
COL(2)=8COL~(3ROW=ROW2)*{320L=DCOL)/ {3RCW=0RIW)
30 190 I=1,2

IF (XNORTH o LT. 8. AND, COLU(IV . LT. COL2Z2Y RETURN
IF (XNORTH +5T. 0. +AND, 0OL(I) .GT. COL1) RITURN
CONTINUZ

IF WE GET HERE, THE GRIDSQUARZ IS FULLY SNCLOSED

IN THEZ RRECTANGLE.

IRZS=1
RETURN
ZND
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SU FORTRAN FUNCTION PTELEV

FUNCTIONM PTELEV(ROW,COL)

COMMON NROWS yNCOLS9GRINGCHOSLP, PHTyTHETAZSARAINT(5)
COMMON IHDCOL(10) 3IHDROW(AN) 4EAST G XNORTHXMY)
COMMON SPAN,D,Y,H,LANDG

THIS FUNCTION DETERMINES THE APPROXIMATEZ ZLSVATICNM
OF A RFAL POINT WITHIN THE GRIDSQUAREI (IRNOW, ICOL),

PTIZLEV==,6E300

TEST TQ SZE WHETHER A FULL UNIT SQUARE ZAv 3E CON-
STRUCTED 'ARQUND THE POINT FO® WHICH THE ELEVATION IS TO
BE FOUND.

IROW=IFIX(ROW)

ICOL=IFIX(COL)

RROW=ROW=-FLOAT(IROW)

CCOL=COL=-FLOAT{ICOL)

IF (IROW +EQs 1 AND., RROW LFE, .S) GC TO 4130

IF (IROW .EQ. MROWS +ANMO. 92ROW .GE. .5) GO T) 11§
IF (ICOL .EQ. 1 .ANN. CCOL .LE. ,5) GO TO 132

IF (ICOL «EQ. NCOLS .ANN, CCOL .GE, .5) GO T 130

IF WE GET HERE, THEN A FULL UMIT SGUARES (AN BE
CONSTRUCTZD AROUND THE POINMT,

GO TO 14¢
THE POINT IS IN THE TOP HALF OF S0W 1,

IF (ICOL .ZQ. 1 AN, CCOL +LE. +5) PTELIV=S

1 XMATRIX{IR0W,ICOL,1)

IF (ICOL .EQe NCOLS LANO, CCOL «G%. .5) PTELIy=
1 XMATOTIX (IROW,ICOL,1)

IF (PTELEV .LT. =-,53300) GO0 7O 128

RETURN

THE POINT IS IN THZ 23TTOM HALF OF ROW NRIWS,

IF (ICOL .ZQ. %1 AND. CCOL oLFEe «5) OTSLEy=s
1 XMATRIX(IROW,IZCOL,1)

IF (ICOL .EQ. NCOLS .AND. CGCOL .GE. 5) PTELZIy=
1 XMATRIX(IROWSITIL 1)

IF (PTELEV .LT. =.52300) GJ TO 12¢0

RETUSRN

FIND THZ ELSVATIOMN FOR THE 90INT IN THI TI2P (0%
30TTOM) HALF OF THE FIRSY (0R LAST) =0V,

JELTA=COL=(FLOAT(ICOL) +.5)

IF (DELTA 4GS« Do) ISOL1ITICOLSL

IF (DZLTA .LT. Co) IZOL1=ICOL-1

IF (JELTA .LT. 8.3 DELTA=DILTA*[-1,}
PTILEVSXMATRIX{IZOW,ICOL 1Y+ {DELTA*(

225
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1 XMATRIX(IR0DW, ICOL1,1)~XMATRIX(IROW,ICOL,1)))
RETUIN

IF WE GET HERE, THEN THE PNINT IS IN EITHER THE
LEFT HALF OF THE LEFFTMOST ZOLUMN, OR IN THE 22IGHT HALF
OF THE RIGHTMOST COLUMN, BUT NOT IN THE TOP JR 30TTOM™
ROW.

130 OFLTA=RNOW-{FLOAT(IPNU) +,5)

IF (DELTA .GE. 0.) IROWI=IROW+1

IF (DELTA «LT. 0.) IROW1=IR0W=-1

IF (DELTA .LT. 0.) DELTA=OZLTA*(~-1.)
PTELEV=XMATRIX(IROW,ICOL 1)+ (DELTA*(
1 XMATRIX(IROW1,ICOL.1)=XMATRIX(IROW,ICOL,1)))
RETURN

THE FOLLOWING PROCENURE CONSTRUCTS A UNIT SQUARE
ARJUMO THE POINT FOR WHWICH THE ZLEVATION IS TO 35 FOUND.
THZ CORNERS OF THE SJUARZ ARE AT THE CENT20IJS OF
GRIDSQUARES (IPOW,ICOL), (IROWL,ICOL)s (IROKW,IZOL1),

AND (IROW1,ICOL1),

3EGIN BY PROJEZCTING 4 LINE SEGMENT F20M THI CENTROID
OF GRTIOSOUAR2E (IROW,ICOL) THIOUGH POINT (20W,COL) ¢
COMPUTE THE ELEVATION OF THE PCINT WHERE THAT LINE
SEGMINT INTERSTCTS A SIDS OF THE UNIT SQUARE, THEM COM=-
PUTE A PROJECTZO ELEVATION BACK TO THE POIMT ITSELF,

140 JELTAL1=COL~ (FLOAT(INOL)+,.5)

IF (NZLTAL .GE. 0.) ICOL1=ICOL+%

IF (OELTA1 .LT. 0.) ICOL1=ICOL~-1
DELTAZ2=R0OW=(FLOAT(IROW)+,5)

IF (DSLTA2 .GE. 0.) IROWLI=IROW+1

IF (DELTAZ .LT. 2.} IRCUWI=IRDW=-1

PTILEV=0.

CALL AVELEV(JIELTAL1,0ILTA2,IRCNW, IPOWL ,ICOL, ICILL4EL2)
IF (L2 LT, 0.) EL2=XMATRIX (IFOW,ICCL,1)
PTZLZIV=PTELEV+IL2

PROJECT THE LINE FROM THE CIMTRCID OF GRJIJISQUARE
(IROW,ICCLL),

IF (ASS(DELTA1) .E2Q. 0.) DILi=1,

IF (ASS(DELTA1) N2, B.) DEL1={1.=-A8S(OELTA1))*(=1,)*
1 (DELTAL/(ABS({DELTAL)))

CALL AVELEVI(DEL1,0T7LTA2,IROW,IROW1,IC0LL,IN0.,3L2)

IF (ZL2 oLT. 04) ZL2=XMATRIX{ISCW,ICCL,1)
PTELEV=PTZLEV+EL2

PROJECT THE LINS €R0M THEZ CSENTRGID OF GRIDSQUARE
(IR0OW1,ICOL),

IF (ASS(DELTA2) .EZ0. C.) DTL2=%,
IF (A3S(IFLTA2) WNE, 0,) NDTL2=(1.-A3S(DELTAZ2))*(=~1,)*
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3 OSU FORTRaN FUNCTION PTELZVY
1 {DELTA2/71ARSHOELTA2)))

CALL AVELEVI(DELTAL1,05L2,IQ0W1,IRIW,ICOL,ICOLL,ZL2)Y
IF (L2 oLT. 0e) EL2=XMATRIX{IPOW,ICOLs1)
PTILEV=PTELEV+IL2

PROJECT THZ LINZ FROM THE CENTRCID OF GRIDSQUARE
(T0W1, ICOLL) .

CALL AVELSZV(DEL14NEL25IROWLyIROW,ICOLL,ICAL,ZL2)
IF (SL2 LT, 0.) SL2=XMATRIX(IROW,ICOL,1)
PTSLEV=PTELEV#IL2

COMPUTE THE MEAN OF THE FOUR ESTIMATES,
PTZLIV=PTELEV/U.

RETURN
=MD
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QSU FORTRAN SUBROUTIMZ AVELEV

SUBROUTINE AVELEVI(DELTA1,DELTA2,IRKON,IRONL,ISCL,ICOL1+3L2)
COMMON NROWSyNCOLS,yGRIDyCHOSLPyPHIWTHETAJCARRNHT(5)

Co4MOM THOCOL(10) 4IHDROW{10) +EAST ¢ XNORTH,yXMY)

COMMON SPAN,D,Y,4,LANDG ‘

THIS SUBROUTIME ESTIMATES THE ESLEVATION AT ANY POINT
3Y CONSTRUCTING 4 UNIT SQUARE ARQUND THE POINT., THE
CORNZIRS OF THE UNIT SQUAREZ ARET AT THE CENTROIDSI OF THE
CLOSEZST FOUR GRIDISAGUARES, ONZ OF WHICH CONTAINS THE PCINT
ITSELF. EACH TIME THIS SUBROUTIMNE IS CALLED, A LINMNE
SEGMINT IS CONSTRUCTZID FROM THE SORNEZIR OF THI JUNIT SQuale
AT [IROW, ICOL) THPOUGH THZ POINT OF INTZIREST., THIS LINE
STGMENT INTSRSECTS OME OF THE SIDES OF THE UNIT SQUARE.
FROM KNOWN ELEVATIONS AT YHE CORNERS OF THE UNTT SQUARE,
AN ESTIMATE OF THE ELEVATION AT THE POINT IS COMPRUTED.

IF (ABS(DELTAL) LLT, ABS(DELTA2)) GO TO 1i2

A LINT SEGMINT PRQJIECTED FROM (IROW,ICOL) THROUGH THE
POINT OF INTEZREST WILL INTZRSECT THE LINZ SIGMEINT BSTWIIN
THZ CZINTROIDS OF (IROW,ICOL1) AND (IFOW1,ICC_1). FIND THZ
SLEVATION AT THAT INTFRSECTION.

IF (YMATRIX(IROW, ICNL1,1) LT, =7Z6 .OR,
1 XMATRIX{IROW1,ICOL1,1) LT, ~7Z6) GO TO 127
ZL1=XMATRIX{IRONW, ICOLL1+1) =(ARS{DZLTA2/DELTALY *

1 (XMATRIX(IROWyICOL1+1?=XMATFIX(IRCWL1,IZ0LL,1)))

FIND THE DISTANSE TO THTZ INTEISISTION.
JIST=SNRT ((DELTA2/DELTAL) **2 + 1,)
ESTIMATE THZ ELEVETION AT THE POINT OF IMTEREST.
100 ZL2=XMATRIX(IROWsICOLs1)=({SART (DFLTAL*DELTAL +
1 OZLTA2*0SLTA2)/0TST) *(XMATOIX({ITCW,ICOLy1)-2L1))
RETURN
4 LINE SEZGMINT PROJECTED FROM (IRQWLICCL) THFOUGH THF
PCINT OF INTEZRIST WILL INYIRSECT THE LINZ SESMINT SETWESH THE
CENTROIDS NF (IROW1,ICOL} AMD (IROWL1,ICCL1). FIMD T
SLEIVATIOM AT THAT INTERSECTION,.
110 IF (XMATRIX(IROW1,+ICOL.1) oLT. =755 ,OR,
1 XMATRIX(IROWE4ITO0LL,1) WLT. =7ER) GO TN 120
SL1=XMATRIX(IROWL ,ICOL 11 =(A3S(ITLTAL/DELTAY *
1 (XMETRPIX(TIOOWL ,ICOL ) =XMATITX(IAOWL,INNLL,1 )
FIND THZI OJISTANCE TO THE INTERSECTICN,

QIST=SART ({DELTAL/NELYA2)**2 + 1,)
GnD 79 100

IF WE GET HEZRZI, THE GRIDSAUARE INTO WHICZH THE
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120

SUBRIUTINE AVELEV

LINE SEGMENT FROM (IR0OW,ICAL) IS PROJECTED THROUGH
THZI POIMT IN QUESTION HAS AN FLEVATION WHICH WAS NOT
ENTERED VIA THI DJATA MATEIX., THERFFORT, ESTIMATE
THE ELEVATION OF THZ POINT AS BEING ZQUAL TO THAT OF
THZ CENTROID OF (IROW,IfOL),

EL2=XMATRIX(IROW, ICNL, 1)
RETUSN
END

229
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FUNCTION XMATRIX

FUNCTION XMATRIX(I,J4K)

COMMON NROWS,NCOLSyGRIDsCHISLP4PHIZTHETA,CARRNT (S)
COMMON THOCOL {109 s IHOROW(1D) 4EAST 4 XNORTH,,XMY]
COMMON SPANeD.Y,.H,LANDG

THIS FUNCTION REZADS A RANDOM=ACCESS FILZ
EQUIPPED YO LOGICAL UNIT K, AND RETUSNS A& SINGLE
FLOATING POINT VALUSE., IF K=1, THE VLALUE RETYRNED
IS THE ELEVATION OF POINT (I,J), IN FEITT IF K=2,
IT IS THE FOREST TYPT OF THE POINT?! AND IF K=3,
IT IS THE SPECIAL FEATURT CODE OF THEZ POINT.

IP=J% (NCOLS*(I~1))=1
CALL SEEK(K,IP)

READ {(X4100) X
FORMAY (F4.0)
XMATRIX=X

RETURN

END

230
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APPENDIX III

USER'S GUIDE TO THE
LOGGING FEASIBILITY AND COST ANALYSIS PROGRAMS

.Data required are of four types:

1. Elevation matrix —— the average elevation of each matrix parcel
must be recorded on a word-addressable, random-access file
equipped to logical unit number 1. Each elevation must be right
adjusted on a single BCD word (maximum elevation = 9999).

2. TForest type matrix -- a vegetative type code corresponding to each
matrix parcel must be recorded on a word-addressable, random-access
file equipped to logical unit number 2. Each code must be right
adjusted on a single BCD word. Codes should be numbered from 1 to
N, where there are N vegetative types on the area. Code number 99
signifies that the parcel is outside of the planning area.

3. Physical feature matrix -— a code signifying the physical feature
corresponding to each matrix parcel must be recorded on a word-
addressable, random-access file equipped to logical unit number 3.
Each code must be right adjusted on a single BCD word. Codes
which are currently recognized by the programs are as follows:

Code Interpretation
1 Full suspension of logs over this parcel is required.
2 Partial suspension of logs over this parcel is required.
3 This parcel is a buffer strip or other reserved timber.
4 Road
5 Landing
99 Ground skidding of timber is permitted.

4, Run data -- a free-format BCD file pertaining to an individual runm,
as described below. This file must be equipped to logical unit
number 5.

a. Run title -- any descriptive title of 80 BCD characters or less.

b. Matrix data —- the grid length, in feet, which has been super-
imposed over the area; the number of rows in the grid; and the.
number of columns. The grid length is the length of one side
of an individual gridsquare, or parcel.

The format for this data line is as follows:

Grid No. No.
Length  Rows Columms
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c. Yarding system data -— this is a set of lines, one for each
yarding system to be analyzed. Information listed below must
be entered for each yarding system. If the data for any
system is too long to fit on a single line (or data card), it
may be continued onto additional lines or cards.

After data for all yarding systems to be considered (up to a
maximum of 5) has been entered, the number 9999 is used to
terminate input of this data type.

The format for entering yarding system data is as follows:

Sys Sys Max Max Segl Seg2 Max. Carr. Spar Tail Carr. Clr. Min. J
No. Type Reach Lat. Wt Wt T Wt Ht Ht Full Part fbm/tur

Cost Move Rig Tail Road Change Add Time
$/hr Cost (min/ft) ag a; Through Buffer]

9999
Following is an explanation of these entries:

System number -- a number which identifies each yarding system to the
programs. The maximum system number presently available is 5.

System type -~ l=highlead

2=1live skyline with or without haulback
3=running skyline

Maximum reach -- the effective limit, along the ground surface, in feet,
of the distance between the landing and the anchor.

Maximum lateral -- an estimate of the greatest slope distance, perpen-
dicular to the cableway, from which logs may be yarded laterally. This
may be set according to either physical limits or what is desired. Note,
however, that the actual resolution of the model is dependent upon parcel
size, and for larger grid lengths the number entered here may have to be
ignored if the program is to be able to analyze the yarding system at
all. As an example, the lateral resolution for a 100-foot grid length

is between 50 and 50v2 feet, depending upon the orientation of the
cableway relative to the axes of the grid. Smaller entries in this

space will therefore be ignored. Knowing this fact, it is possible to
simulate closer spacing of yarding roads by increasing the cost of cable-
way emplacement.

Segment 1 weight -- the unit weight (lbs/lineal foot) of the mainline
(for highlead systems), the skyline (for live skyline systems), or the
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haulback (for running skyline systems).

Segment 2 weight =—- the unit weight (lbs/lineal foot) of the haulback
(for highlead systems) or the combined main and slackpulling lines (for
skyline systems). Weight of the carriage dropline is not included.

Maximum tension -- the maximum safe tension permitted in the controlling
line, in pounds. The controlling line is assumed to be the mainline
(for highlead systems), the skyline (for live skylines), and the haul-
back (for running skylines).

Carriage weight -- total weight, in pounds, of the carriage or butt
rigging.

Spar height -- vertical height of the tower, in feet, above the centroid
of the grid at which the spar is located.

Tailtree height —- maximum height of the tailhold in a rigged tailtree,
above the elevation of the ground. This is dependent primarily upon the
size and quality of trees available for use as tailtrees. It is always
equal to zero for highlead systems.

Carriage clearance (full) -- the minimum distance, in feet, by which
the carriage is suspended above the ground in order to permit full sus-
pension of logs at any point. Includes allowance for chokers and log
length.

Carriage clearance (partial) -~ same as above, but for partial sus-
pension of logs.

Minimum volume/turn -- the minimum acceptable average volume, in fbm,
for this yarding system. It is important that some volume greater than
zero always be entered in this space. If harvesting priority is high,
and the importance of yarding cost is small, then the actual entry can
be made quite small. ' '

Cost per hour —— the estimated total of fixed and operating costs of the
yarding system, including both machinery and crew costs for yarding and
loading. The cost of equipment necessary for yarding but not actually
used during yarding, such as fire fighting equipment or crew vehicles,
should be included.

Moving cost -- the estimated fixed cost, in $, of rigging down at the
previous setting, moving, and rigging up. Includes moving charges for
all personnel and equipment necessary for yarding and loading.

Tailtree rigging time -- an estimate of the time required to rig a tail-
tree, in minutes per foot of tailtree height. This time is used to
estimate cableway emplacement cost. As that cost is based upon an
estimate of emplacement time (see equation [3.26]), this coefficient
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should be adjusted so that it reflects only yarding system time. As an
example, suppose that tailtree rigging time is estimated to take two
men 1.6 minutes per foot of tailtree height, and that the tailtree will
be pre-rigged. If the cost of the two men is $12 per hour, the total
cost of rigging the tailtree is estimated to be $16 for a 50-foot tail-
tree. If the yarding system costs $100 per hour, then the equivalent
time which should be entered here is (16/100)(60)/50 = 0.192 system=-
minutes/foot of tailtree height. This is then o, in equation [3.26].

Road change coefficients -- oy and ¢, in equation [3.26]. 1If it does
not seem appropriate to assume that road changing time is a function of
external yarding distance or distance to the tailhold, then enter ay

as the expected road changing time, in minutes, and a«; as zero.

Add time through buffer -~ a3 in equation [3.26]. This is the time,
in minutes, by which road changing time should be increased when the

lines are to be threaded through a buffer strip or other standing timber.

d. Yarding regression coefficients -- this is a set of lines,
each of which describes the seven linear regression coeffic-
ients By through Bg, and the delay factor, §, as described
in equation [3.19], for each yarding system to be considered.

After regression coefficients for all yarding systems to be
considered have been entered, the number 9999 is used to
terminate input of this data type.

The format for entering yarding regression data is as follows:

System
No. Bo_ By B> B3 By Bs Bg 8

9999

Following is an explanation of these entries:
Byp ——~ the regression constant, in minutes.

B1 —-- the regression coefficient corresponding to volume per turn, in
minutes/fbm.

B> -~ the regression coefficient corresponding to volume per log, in
minutes/fbm.

B3 —— the regression coefficient corresponding to slope yarding distance,
in minutes/foot.
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By —- the regression coefficient corresponding to slope lateral yarding
distance, in minutes/foot.

85 —— the regression coefficient corresponding to logs per turn, in
minutes/log.

Bg —— the regression coefficient corresponding to chordslope, in min-
utes/percent. Note that chordslope is assumed to be in percent
as measured from the horizontal and from the point of view of
the landing. Thus, it will always be negative for uphill yard-
ing, and positive for downhill yarding.

§ =- the delay factor. 6=1.15 indicates that delays will increase
total expected yarding time by 15 perceant.

Note that if a regression equation is to be used which has only some
subset of the above, then any missing coefficients should be entered
as. zeroes. Similarly, if a regression equation is to be used which
contains additional independent variables, then the average of those
variables multiplied by their regression coefficients should be added
to Bg.

e. Landing data -- this is another set of lines, one line for
each landing site which is to be considered.

After data for all landings (up to a maximum of 10) has been
entered, the number 9999 is used to terminate landing data
entry.

The format for entering landing data is as follows:

Parcel
Landing of Spar Fixed Haul
No. Row Column Cost Cost

9999

Following is an explanation of these entries:

Parcel location of spar -- the row and column in the data matrix in which
the yarder will be located if this landing is used. For computation
purposes, the yarder is assumed to be centered in this parcel.

Fixed cost -- the total estimated fixed cost associated with establish-
ing the landing, including any spur road construction which would
otherwise not be required.
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Haul cost —- the estimated cost, in $/Mfbm, of hauling logs from this
landing to the mill or appraisal point.

f. Forest type data -- a set of lines which describe the forest
types which reside on the planning area.

After data for all forest types (up to a maximum of 10) has
been entered, the number 9999 is used to terminate entry of
this data. '

The format for entering forest type data is as follows:

Expected
Type Volume Volume Wood Mill System No. System No.
Code per ac per log Density Price Code Logs ... Code Logs
s s s s s s 9oy s
9999 Repeéts for all
yarding systems

Following is an explanation of these entries:

Type code -- a two-digit code which identifies a particular vegetative
type to the user.

Volume per acre —- an estimate of the average volume per acre in the
timber type, in fbm/ac.

Volume per log -~ an estimate of the average volume per 32-foot log
in the timber type, in fbm/log.

Wood density -- estimated density, in 1bs/fbm, of the wood in the tim-
ber type.

Expected mill price -- the estimated price which logs from this timber
type will bring at the mill or appraisal point, in $/Mfbm.

System code -~ the number of one of the yarding systems for which data
were entered in step c (above).

Number of logs -— an estimate of the maximum average number of logs per
turn which this system can be expected to yard from this timber type.
This estimate is based upon the distribution of trees in the type and
the capabilities of the yarding system for reaching widely dispersed
logs. It has nothing to do with the lifting capacity of the yarding
system, as that is evaluated internally.

If data for N yarding systems were entered in step c, then N sets of
yvarding system and number of logs must be entered here.
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Cableway data =-- this section of the data file is used to
enter all of the candidate anchor positions which are to

be examined for each landing and yarding system combination.
This is the final section of the data file, and there is

no limit to the number of anchor positions which can be
entered here; the program will continue analyzing such alter-
natives until it either runs out of data or is stopped for
some other reason.

After all of the candidate anchor positions for one yarding
system at any landing have been entered, the number 8888 is
used to signal that the program is to begin analyzing
candidate anchor positions for another yarding system at

the same landing. When the analysis is to proceed to a

new landing, the number 9999 is used instead. This procedure
continues until the entire data file is exhausted. At least
one candidate anchor position must be examined for each yard-
ing system which is to be considered for emplacement at any
landing.

The format for entering this data is as follows:

Candidate Anchor ... Candidate Anchor]
Position Position

Row

Column Row Column

8888

'Yarding
System

9999

et
Repeats for all candidate anchor positions for
this landing and yarding system combination.
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Example —- Run Data File

The data file listed below was used for the example problem in
Chapter III. see Tables 1 and 2 for summaries of the data. Also, Table
3 summarizes the results for one of the candidate anchor positions,
(3,5), for both yarding systems.

Circled letters to the left of the data file reference the data
types described on the preceding pages.

:ﬁg EXAMPLE PROBLEM —-- HIGHLEAD AND RUNNING SKYLINE
100,5,5

1,1,950,75,1.42,1.04,26500,300,50,0,0,0,200,75,650,0,20,.01,40

2,3,2000,200,1.42,2.14,26500,1000,50,50,50,20,300,95,1000,.2

30,.05,20

9999

1,3. 95,2.880E-3,-4.034E-3,1.7E-3,0,0,0,1.15

2,3.191,1.003E-3,~-1.063E-3,2.337E-3,1.186E-2,0,0,1.2

9999

1,5,2,18000,11.00

2,4,5,16000,10.00

9999

1,30200,140,8.5,

2,63800,230,8,17

9999

1

1

1,3,3,5

8888

2

1,3,3,5

9999
®

1
2,2,4,1
8888

2
2,2,4,1
9999

®

®

125
5,1

b
b

(&
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Output Files

In addition to the summary output (see Tables 2 and 3) which is
written onto logical unit number 6 (usually equipped to a line printer),
output files are also written onto. logical units number 7 and 8. These
are used as input files for the CASCADE optimization processor. Their
format is as follows:

a.

LUN 7 -= each record contains a cableway number, parcel number,
and the value of the parcel if it is harvested over that cable-
way. The FORTRAN format of this file is (I5,1X,15,1X,F11.2).

The parcel number is a single integer which identifies the row
and column of the parcel in the rectangular, fixed grid digi-
tal map. '

Let I = the row of the parcel, where row 1 is the topmost row;
J = the column, where column 1 is the leftmost column;

NCOLS = the total number of columns in the map;

IPRCL = the index number of the parcel.

‘Then IPRCL = J+(NCOLS*(I-1))-1

Conversely, if IPRCL is known, I and J can be found as follows:

TEMP = FLOAT(IPRCL+1)/FLOAT (NCOLS)
I=IFIX(TEMP)+1
J=IFIX (( (TEMP~FLOAT (I~1) ) *FLOAT (NCOLS) )+.5)

LUN 8 —— this is a word-addressable random-access file which
contains cableway identification data. Each cableway can be
fully identified by a unique combination of:

1 -- yarding system

2 -- landing

3,4 -~ anchor position (row,column)

5 —-- tailtree height

6 —— estimated cableway emplacement cost

Each of these six items is right adjusted on a single BCD word.
Thus, the effective FORTRAN format is (414,2F4.0).

The cableway number is one greater than the record number, where
the six items above are all contained on one '"record". Records
are numbered from O; cableways, from 1.



Following are listings of LUN 7 and 8 from the example problem in
Chapter IIT (Tables 1-3, Figures 14 and 15).

LUN 7

MR RERMDNDEPRE

WOOWOWOWWOo~NNN~N~NN~NNoo PP PRPPLLLLLWLOND

I I R R A g e

16
17
18

11
12
13
16
17
11
12
13
17
18
16
17
18

12
13
16
17
18
11
12
13
16
17
18

PO PAPAPPODLUEWE

2207.14
2203.79
2197.10
689.97
695.63
694.47
675.73
2254.17
2249.97
677.85
686.41
695.10
2251.13
2245.05

.2204.94

2213.32
2221.25
701.82
701.77
705.50
2221.59
2247.45
2273.42
680.32
695.44
699.92
2253.51
2261.12
2268.33

0
0
50 1
25

50

HMOoHEMDUVLULW
o

80
30
30
85
80
30
93
79

240
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APPENDIX IV

Listings of the Heuristic Optimization Programs
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OSU FORTRAN PROGRAM CASCADE

PROGRAM CASCADE

COMMON TBUF(450),IBUF1{450),CMOVELS) ,CLAND(10) ,NROHWS,NCOLS
COMMON LAMBDA (10}

JIMENSION OL{10)

THIS PROGRAM ATTEMPTS TO FINO, FOR SOME FOREST
PLANNING AREA, THE OPTIMUM ASSIGNMENT OF TIMBER
BARCZLS tI) T0 CABLE YARDING FACILITIES WHICH ARE
AVATLABLE TO HARVEST THEM, THE FACILITIES CON-
SIDERED IN THIS CONTEXT ARES

LANDINGS (L)y AT EACH OF WHICH NO MORE THAN
ONE NF SEVERAL ALTERNATIVE YARDING SYSTEMS MAY
8F EMPLACEDS

YARDING SYSTEMS (K)? AND

CABLEWAYS (JY, EACH CABLEWAY IS DEFINED BY
A UNIQUE COMBINATION OF LANDING, YAROING SYSTEM,
ANN ANCHOR LOCATION.

PROGRAM CASCADT IS ENTERED WITH THE FOLLOWING
NATAS

LUN 7 (SEQUENTIAL ACCESS FILE) == A LISTING OF
NCOLS, NSYSTMS, CMOVE(I?, NLNDGSs CLAND(I), AND
NCASLS, FORMAT IS (I7/I745F7,0/17+10F7.0/1I7). THIS
IS OUTPUT FROM PROGRAM =~CABLYRO=,

LUN 8 (RM4F) =~ A& LIST OF ALL CABLEWAYS TO BE
CONSIDEREN FOR HARVESTING THE PLANNING AREA, EACH
CARLEWAY IS DESCRIBED 8Y SIX ADDRESSABLE RECIROS:

RECORN 1 == SYSTEM NUMBER?

RECORD 2 == LANDING NUMBER?

RECORD 3 == RCW OF ANCHOR LOCATIONS
RECORD & == COLUMN OF ANCHOR LOCATIONS
RECORD & == HEIGHT OF TAILTREE?

RENORD 6 == SXPECTED CABLEWAY EMPLACEMENT

COST,.

GIVEN A CABLEWAY, J, THE RECORD IN LUN 8 ON WHICH
THE SYSTEM NUMAER IS STORFD (I.E. RECORD 1 FOR
THAT CABLEWAY) IS EQUAL TO {(J*6)=6.

LUN 8 CORRESPOMNS INITIALLY TO THE LIST -CAPITAL U=~
WHICH IS USED IN THE DESCRIPTION OF THE CASCADE ALGORITHM,

LUN 10 (RAF) -« A LIST OF CABLEWAYS WHICH HAVE
AEEN (TEMPORARILY) EMPLACED. RETORD J CO®RESPONDS TO
CABLENAY (J+#1), IF ITS VALUE = 1, THEN THE CABLEWAY
HAS QEEN EMPLACEDS IF 0, THEN IT HAS NOT,

242
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OSU FORTRAN PROGRAM CASCAOE

LUM 11 (RAF) == THIS FILE CONTAINS RECORD NUMBERS
WHICH ARE USEODO TO ENTER LUN 12, ®RECORO I IN LUN 11
CORRESPONOS TO CABLEWAY (I+1). THE CONTENT OF RECORO
I IS A NUMBER INDICATING THE FIRSY RECORO IN LUN 12 ON
WHICH DATA PERTAINING TO CABLEWAY (I+1) HAS BEEN
STORED. THIS OATA (SEE LUN 12) RELATES TO PARCELS WHICH
COULD BE HARVESTED BY MEANS OF CABLEWAY {I+1). THE
TOTAL NUMBER OF FEASIBLE PARCELS FOR THAT CABLEWAY IS
EQUAL TO: (THE SNTRY ON RSCORO (I+1) MINUS THE ENTRY
ON RZCORO I)73. THE FINAL RECORO ON THIS FILE CONTAINS
AN INDEX NUMBER WHICH IS { GREATER THAN THE TOTAL
NUMBER OF RECORDS IN LUN 12. EACH RECORO IS TWO BCD WOROS
IN LENGTH,

LUN 12 (RAF) == THIS FILE CONSISTS OF RICORDS
WHICH aRE GROUPED IN THRESS AND REFERENCED BY LUN
11. THE FIRST RECORD OF £ACH GROUP IS A PARCEL
NUMBZR?® THE SECONO IS THE EXPECTSO VALUE OF THAT
DARCEL IF IT IS HARVESTED VIA THE CABLEWAY IN LUN 11
WHICH REFERENCES IT? AND THE VALUE OF THE
THIRD ENTRY = 1 IF THE ASSIGNMENT IS MADE, AND
0 OTHERWISE,

TOGETHER, LUNS 11 AND 12 ARE EQUIVALENT TO LISTS
=PHI PRIME(IKL) = AND «~PHI(JKL)}= WHICH ARE USED
IN THE DESCRIPTION OF THE CASCADS ALGORITHWM,

LUN 13 (RAF) == THIS FILE CONTAINS PAIRS OF RECOROS,
THZ CONTENTS OF WHICH ARE USED (2) TO ENTER LUN 14, AND
(BR) TO FINO THE LUN 13 RECORO CORRESPONDING TO THE NEXT
HIGHER NUMREREDN PARCEL SCHEDULED FOR HARVEST, RECORDS
I AND (I+#1) IN LUN 13, WHERE I IS AN EVEN=NUMBERED
INTEGER, CORRESPONO TO PARCEL (I+2)/2., 1IN PROBLEMS
TNVOLVING NON~RECTANGULAR PLANNING AREAS, SOME (0P MANY)
RECOROS IN THIS FILE WILL NORMALLY 8F EMPTY, BECAUSE
THOSE PARCELS ARE NOT CONSIOFRED IN THE HARVIST PLANNING.
SVEN-NUMBERED EMPTY RECOROS ARE INITIALIZEO TC -1, AND
00)=NUMBEREQ EMPTY RZICORDS ARS INITIALIZET™ T) (. RECORD I
(I AN EVEN INTEGER) CONTAINS THE NUMBER OF TYE FIRST ReECORD
IN LUN 14 ON WHICH DATA PERTAINING TO PARCEL (I+2)72 HAS
BETN STORED, THIS DATA (SEE LUN 1&) RELATES TO CABLEWAYS
WHICH COULD BE USED TO HMARVEST THAT PARCEL. PECORD
{I+4) CONTAINS THE NUMRBRZS® OF THEZ NEXT NON-EMPTY PECORD
PAIR IN LUN 13, THUS, THE OND=-NUMBERED RECOIDS ARE USED
TO DEFINE A PATHWAY THROUGH LUN 13 WHICH AVOIDS HAVING T9
READ ANY OF THE EZMPYY RECOPDS. THE TOTAL NUMBER OF FEASIBLE
CARBLEWAYS FOR THE PARCFL CORRESPONOING TO RECORDS I ANO (I+1)
IS ENUAL TO: (THE ENTRY ON THE LUN 13 RECOR) REFERENCEN BY
RECORD tI+1), MINUS THE ENTRY ON RECORD I)/3. EVEN=~
NUMBZRED RECNORDS ARE TWO BCO WOROS IN LENGTH: 200~
NUMBERED RECORDS ARE ONF B8CO WORJ.
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3 0SU FORTRAN PROGRAM CASCADE

90

LUN 14 (RAF) == THIS FILE IS A ONE-TO-ONE ANALOG FOR
LUN 12, BUT THE FIRST RECORD OF EACH GROUP IS A CABLEWAY
NUM3ER RATHER THAN A PARCEL NUMBER,

TOGETHER, LUNS 13 AND 14 ARE TSSENTIALLY CROSS-
REFERENCES FOR LUNS 14 AND 123 THEY ARE USEO TO
SIGNIFICANTLY SPEED UP THE EXECUTION OF THE
CASCADE ALGORITHM,

IN BDOITION TO THE ABOVE, LUNS 9 AND 15 ARE REQUIRED
AS SEQUENTIAL ACCESS SCRATCH FILES., ALSOy LUN B IS
USZD FOR RECORDING RUN SUMMARY INFORMATION,

READ INFORMATION FROM™ LUN 7.

READ (7,50) NCOLSNSYSTMS, (CMOVE(TI),I=1,5)4NLNDGS,
- (CLAND(I),I=1,10),NCABLS

FORMAT (I7/717,5F7.0/71710F7.0/1I7)
IGMAJKL=IGMAPUKL=IGMAKL=IGMAPKL=IGMAL=IGMAPL={

¥*#vyx®y INITIALIZATION STEP, FIRST, ASSIGN ANY PARCELS

109

11¢
108

12¢

FOR WHICH ONE ANO ONLY ONE CABLEWAY IS FEASIBLE,

CALL ITIME (INIT)

IPARTLL=Y

CALL SETK (13, (IPARCL1*3)=3)
RFAD (13,105) N2CD1

FOOMAT (I4)

FORMAT (I8)

CALL SEEZK (13, (IPARCL1*#3)~1)
READ (13,110) NXTRCD

IF (NRCOL .GE. 0) GO YO 120

THE RECOROS JUST READ WIRE EMPTY? GET ANOTHER PAIR,

IPARCLI=IPARCL1+1
GO TO 100

THZ 9ECORDS JUST BEAD WERE NOT EMPTY: ~IDARCL1-
IS THE LOWEST NUMBERED PARCEL SCHFDULEODO FOR 4ARVEST,

CALL SESX (13,NXTRCD)
IPARCL2={NXTRCD+3)/3

RT2AD (13,1085) NRCO?

CALL SEEK (134MXTRCO+2)

READ (13,110) NXTRCH

IF ({NPCO2-NRCD1) .LE. 3) GO TO 13¢C
IF (MXTRCD .EQ. 3) 6O TO 170
NRCD1=NRCD2
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20GRAM CASCAOE

IPARCL1I=IPARCL2
GO YO0 120

130 IF (NRCD2 .GT. NRCDO1) GO TO 150

NO CABLEWAY IS LISTED FOR -IPARCL1~. THEREFORE,
IT CANNOT 3E HARVESTED AND THE PROBLFM IS INTEASISBLE.

WRITE (6,140) IPARCL1

140 FOAMAT (£Q***»¥ERROR***3x DARCTL 2,I4s# CANNOT BE 2,

150

ire
175

i8¢

~199

1

1

#HARVESTED, 2//7)
CALL EXIT

EXACTLY ONE CABLEWAY IS IMDICATED FOR -IPARCL1=-,
ASSIGN THAT CABLEWAY,

CALL SEEK (14,4,NRCO1}

BUFFER IN (14,0) (ICABL,ICABL)

DECONE (4,110,ICABL)Y ICASL

CALL ASSIGNL1(ICASL,NRCO1,NRCO24+14+IERR,1)
CALL SEEK (11,(ICABL*2)=-2)

READ (11,105} NRCOI

CALL SESK (11,ICABL*2)

RFAD {(11,105) NRCOL

CALL ASSIGN1{IPARCL1,NRCO3,NRCD4y12, IERR,1)
CALL ASSIGN2UICABL,1) :
IPARCL1I=TIPARCL2

IF {NXTRCD .EQ. 0 GO TO 170

NRCD1=NRCO2

GO T0 12¢

CONSTRUCT ~LAMBOA- FROM THE LIST OF ASSIGNEO CABLE=-
WAYS., THE ARPAY -LAMB0A- IS EQUIVALENT TO THE LISTS
=LAM20A- AND =PI(L)= WHICH ARE REFERENCED IN THE
DESCRIPTION OF THE CASCAODE ALGORITHM,

N0 175 I=1,1C

LAMBDALI) =0

ICABL =1

CALL SEEK (10,ICABL=-1)

READ (18,.110) IASGN

IF (EO0F(10)) GO TO 220

IF (IASGN .EQ. 1) GO 7O 198

ICASL=TICABL+1

50 T? 180

CALL SEEK (3, (ICABL*5)«6)

2EAD {8,117) ISYSTM

CALL SEEK (8, (ICABL*6)=5)

READ (R,110) LANDG

IF (LAMBOA(LANOG) «NE. 0 .AND. LAMBODA(LANDG) JNE.
ISYSTM) GO YO 200

LAMBDA(LANOG) =TI SYST™

ICA3SL=ICABL#+Y

50 TO 139

245
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IF =LAMBOAILANDG)= HAS ALREADY BEEN ASSIGNED
TO SOME SYSTEM OTHER THAN =ISYSTM=-, THEN THE PROBLEM
IS INFEASIBLE,

200 WRITS (65,210) ISYSTM,LAMBDA (LANDG),LANDG

210 FORMAT (zQessssERRQR*s¥=x» AT LEAST ONE PARCIL %,
1 #CANNOT BE HARVESTED UNLESS SYSTEMS #£,I2,# AND #,I2/
2 18X ,2ARE 30TH INSTALLED AT LANDING 2,12/7)
CALL EXYIY

EXYSCUTE THE IMPROVEMENTY CHECK,
22C CALL IMP2R0OVE

COMPLETE THE INITIALIZATION 8Y ADDING FACILITIES
AS NECESSARY TO OBTAIN AN INITIAL FEASIBLE SOLUTION,

JKLADO=0
XMXVAL==,6E300
ICA3L=1
230 CALL SESK (10,ITA8L-1)
REAC (13+110) TASGN
IF (Z0Ft10)) GO TO 250
IF (IASGN .EQs 0) GO TO 240
ICABL=ICABL#L
50 Tn 230

EVALUATE THE POSSI®ILITY OF ADDING =-ICABL-.

240 CALL ADDJUKL(ICABL,TADD,VALUE)
ICABL=ICABL+1
IF (IADD .EQ. 0) GO TO 230
IF (VALUE JLE. XMXVAL) GO TO 230

SAVE THE INDEX AND VALUE OF THE BEST FAZILITY TO
A0D. ALSOs COPY THE LIST OF PARCELS TO ASSIGN TO THE
3EST FACILITY FROM LUN 9 ONTO LUN 15,

XMXVAL=VALUE
JKLADDN=TICABL=-1
CALL COPY

GO Tn 238

IF MO FACILITY WAS FCUND TO ADD, ALL PARCELS MUST
HAVE 3EEN PREVIOUSLY ASSIGNEN TO FACTLITIFS AND WE HAVE
AN INITIAL FEASIBLE SOLUTION,
250 IF (JKLADD .EQ. 0) GO TO 278
A FACILITY WAS FOUND TO A0DS DO SO,
CALL SEFK (11,(JKLADD*2)-2)

READ (11,105) NRCO1
CALL SEESK (11,JKLADOD*2)
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READ (11,105) NRCOZ2
CALL ASSIGNZ2(JKLAOD,1)

UPDATE =~LAMB0A-,

CALL SEEK (8, {JKLADN*B) =6)
RELD (8,110% ISYSTM

CALL SEEK (84 (JKLADD®H) =5}
READ (8,110) LANOG
LAM3DA(LANDGI=ISYSTY

ASSIGN YHE PARCELS ON LUN 15 TO =-JKLAOD-,

REWIND 15

READ (15,1100 IPARCL

IF (SOF(151) GO TO 220

CALL SESK (13,{IPARCL*31=-2)

READ (13,105) NRCD3

CALL SEEK (13,(IPARTL®*3)=1)

REAN (13,110) NXTRCD

CALL SFEK (13 ,NXTRCD)

READ (13,1051 NRCO4

CALL ASSIGNL(IPARCL,NRCD1,NRCD2,12, IERR.i)
CALL ASSIGNL(JKLADD,NRCD3,NRCOLsLky IERR,1)
GD TO 260

#Exwyey INITIALIZATION IS COMPLETE, COMMENCES THE IMPROVE=-

27¢

280

300

HENT ALGORITHM BY FIRST EXECUTING STEP 2,

CALL ITIME(ISTEP2)

TIME=(ISTEP2-INIT) /71000,

HRITE (85,2801 TIME

FORMAT (2OELAPSED INITIATION TIME =2,F3,2,2 SECONDBS.2/)
GALL REPORT

IPASS3=0

CALL ITIME(ISTE®2)

DECINDE ON THE ORDFR IN WHICH LANOINGS S4DULD BE
EVALUATEQ FOR DROPPING,

IGUAL=0
LNROP=0

=0L=- IS THE OPDER CRITERION IN FQUATION [5.91.

0N 3Ll L=1,NLNNGS
OLIL)=.56E300

SEE IF THIS LANDOING WAS THE LAST ONE ADOEDS IF SO,
30 NOT DROP IT. ~IGMAPL- CORRESPONOS TO THE LIST ~GAMMA,
PRIMZ (L)~ WHICH IS USED IN THE OESCRIPTION 0F THE
ALGORITHM,

IF {(IGMAPL .EQ. L) GO TO 340

247



3ub

k1%4
348
3ua
350
151
352
353
154
355
356
357
358
359
350
351
352
383
364
365
36E
357
358
329
370
371
3I"?
373
374
375
376
377
373

D00 OO0

OO0

[+ X2 X3}

D2OON

DION (3 No X6 ]

7

0SU FORTRAN

310

32¢
340
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IF LAMBDA(L) IS EQUAL TO ZERQ, THEN THE LANDING -L~-
HAS NOT BESN ASSIGNED? DO NOT OROP IT,

IF (LAMBODA(L) .EQ. 0) GO TO 340

SUM OVER <L~ FOR SQUATION (5.93.
OLIL) ==CLANDIL)

SUM OVER <K= FOR EQUATION (5.91,

K=LA¥3804a{L)

AL I=0L(L) -CMOVE (K)
B0 320 J=1.NCABLS
CALL SESK(8,(J%6)=5)
READ (B4110) ISYSTM
CALL SEEK (8, (J*6)-5)
PEAD (8,110) LANDG
CALL SEFEK (8, (J*5)=1)
RTAD (84310) EMPLACE
FO2MAT (FL,0)

ACCUMULATE THE SUM OVER <J- FOR EQUATION (5.91,

IF (LANDG «NE. L .ORe ISYSTM ,NE, K} GO TO 32°0
CALL SEEK(10,J=1)

READ (10,1100 TASGN

IF (IASGN .EQ, 0) GO TO 329

OLIL)=0L(L)+DSUMI (JY-EMOLACE

CONTINUE

CONTINUE

THT LOOP ON 350 CHECKS ALL OF THE LANDINGS FOR DROPPIMG,
IN OPDER OF LEAST <0NL=~,

XMIN=,5E300

REWINDG 9

IL=9

D0 350 L=1,4NLNDGS

IF (OLIL) GE. XMIN) GO TO 360
XMIN=0OL (L}

IL=L

CONTINUE

IF (IL EQ. J) GO TO w4l

EVALUATE LANOING ~IL- FOR DROPPING.
K=LAMBDA(TIL)

THE EVALUATION PRCCEEDS BY TESTING EVERY CABLEWAY
WHICH IS PRESENTLY ASSIGNFED TO LANDING =IL-.

DELTA=0,
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366

Rl
270

38C
3Q0

395

DD 370 J=1,NCABLS

CALL SEEK (8,(4*6)=6)

READ (8,110) ISYSTM

CALL SEEK (8,(J%5)~5)

2EAD (8,110) LANDG

IF (LANOG oNE. IL +OR, ISYSTM .NE. K) GO YO 37°0
CALL SEEK (10,J4-1)

READ (10,110) TASGN

IF (IASGN .EQ. 0) GO TO 370
CALL EVALII(J,0,IL,INROP,1,SUM)
OELTA=DELTA+SUM

IF IDROP=0, THEN CABLEWAY =J= CANNOT BE OROPPED
AND THE LANDING MUST REMAIN ASSIGMED.,

IF (IDROP .EQ. 1) GO TO 365

CALL UPLAMRDA .
JLIIL)=.6E300

GO T2 250

LOROP=1

CONTINUE

IF (LDROP .EQ. 0) GO TO 364

THEZE IS NOW A LIST, ON LUN 9, WHICH INDICATES
THE BEST CABLEWAY (NOT AT LANDING -IL-=) YO WHIZH EACH
BARCEL ASSIGNED TO LANDING -IL- COULD BE REASSIGNED.
FIND OUT WHAT INCREASE IN VALUE WOULD RESULT IF THESE
REBSSIGNMENTS WERE MADE ANO THEN THE IMPROVEMENT CHECK
WERE EXECUTED.

REWIND 9

READ (943903 I,JOLD,JNEW
FARMAT (3I4)

IF (E0F(S)) GO TO 395

CALL EVALIU(I,JOLD,JNEW,SAVING)
NELTA=0SLTA+SAVING

G0 Tn 380

FINALLY, COMPLFETE EQUATION {5.71 8Y ADDING THE
FIXED COSTS SAVED 2Y CLOSING LANDING <-IL-, YARDING
SYSTEM =K-~, AND ALL OF THE CASQLEWAYS PRESENTLY
ASSIGNED TO LANDING =IL-.

DELTA=DELTA+CMOVE (K)Y+CLANDI(IL)
DO 400 J=1,NCABLS

CALL SEEK (84(4*5)=5)

ATAD (8,110) ISYSTM

CALL SEEK (8,(J*6)=5)

READ (2,110) LANDG

CALL SEEK (8,(J*5)=1)

READ (8,310) EMPLACE

IF (LANDG JNE. IL «OR, ISYST™ (NS, K} GO TO 4Q0C
CALL SEEK (18,J-1)

READ (10,110) IASGN

249



PAGE

L33
43
425
436
L37
1]
429
i
Lby
we2
w43
Ll
LL5
(%)
V%
Lis
449
450
451
452
452
W54
L&5
456
u57
L58
459
4690
LT3
w62
4E3
“hl
485
LE6
457
u59
us9
479
W71
L72
W73
WTh
ars
786
u??
L7
479
LR
W31
62?2
¥a3
N
485
486

QOO0

DOONO

CTOTNTOTIOO

OO0

250

9 OSU FORTRAN PROGRAM CASCADE

too

uic
420

L3

IF (IASGN .EQ. 0) GO TO uBD
DELTA=DEL TA+EMPLACE
CONTINUE

IF OELTA>0, EXECUTE THE REASSIGNMENTS INDICATEO
ON LUN 9 ANO. THEN UPDAYTE -LAMBDA~, OTHERWISZI, GO
ON TN THE EVALUATION OF THE NEXT LANDING.

IF (DELTA .GT, 0.) GO TO 410

CALL UPLAMBOA

ALIIL)=.5E300

GO TO 350

REWING 3

READ (94790) I,JOLD4JINEW

IF (EOF(3)) GO TN 430 -
CALL ASSIGN3{I,JOLDyJNEW) oo
GO TN 428

CALL UPLAMBDA

CALL TMPROVE

IGMAL=TL

OLIILY=,.6E300

GO TO 35

*%s3xx¥s® CONTINUING WITH STEP 2, EVALUATE THE DRIPPING

Lup

L0

"OF YARDING SYSTEMS., FIRST, OECIDE ON THE ORIER IN
WHICH YARDING SYSTEMS SHOULD BE EVALUATED.

CALL ITIME(ISTEP2L)

TIME=({ISTEP2L-ISTEP?) /1008,

HWRITE (64650) TIME

FORMAT (£0SLAPSED TIME, LANDING PORTION OF STEP 2=¢,
1 F9.,3,# SECONOS. 2/}

SALL REPORTY

CALL ITIME(ISTEP2L)

IGMAKL=0

KLOROP=D

HERE, «NL= IS THE ORDOER CRITERION IN EQJATION (S5.81,
RECALL THAT THERE IS EXACTLY ONE YARDING SYSTE™ AT EACH
ASSIGNED LANDING., TN THIS SECTION, WE USE T4E FACT THAT

» THERE ARE AT MOST 10 LANDINGS TO PERMIT THE JSz OF AN

INDEYX, KL=y TO IDENTIFY THE YARDING SYSTEM IMPLACED AT
ANY L ANOING. KL=(10%L)+K, WHERE Ke=5,

00 465 L=1,NLNNGS
OL(LY=.58E300
IF (LAMBDAC(L) LEQ. 0) GO TD 465

SEE IF =KL~ WAS THE LAST YARDING SYSTEM ADDEDS IF SO,
N0 NOT 2ROP IT, <~IGMAPKL=~- COPPESPONDS TO THZ LIST -GAMMA,
POIME (KLY~ WHICH IS USEO IN THE DESCRIPTION JF THE ALGORITHM,

K=L A430A(L)
KL=(L*10) +K
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460
465

470

uro

IF (IGMAPKL .EQ. KL) GO TO 465
SUM OVER =K= FOR EQUATION (5,%}1.

OL (L) ==CMOVE (K)

N0 460 J=1,NCABLS
CALL SEEX (8, (J*B)-R)
RFAD (B,110) ISYSTM
CALL SEEK (8, (J*6)=5)
2EAD (8,110) LANDG
CALL SEEK {8, (J*6)=-1)
READ (8,310) EMPLACE

SUM OVER =J= FOR TQUATION [5.81,

IF [LANDG +NE. L .OR. ISYSTM .NE. K} GO TO 650
CALL SEEK (10,4=1)

R¥AD (10,110) TASGN

IF (IASGN +EQ. €) GO TO 460

OL(LY=0L(L) +DSUMI(J)-EMPLACE

CONTIMUE

CONTINYS

THE LOOP ON 470 CHECKS ALL OF THE PRESENTLY
ASSTGNED YARDING SYSTEMS FOR DROPPING, IN ORDER
OF LZAST =0L=-,

XMIN=.55300

REWIND 9

IL=90

D0 430 L=1,NLNDGS

IF (ML) . GE. XMIN) GO TO 480
XMIN=0L L)

IL=t

CONTIMUE i

IF (TL +EQ., 0) GO Tn 560

EVALUATE THE YARDING SYSTFM AT LANDING =-TIL~-
FD DNROPPING.

K=_LAMBDA(TIL)

TEST £ACH CABLEWAY CURREINTLY ASSIGNSD T2 YARDING
SYSTEM «=K= AT LANOING =-IL<=,

NELTA=0,

Ka393=¢

00 490 J=1,NCABLS

CALL SEEK (8, (J*6)~5)

RZAD (8,110) ISYST™

CALL SFEK (8, (J*61~-5)

READ 18,1100 LANDG

IF {LANNG JNE, IL +OR. ISYSTM .NE. K} GO TO 490
CALL SEEK {18,J=-11

READ 110,110) TASGNM
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501 IF (TASGN .EQ. 0) GO TO 490 -
562 CALL SVALIT(J,Ke0,IDR0P,KADD,SUM)
563 DELTA=DELTA+SUM
Stk IF (IOROP .EQ. 1) GO TO 485
545 484 CALL UPLAMBDA
5u6 MATLI=.6E300
547 GO0 TO 470
S48  4AS KLDRNP=y
540  wog CONTINUE
550 IF (XLDR0P .EQe 0) GO TO 484
551 IF (LAMBDA(IL) +EQ. K) LAMBDA(IL)=0
552 ¢
553 ¢ THERE IS NOW A LIST, ON LUN 9, WHICH INDICATES
554 ¢ THZ 3EST CABLEWAY (NOT AT LANOING <IL=) TO WHISH EACH
555 ¢ PARCTL ASSIGNED TO LANOING =IL- COULD BE REASSIGMED.
556 ¢ FIND OUT WHAT INCREASE IN VALUE WOULO RESULT IF THESE
557 ¢ RTASSIGNMENTS WERE MADE AND THEN THE IMPROVEMENT
558 ¢ CHECK WERE EXECUTED,
559 ¢
560 REWIND 9
561 500 RTAD (9,390) I, JOLD,JNEW
552 IF (ENF(9)) GO TO 510
563 CALL EVALI(I,JOLDGJINEN,SAVING)
5eL NELTA=OELTA+SAVING
5 &5 G0 Tn s5q0
5¢6 C
567 € COMPLETE EQUATION (S5.61.
568 C
569 510 JELTA=DEL TA+CMOVE (K}
570 IF (LAM3DA(TL) .SQ. 0) OELTA=DELTACLAND(IL)
571 D0 520 J=1,NCABLS
572 CALL SEEK (8, (J*B}=6)
573 PEAD {8,119} ISYSTM
574 SALL SEEK (8, (J*6)=5)
s7c READ (8,110) LANDG
575 CALL SEEK (8, (J%6)=1)
577 READ (B,310) EMPLACS
578 IF (LANDG +NE, IL +OR. ISYSTM NE. K) GO TO 3528 '
579 CALL SEEZK 110,J=1)
530 RTAN (10,118) IASGN
v saq IF {IASGM LEQ. 8) 67 TO 520
[ 5a2 DELTA=DELTA+SMPLACE
! 593 €20 CONTINUS
t 5aY IF (DELTA .G6T. 0) GO TO 520
‘ 5ag CALL UPLAMSDA
| 525 OL(IL) =4 65200
‘ 537 GO TO 470

| 538 S30 \‘EWIND 9
' 589 560 RFAD (9,397) I,JOLD,JINEW

590 IF (E0F(3)) GO Tn 550
591 CALL ASSIGN3(I,JOLD,JINEW)
; 592 GO TH 540

| 593 55¢ CALL UPLAMBDA
| 594 CALL IMPROVE
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595 IGMAKL=KL

5a& OL(ILI=.6E300

sa7 GO TN 470

599 C

5A9 C **#¥¥¥xrs TO COMPLETE STEP 2, FVALUATE THE DROPPING OF
600 C INDIVIDUAL CABLEWAYS, FIRST, DECIDE THE ORDIR IN
601 C WHICH CABLEWAYS SHOULD 8E EVALUATED,

672 ¢

603 560 CALL ITIME(I2KL)

606 TIME=(I2KL=ISTEP2L) 71000,

0% WRITE 1(64570) TIME

60% 570 FORMAT (20ELAPSED TIME, YARDING SYSTEM PORTION OF 2,
607 1 #STEP 2=2,F9.3,2 SECONDS.27)

608 CALL REPORT

629 CatL ITIME(I2KL)

61¢e REWIND 15

621 IGMAJKL=0

612 IWRITE=D

613 C

A14 C =0=- IS THE ORDER CRITERION IN EQUATION (S,41, AND
615 C =JKL= IS THE CABLEWAY T0O WHICH IT CORRESPONDS.
516 ¢

617 575 0=.6E£300

A18 REWIMD S

519 00 610 J=1,NCABLS

620 CALL SEEK (10,J4=1)

621 READ (10,110) IASGN

622 IF (TASGN .EQ. 0) GO TO 610

623 CALL SEEK (®,(J%6)=1)

624 READ (8,4310) EMPLACE

625 OTEMP=DSUMI(J)-EMPLACE

626 IF (OTEMP .GE. O0) GN TO &10

627 IF (IWRPITE ,EQ. 9) GO TO 600

528 C

5”9 C THE LIST ON LUN 15 CONSISTS OF CABLEWAYS WHICH
53¢ C HAVE BEEN CONSIDERFED IN THIS PASS BUT CANNOT 8f OROPPED.
631 ©

832 REWIND 15

533 san RTAD (15,110) JJ .

834 IF (ZOF(15)) GO TO 600

535 IF {(JJ .EQ. J) GO TO 610

836 G0 TN 590

837 600 O=0TEMP

678 JKL=J

639 510 CNANTTINUE

Ll IF (C .GT. .5E330) GO TO €70

6Ll

A CABLEWAY HAS BEEN SELSCTED FOP WHICH -0- IS
MINIMIZED AND WHICH HAS NOT BEEN CONSIDERED QR
ORJIPPING IN THIS PASS. EVALUATE IT FOR D®OPPING,
UMLESS IT WAS THE LAST CASLEWAY PREVIOUSLY ADDED.

[+,

F

[#1]
DIIDONDO

567 IF (JKL .E0. IGMAPJKL) GO TO 615
648 CALL EVALTII(JKL 0,8, IDROP,1,0ELTA}
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649 IF (INROP .EQ. 1) 30 TO 620

850 ¢

554 C ~JKL~- CANNOT 2F DROPPED.

652 C

653 615 IF (IWRITE ,£0. 1) CALL SEFFI15)

854 IF (IWRITE ,EQ., 1) CALL SEFB(15)

655 INRITE=1

L CALL UPLAMBDA

657 WRITE (15,110) JKL

858 50 T 575

59 ¢ _
640 C =JKL= CAN BE DROPPED?! COMPLETE CQUATION [5.3) 8Y
661 € ADDING =I(JKL)= ANC =F(JKL)=.

652 C

663 620 RENWIND 9
664 530 REAN (9,390) I,JOLD,JINEW

865 IF (ENF(9)) GO TO 640
656 CALL EVALI(IyJKLyINEW,SAVING)
667 DELTA=DELTA+SAVING
668 GO TO 630
569 640 CALL SEEK (8, (JKL*R)=1)
570 RTAD (8,310) EMPLACE
571 DELTA=DELTA+EMPLACE
672 IF (DELTA .LE., 0.) GO TO 615
573 ¢
574 C IT IS WORTHWHILE DROPBING JKL: 00 SO.
675 C
675 PTWIND 9
677 650 READ (9,390) I,JOLD,JNEW
578 IF (FOF(9)) GO TO 650
679 CALL ASSIGN3 (I, JKL;JNEW)
san G0 TN 650 :
531 660 SALL IMPROVE
502 TGMA JKL=JKL
§a3 GO TO 615
684 C
625 C *¥®vsssrsss STED 2 IS COMPLETES EXECUTE STEP 3 OR CXIT.
696 C
637 €79 CALL ITIME(ISTEPI)
( 538 - TIME= (ISTEP3I=T2KL)/1000.
| 529 WRITE (64630) TIME
: 698 680 FORMAT (20FELAPSED TIME, CABLEWAY PORTION OF STEP 2=z,
\ so1 1 F9,3,# SECONDS.2/)
: 692 SALL REoNRT
| 793 CALL ITIME(ISTEP3)
, 594 T (IPASS3 .EQ. 4) GO TO 690
| 595 ¢
| 596 C EXIT IF STE® 3 HAS BEEN EXECUTED AT LEAST ONCE AND NO
607 ¢ FACILITIES WERS DROPPED OR ANDED DURING THE 40ST REGCENT
598 € PASS THROUGH STEPS 2 AND 7.
} 599 C
t 200 IF (IGMAL  .E0. 0 (ANO. IGMAKL  +EQ. 0 .AND.
, 791 1 IGMAJKL +EQ. 0 .AND, IGMAPL  .SC. 0 .ANJ,

772 2 IGMAPKL «.EQ. 0 AND., IGMAPJKL .EQ. 0) CALL EXIT
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704
7°%
708
707
708
709
710
711
712
713
716
715
7186
717
718
719
720
721
722
723
774
725
724
777
728
729
730
731
732
733
734
725
736
77
738
739
740
741
742
743
7ub
745
4]
747
TLR
749
758
751
752
753
754
755
756

14

OO0

[ Ne Xo )

DOOD

255

0OSU FORTRAN PROGRAM CTASCACE

65390

€95

695

700

710
715

IPASS 3=
IGMAPL=IGMAPKL=IGMAPJKL =0

FOR EACH UNASSIGNEO CABLEWAY, CCMPUTE T4E =-AD0
CRITZERION=s 00 NOT, HOWEVER, CONSIOFR ADNIN3 A CABLEWAY
I IT WOULO REQUINE A SECOND YARDING SYSTEM AT SOME LANDING
OR IF IT WAS THE CABSLEWAY MOST RECENTLY DROP?ED.

00 740 J=1,NCABLS ’

IF (J +EQ. IGMAJKLY GO TO 740
CALL SEEK (10,4=1)

READ (10,110) IASGN

IF (TASGN .EQ. 1) GO TO 740
CALL SEEK (8, (J*5)=R)

RFAD (8,110) ISYSTM

CALL SEEK (8,(J*5)=5)

READ (8,110) LANDG

IF (LAMSDA(LANDG) .NE. 0 .AND, LAMBDA(LANDG) .NE.
1 ISYSTMY GO TO 740

CALL AOQOEVAL{Jy SUM)

A0D -TI(JKL)= TO EQUATION (5,101,

REWIND 9

READ (9,715) I,JNLD

IF (S0F(9)) GO TN 696

CALL EVALI(TI+JOLDsJ+SAVING)
SUM=SUM+SAVING

GO TN 695

CALL SESX (8, (J*6)=1)

READ (8,310) EMPLACE
SUM=SUM=EMPLACE :
IF (LAMBDA{LANDG) .EQe 0) SUM=SUM~CLANOILANO3)=-
1 CMOVE(ISYST™W)

IF (SUM .LE. 0) GO TO 74D

ABO CABLEWAY =J-, NOTE THAT LUN 9 CONTAINS A
LIST OF PARCELS TO 9E ASSIGNED TO =J-.

REWIND 9

IGMAPUKL=Y

IF (LAMBOA(LANDG) .NE. 0) GO TO 700D
IGMAPKL=ISYSTM™

IGMAPL=LANDG

CALL ASSIGN2(J,1)

CALL SETK (11,(J*2)-2)

READ (11,105) NRCDY

CALL SEEK (11,J*2)

READ (11,105) NRCO2

READ (9,715) I,JOLD

EORMAT (214)

IF (EOF{(9)) GO TN 740

CALL ASSIGN1{I,N2C01,NRCD2,12,IE2R,1)
CALL SEEK (11,(JoLD*2)-2)
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757
758
759
760
761
752
763
764
755
758
787
748
769
770
771
772
773
774
775
778
777
778
779
79¢g
781
7R2
783
734

78¢
734,

737
7488
7839
7ap
791
792
793
94
795
7ag
737
708
799
809
ang
302
a3
806

ats
807
8114
8nqg
810

OO0

OO0

¥raryxvxax STEP 3 IS COMPLETE.

0Sy FORTRAN PROGRAM CASCADE

READ (11,105) NRCD1A

CALL SEEK (11,J0LD*2)

READ (11,105) NRCO2A

CALL ASSIGNL1(I,NRCD1A,NRCDO2A412,IERR,0)
CALL SEEK (13,(I*31=3)

READ (13,105) NRCO3

CALL SEEK (13,(I*31-1)

READ (13,110) NXTRCOH

CALL SEEK (13,NXTRCD)

READ (13,105) NRCOGL

CALL ASSIGN1(J,NRCD3,NRCD4y14yIERR,1)
CALL ASSIGN1(JOLOyNRCD3,NRCDGy14sIERR, D)

CHECK TO SEZ IF ALL OF THE PARCELS PREVIQUSLY
ASSIGNED TD CABLEWAY ~JOLO~- HAVE BEEN RE-ASSIGNED.
IF S92, CLOSE IT.

I21=NRCD2A-~NRCN1A
ne 720 II=t,I21
CALL SESK (12,MRCD1A+II-1)

720 2TA0 (12,110) IBUF(II)

IALL=D

0n 738 II=19121'3

II2=11+2

IF (IBUFIII2) .EQ. %) GO TO 730
IALL=1

738 CONTINUE

IF (IALL .EQ. 1) GO TO 735
CALL ASSIGN2(JOLD,0)
IGMAJKL=JOLD

CALL SEEK (8, (JOLD*E)=6)
READ (B,110) ISYST™

CALL. SETK (8, (JOLO*6)=5)
READ {8,110) LANOG

CaLL IMPROVE

CALL UPLAMARDA

IF (LAMBDA(LANOG) . NE. 0) GO TO 740
IGMAKL=ISYSTM

IGMAL=LANOG

GO TN 710

736 CALL IMPROVE

CALL uPLAMBDA
GO TO 710

7Ll CONTINUE

EXIT. OTHERWISE, MAKE ANOTHEZR PASS,

CALL ITIME(TIEND)
TIME=(IEND-ISTEP3Y /1000,
WRITE (6,750) TIME

750 FOOMAT (20SLAPSED TIME FOR STEP 3=%£,F9,3,2 SSCONDS.2/)

CALL REPORT
IF (IGMAL «EQe B JAND, IGMAKL +EQe 0 AN,

IF NO FACILITIES WZRZ ADDED,

256
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11 1 TGMAJKL «EQ. 0 +ANO. IGMAPL «EQ. 0 LAN].

812 2 IGMAPKL +EQ. 0 +AND. IGMAPJKL .EO0. 0) CALL EXIT
813 Go T3 300

814 ~ END

/
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100
105

110

SUBROUTINE IMPROVE

SURROUTINE IMPROVE
COMMON IBUF{450),IBUF1{L50),CMOVE (5) ,CLAND (10) yNROWS,NCOLS
COMMON LAMBDA(10)

THIS SUSROUTINE EXECUTES AN IMPROVEMENT CHECK
DESIGNED TO IMPROVE THE CURRENT ASSIGNMENT 0OF 2ARCELS
TO CASLEWAYS, IF POSSIBLE. IT OOES NOT ADD CABLEWAYSS
RATHZR, IT SEEKS TO ADD AS MANY PARCELS AS PJISSIBLE TO
EACH OF THE CURRENTLY ASSIGNED CABLEWAYS. IS ANY PARCEL
CAN 3E ASSIGNED TO “ORE THAN ONE EMPLACED CABLIWAY, IT
IS ASSIGNED TO THE ONE MHICH MAXIMIZES ITS VALUE (FIXED
COSTS ARE NOT CONSIDERED SSCAUSE ALL FACILITIES EVALUATED
ARE ALREADY IN PLACE). THIS PROCEDURE MAY RISULT IN
SOME CASLEWAYS BEING 0OPQPPE(,

ICABL=0"

CALL SEEX (10,ICASL)

FORMAT (I8)

READ (10.110) TIASGM

FORMAT (I&)

IF (SOF{10)) RETURN
ICABL=ICABL+1

IF {IASGN .EQ. 0) GO TO 100
CALL SEEK (11,(ICABL®2)~-2)

. READ (11,105) NRCD1

158

CALL SEEK (11,ICABL*2)

READ (11.105) NRCD2
I21=NRCO2=-NRCD1

GALL SESXK (12,4,NRCOD)

BUFFER IN (12,0) (IRUF(1),IBUF(I21))
I==2

I=I+3

I2=1+42

IF (I2 .67, I21) GO TO 100

e 150 J=I,12

DECONE (4,110,IBUF(J)Y IRUF(D)

IF PARCEL =~IBUF(I)~ IS ALREAOY ASSIGNED TO CABLEWAY
«~ICA2L=y GO GET THE NEXT PARCEL.

IF (IBUF(I2) .EQ. 1) GO TO 14O
CALL SEEK (13,(IBUF(I)*3)=-3)
REAQ (13,105) NRCO3

CALL SEZK (13,(IBUF(II*I)~1)
RFAD (13,118) NXTRCn

CALL SEZK (13,NXTRCD)

READ (13,1051 NRCODG
TL3=NRCOL-NRCD3

IF Tu3=3, THE PARCEL TAN ONLY BE HARVESTED OVER ONE
CABLEWAY, THEREFORE, THAT ASSIGNMENT SHOULD ALREADY MAVE
BEZEN MADS, AND WE LEAVE IT ALONE,

IF {143 .EQ. 3) GO TO 140

258
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180

1790

180

SUBROUTINE IMPROVE

GET THE LIST OF ALL POSSIRBLE CABLEWAYS (~IBUFi-)
OVSR WHICH PARCEL -IBUF(I)- CAN 8E HARVESTED,

CALL SEEK (14,NRCOI)

QUFFIR IN (164,0) (IBUF1(1),IBUF1(IL3))
00 160 J=1,I43

DECOOT (4,110,IBUF1(3Y) IBUF1(J)

ASSIGN PARCIL -IBUF(I)= TO CABLEWAY -ICABL- IF?

(A) THE PARCEL IS NOT CURPENTLY ASSIGNE) TO ANY
CASLEWAY?

{8) THE PARCEL WOULD HAVE A GREATER VALUE IN THE
© NEW ASSIGNMENT THAN IN ITS PRESENT ASSIGNMENT.

nn 170 J=1,163,3

J2=J42

IF (IRBUF1(J2) .EQ. 1) GO TO 180
CONTINUE

THE PARCEL IS NOT CURRENTLY ASSIGNED TO ANY
CARLFWAY, NOTE THAT IT IS NOT NECESSARY TO ZALL
SURROUTINE «ASSIGN2~ BECAUSE WE ALREADY KMOW THAT
~ICABL= IS LISTED ON LUN 10 AS AN ASSIGNEN CaBLEWAY.

CALL ASSIGN1{(ICABL.NRCD3I,NRCDG4,14,IERR,1)
IPARCL=IBUF(I)

CALL ASSIGMN1(IPARCL,NRCD1,NRCD?,12,I5RR,1)
GO TO 140

THE PARCEL IS CURRENTLY ASSIGNED YO CABLEWAY
-I3UF1(N~, SEE IF RE~ASSIGNMENT TO =-ICASBL- WOULD
GIVE IT & HIGHER VALUE,

ERENLS
T1=I+1
IF (TBUF1(J1) .GE. IBUF(I1)) GO TO 140

RE-ASSIGN THZ PARCEL T0 ~ICABL-,

ICA3L1=IBUF1(d)

IPARRL=IBUF(I)

CALL ASSIGN1{ICASL,NRCO3,NRCDL4s1%sIERR,1)
CALL ASSIGNL1(T®ARCL,NRCD1,NRND2,12,IERR,1)
CALL ASSIGN1U(ICA3L1,NRPCO3,NRCDL 414y IERR,Q)
CALL SESK (11,{ICARL1%*2)~-2)

REAND 111,105) NRCOS

CaLL SEEK (11,ICABL1*2)

READ (11,105) NRCODG

CALL ASSIGNL1(IPARCL,NRCDSNRCDA,129IERR, D)

CHECK TO SEE IF ANY OTHSR PARCILS ARE
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190

SUBROUTINE IMPROVE

ASSIGNED TO CABLEwWAY =-ICABL1-, IF NOT, RECORD
ITS CLOSURE ON LUN 10,

00 190 JJI=NRCD5,NRCD6+3

IF ((JJ+2) .GE. NRCD6) GO TO 190
CALL SEEK (12,J4+2)

BUFFER IN (12,0) (TASGN,IASGN?
DZGODE fLs110,IASGN) TASGN

IF (IASGN EQe 1) GO TO 140
CONTINUE

CALL ASSIGN2(ICASBL1,0)

UPDATE <=LAM3DA=~ YO INCORPORATE THE CLOSURE OF =ICABL~.

CALL UPLAMBDA
GO TO 148
EMD

260
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1 0OSU FORTRAN SUBROUTINE ADDJKL

SUBROUTINE AOOJKL(IZABL.IADOD.VALUE)
COMMON IBUF(4S0),IBUF1 (4509 ,CMOVE (5) ,CLAND(10) ,NROWS,NCOLS
COMMON LAMBOA(10)

THIS SURROUTINE IS DESIGNED TO EVALUATE THE ADVANTAGE OF
A0DING FACILITY -ICA8L=, GIVEN EXISTING ASSISNMENTS,

FIRST, FIND OUT IF THE YAROING SYSTEM REPIESENTED 3Y
~ICABL= IS ALREADY IN PLACE, OR, IF IT IS NOT, WHETHER IT
CAN BF ADDE0 WITHOUT OESTROYING FEASIBILITY.

CALL SEEK (8, {ICABL*5)-6)
RFAD (22,1080 ISYST™
100 FORMAT (Iu4)
CALL SEEK (8, (ICABL*6)=5) :
READ (8,100) LANOG
CALL SEEK (8,(ICABL*B)=1)
2FA0 (8,105) EMPLACE
105 FORPMAT (F4,0)
IF (LAM3DA(LANOG) +EQ., 0 .OR. LAMBOAILANOG) .EQs ISYSTM)
1 60 TO 110
IADD=0
RETURN

THE YARDING SYSTEM IS EITHER ALREADY IN PLACE OR CAN
3¢ ADDED,.

110 TA0D=1
RENIND 9
IF (LAMBOA{LANOG) .EQ, 0) EMPLACS=EMPLACZ+CMOVE(ISYSTM) +
1 CLAND(LANDG) ‘
CALL SESK (11,(ICABL®2)=2)
READ (11,1415) NRCO1
115 FORMAT {IA}
CALL SEEK (11,ICABL*2)
°TaD (11,115) NRCOD2
I21=NRC02=-NRCO1
CALL SFEK (12,NRCO1)
BUFFER IN (12,01 (IBUF(1),IBUF(I21))
no 160 I=t,I21
NECONE {4,108,IBUF(I)) IBUF(I)
140 CONTTNUE

SUM THE VALUE OF ALL PARCELS WHICH CCULJ SE HARVESTED
3Y =ICA8L- ANDO ARE NOT CURSENTLY ASSIGNEO TO SOME OTHER
casLIwey, .

VALUE=0.

N0 160 I=1,I21,3

CALL SEEK (13, (IBUF(I)*3)=-3)
READ (13,115) NRCO3

CALL SEEK (13,(IBUF(I)*3)~1)
RFAD (13,100) NXTRCH

CALL SEEK (13,NXTRCOD)
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2 O0SU FORTRAN -

150

160

SUBROUTINE ADDJKL

READQ (134115) NRCO4

Iu3=MeC0L=-NRCDZ

CALL SEEX (14,NRCD3)

JUFFER IN (1ke0) (IBUFL1(1),IBUF1(I43))
00 150 J=1,I43,3

J2=Jy+ 2

DECODE (4,108,I8UF1(J2)) ISUFL1(J2)

IF (I3UF1(J2) .EQ. 1) GO TO 160
CONTIMUE

PARCEL «IBUFI(I)« IS NOY ASSIGNED TO ANY OTHER CABLEWAY.

I1=1+1
VALUE=VALUE+IBUF(I1)
WRITE (9,100) IBUF(I)
CONTINUE

IF, AT THE END OF THIS ROUTIMNE, -VALUE=- IS STILL EQUAL
Y0 ZERD, THEN EVEN THOUGH ~-ICABL- COULD B8E ADDED, NO .
PARGCELS WOULD BE ASSIGNED TO IT BECAUSE THEY HAVE ALL BEEN -
PREVINUSLY ASSIGNED.

IF (YALUE .GT. 0) GN TO 170
IA0D=0
RETURN

RETURN THE SUM OF THE VALUES OF PARCELS WHICH COULD
9T ASSIGNED TO ~ICARL~, MINUS THE CASCADED FIXED
COSTS.

VALUE=VALUE~-EMPLACE
RETURN :
END
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U FORTRAN SUBROUTINE ASSIGN1

SUBROUTINE ASSIGN1(I,NRCD1,NRCD2,LUN,IERR,IASGN)

COMMON IBUF (450)4,I3UF1(450)4CMOVE (5) ,CLANDU10) 4NROWS,NCOLS

COMMON LAMBDA(10}

THIS SUBROUTINE RECORANDS 0OR ERASES ASSIGNMINTS
OF PARCELS TO CASBLEWAYS ON LUN 12 OR LUN 14,

ISPR=0

T1=NRCD2=-NRCD1 ’

IF (I1 .GT. 450) GO TO 150

CALL SEZK(LUN,NRCO1)

BUFFER IN (LUNy8) (IBUF1(1),IBUFLI(ILINY
00 1190 J=1,11,3 :

DECODE (L,100,IBUFLCJ)Y IBUF1(JI)
FORMAT (I4)

IF {IBUFL(J) .EQ. IV GO TO 120
CONTINUE

IF WE GET HERE, AN ERROR WAS MADE BECAUSE THE
INDEX NUMBER ~I= WAS NOT FOUND BETWEEN RECORDS
=NRCDi=- ANG =NRCO2= ON FILE <=LUN=,

IERR=1

WRITE (6,115) IL.NRCD1,NRCD2,LUN

FORMAT (20%®*s*¥ERQoR¥*ssx  TTEM #,IL,2 NOT FIUND 2,
Z8ETWEEN RECORDS 2,I5,2 AND 2,I5,# IN LUN 2,127/}

CALL &XIT

RECORD THE ASSIGNMENT OR ERASURE,

J2=J+2

IBUFL (J2)=TASGN

ENCONT (L,130,IBUF1(J2)) IBUFL1(J2)
FOPMAT (I

CALL SZEK (LUN,NRCD1e¢J2-1)

BUFFZR OUT (LUN,D) (IBUF1(J32),IBUF1(J2)})
2ETYRN

THERE ARE MORE THAN 150 PARCELS ENTERED FOR
THIS CASLEWAY (THIS EXCEENS THF DIMENSION SIZE).

IERR=1
WRITE {6,150)

FORMAT (z*»¥espDpOR*smes ATTEMPT TO ASSIGN A CABLEZ#,
£WAY FOR WHICH MORE THAN 150 PARCELS ARE FIASIBLE,.2//)

CaLL EXIT
ZND
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0SU FORTRAN SU3R0UTINF ASSIGN?

SUBROUTINE ASSIGN2{ICABL,IASGN)
COMMON IBUF (L53),IBUF1 (453),CMOVE(5) CLAND 110 4NROWS,NCOLS
COMMON LAMSOA(1ID)

THIS SU3ROUTINE RECORDS OR ERASES CABLEAAY

DB YOI E N

[
(=]

OO0

190

ASSIGNMENTS ON LUN t0,

CALL SEEK(10,ICaBL-1)
ENCOOE (L4,100,IJ) TASGN

FORMAT (IG)
BUFFER oUT (10, 0)
RETURN

END

(13410
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110

120

SUBRO0UTINE ASSIGN3

SUBROUTINE ASSIGN3I(I+JOLD,JINEW)

COMMON IBUF (4L50),IBUFL (45C),CMOVE(5) ,CLAND (10) 4NROWS,NCOLS

COMMON LAMBDA(10)

TO CASLEWAY =JNEW~,

THIS SUSROUTIME REZASSIGNS PARCEL I FROM CABLEWAY =JOLD-
IT ALSO REMOVES THE ASSIGNMENT OF

CASLEWAY =JOLD- AND ADDS CASLEWAY =JNEW=,

CALL
CALL
CALL
RFAD

ASSIGN2(JOLD, D)
ASSIGN2(JUNEW, 1)
SEEK (114 (INEW®2)«2)
(11,110) NRCD1

FORPMAT (I8)

CALL
READ
CALL
RTAD
CALL
READ

SEEK (11,JUNEH*2)
(11,119) NRCD2
SEEK (13,(I*3N=-3)
{13,110) NRCD3
SEEK (13,(I*31=-1)
(13,120) NXTRCH

FORMAT (I&4)

CALL
READ
CaLL
CaLL
CatL
READ
CaLL
READ
CALL
CALL

SEEK (13,NXTRCDY

(13,110} NRCODL

ASSIGN1 (I.NRCT1,NRCO2412, IERR, 1)
ASSIGN1 (JNEW,NRCD3IJNRLDLy 144 IEPR, 1)
SEEK (11,(J0L0*2)=-2)

(11,110) NRCDL

SEEK (11,J0L0%2)

(11,110) NRCD2

ASSIGNt (I,NRCD1,NRCD2,124IERR, D)
ASSIGN1 {JOLDsNRCD3I4NRCOL, 1L, IERR,D)

RETURN

EMD
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1 0SU FOPTRAN SUBROUTINE UPLAM3DA

110

120

130

SURROUTINE UPLAMBOA
COMMON TIBUF (450),IBUF1(450) ,CMOVE(S) ,CLAND (12) ,NROWS,NCOLS
COMMON LAMBDAC1I D)

THIS SUBROUTINE UPDATES THE LIST -LAMBOA~ FROM THE
CONTENTS OF LUN 8 AND THE REVISED LUNM 10,

00 100 I=1,10

LAMBDA(I) =0

ICABL=1

CALL SEEK (10,ICABL-1)
READ (10,1208) TASGN
FORMAT (IW)

IF (S0F(10)) RETURN

IF (TASGN ,EQ. 1) GO TO 130
ICABL=ICABL+1

GO ToO 110

CALL SEEK {8, (ICABL*6)=6)
READ (8,120) ISYSTM™

CALL SEEX (8, {ICABL®*6)~5)
READ (B,120) LANNG
LAMBOA(LANDG) =ISYST™
ICASL=ICABL+1

GO TO 110

£ND
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0SU FORTRAN SUBROUTINE COPY

190
110

120

SUIRNUTINE COPY
COMMON IBUF(455),IRUF1 (4500 ,CMOVELS) ,CLAND(10)4,NRONS,NCOLS
COMMON LAMBDA(10)

THIS SUBROUTINE COPIES THE CONTENTS OF LUN. 9 ONTO LUN 15.

REWINOD 9

REWIND 15

READ (9,110) I
FORMAT (I4)

IF (ZOF(39)) GO TO 1290
WRITE (15,110 I

GO TO 180

RETUYRM

EMD
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0SU FORTRAN SUBROUTINE EvaALI

100
110
115

119

120

SUBROUTINE EVALI(I,J1,J2,SAVING)

COMMON TBUFI4S0),I8UF1(450),CMOVE(S) ,CLAND(13) ,NROWS,NCOLS

COMMON LAMBDA{10)

THIS SUBRODUTINE PEPFORMS AN IMPROVEMENT CHECK IN THE
MANNER OF SUBROUTINE -IMPRJVE-, 3UT DOES NOT ACTUALLY MAKE
ANY REVISIONS., RATHER, IT EVALUATES THE SAVINGS WHICH .

WOULD RESULT FROM AN EXECUTION OF SUBROUTINS ~IMPROVE=-

AFTER PARCEL «I- WERE REASSIGNED FROM CABLEWAY =Ji=- TO

CABLEWAY =J2e,

SAVING=0.

CALL SEEK (11,(J2%2)=-2)
READ (11,1100 NRCO1
CALL SEEK (11,J42%2)
READ (11,110) NRCO?
I21=NRCD2~NRCD1

00 100 II=1,T721

CALL SEFK (12,NRCO1+II-1)
READ (12,115) IBUFIII)
CONTINUE

FORMAYT (I®)

FORMAT (I&)

00 150 1I=1,121,3
IT1=1II+1

ITI2=T1I+2

TO AVOID DOUBLE COUNTING OF IMPROVEMENTS DURING
SUCCESSIVE CALLS TO -EVALI- FOR ANY CABLEWAY, COMSIDER
ONLY THOSE IMPROVEMENTS DUE TO MOVING PARCELS NUMBERED
GREATER THAN «I-,

IF (IBUFIII) LLE., I .OR. IBUF(II2) .%0. 1) GJ TO 150
CALL SEEK (134 (IBUFTIII*3)=3)
2TAD (13,110) NRON3

CALL SEEK (13, (IBUF(II)*3) =1}
RFAD (13,115) NXTRCD

CALL SEEK (13,NXTRCM)

REAN (13, 110) NRCOG
I43I=NRCOL-NRCD3

IF (Iu3 .EQ. 3) GO TO 150

0N 119 K=1,I43"

CALL SEEK (1L,NPCO3I*K=1)

READ (164,115) IABUFLK)

30 120 X=1,I43,3

Ki=K+1

K2=K+?

IF (I8UF1(K2) .EQ. 1) GO TO 14
CONTINUE

IF WE GET HEQE, AN EPROR HAS REEN MABE 3ILCAUSE
PACEL =-IBUFIII)= IS NOT LISTED AS BEING ASSIGNED TO
ANY CABLEWAY,

268
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0Sy FORTRAN SUBROUTINE EvALI

HRITE (64130) TI,41,J2,IBUF(IT)
130 FOPMAT (zQ*%**#EpROR**22% QURTNG ATTEMPT TO RC=ASSIGMN %,
1 2ZPARCEL 24,1247 FROM CABLEWAY 2,I2,% TO 2,12,242/7
2 T19.2PARCEL 241242 IS LISTED AS UNASSIGNEB.2//)
CALL EXIT

COMPUTE THE EXPSCTED SAVINGS OUE TO A POTENTIAL
SHIFT OF «IBUF(II}~ FROM CABLEWAY «TIBUF1(K)= TO CABLEWAY ~J2-,

140 IF (IBUF1(K1) ,GE. IBUF(IT1)) GO TO 150
SAVING=SAVING+FLOAT(IBUF(ITI1)=-IBUF1(K1))
150 CONTINUE
RETUSN
END
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1 OSU FORTRAN

100
115
110

113

SURROUTINE EVALII

SUBROUTINE EVALII(J+KSYS,L,IDROP,KADD, SUM)
COMMON ISUF(450),IBUF1 (450) ,CMOVE(5) ,CLAND €103, NROWS4NCOLS
COMMON LAMBDA(LID)

THIS SUBROUTINE COMPUTES THS PORTION OF THE =0ROP
CRITEZRION= WHICH IS WITHIM THE SUMMATION OVER PARCELS,
FOR CABLEWAY J. 1IF XSYS>0, THEN WE ARE CONSINERING
OROPPING YARODING SYSTEM KSYS: IF L>0, WE ARE CONSIOERING
ORDOPPING LANDING L. IF KADD=0, THE ROUTINE IS FREE
TO ADD ONE OTHER YARDING SYSTEM AT THE LANDING OF J°%
OTHERWISE, NOT.

SUM=0,

InRP0P=1

CALL SEEK (11,(J*2)=2)
READ (11,115) NRCO1L
CALL SEEK (11,4%2)
READ (11,115) NRCO2
I21=NRCD2=-NRCOL

no 100 I=1,I21

CALL SEEK (12,NRCD1+I-1)
READ (12,110) ISUF(I)
FORMAT (IRY

FORMAT (I&)

FIND NDUT THE LANDING OF =j=,

CALL SEEK (8,(J%6)-5)
READ (8,118) LANOGD

SUMMATION OVER THE PARCELS CURRENTLY ASSIGNED T =J=,

00 1f0 I=1,121.3

I1=I+1

122142

IF (I3UF(I2) .EQ. 0) GO TO 160
CALL SEEK (13, (IBUF{I)*3)=3)
READ {13,115) NRCO3

CALL SEEK (13, (IBUF(I)*3)=1)
READ (13,110) NXTRCH

CALL SEEK (13,NXTRCY)

READ (13,115) NRCOL
T43=NRCOL=NRCD3

SEE IF ONLY ONE CASLEWAY TAN BE USEO TN HARVEST
PARCIL =IBUF{I)=. TIF SO IT CANNOT BT DROPPED,

IF (I43.LE. 3) GO TO 145
00 119 K=1,I43

CALL SEEK (14,NRCD3#+K=1)
REA0 (14,1100 IBUFLIX)

FINJ THE MAXIMUM«VALUE REASSIGNMENT FOR EACH PARCEL,

270
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SU FORTRAN SUBROUTINE EVALII

XMAX==,6E300

N0 140 K=1,143,3

Ki=K+1

K2=K+2

IF (IBUF11(K2} .ER. 1Y GO TN 140
VALUE=FLOAT(IBUF1{K1)=-IBUF(I1))

SEE IF THIS CARLEWAY IS AFFIXED TO A YARDING SYSTE™
OR LANDING BEING EVALUATED FOR DROPPING.

CALL SEEK (8, (IBUF1(K)*5)=6)
READ (8,4110) ISYSTM

CALL SEEK (8, (IBUF1{K}*6)=5)
REAN {8,110) LANDG

CALL SEEK (8, {IBUF1(K}*6)~1)
READ (8,120% EMPLACE

FORMAT (Fu.D)

IF (ISYSTM .EQ. KSYS .AND. LANOG .EQ. LANDGO) GO TO 140
IF {LANDG.EG. L) GO TO 140
CALL SEEK (104IBUF1(K} =1}
RTAD (10,110) TASGN

IF (IASGN +EQ. 1) GO TO 130

CABLEWAY ~IBUF1(X)~ WILL HAVE T0O BE ADDID IF PARCEL
-I3UF(IY~- IS TO 3% ASSIGNZD TO IT.

MAKE SURE THE NNE=-YARDING SYSTEM=PER-LANNING
RULE PERMITS ESTASLISHING ~IBUF1(KSYS)e, NOTE THAT IF KSYS>0,
WE ARE EVALUATING OROPPING THE ENTIRF YARDINS SYSTEM
AND CAN THUS ADO ONE OTHER SYSTEM AT THAT LANDING, IF
L>0, WE ARE EVALUATING OROPPING THE ENTIRE LANDING.

IF (CADD .EQ. 1 .AND. LA%ADA(LANDG) .NE. 0 .aN3,

1 LAMBOAILANDG) JNE, ISYSTM) GO TO 140

IF (LANDOG oNE, LANDG? JAND, LAMBDA(LANDG) .NI. 8 .ANO,

1 LAMBDA{LANDG) .NE. ISYSTM) GC TO 140

IF (LANDOG LEQ. LANDGO (AND, L .GT. 0) GO TO 148

VALUE=VALUE-EMPLACE \
FIGURE IN THE COST OF LANDING CONSTRUCTION AND

YARDING SYSTEM INSTALLATION IF NECESSARY.

IF (LAMBDA(LANDG) .EQ. @) VALUE=VALUF=-CMOVE(ISYSTM)~
1 CLAND(LANDG)

ACCOUNT FOR AODDING A MEW SYSTEM AT THE LANDOING
OF -KSYS-.

IF (LANDG .EQ. LANDGO LAND, LAMBDA{LANDG) .NZ,
1 TISYSTM) VALUE=VALUE=CMOVE (ISYST™)

IF (VALUE .LE. XMAX) GO TO 140

XMAX=VALUFE

JNEW=TBUFL1(X)
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3 0OSU FORTRAN SUBROUTINE EVALII

160

145

1us

147
15¢

1560

CONTINUE
IF (XMAX (GT, =.5E300) GO TO 146

A FEASISLE ALTERNATIVE HAS NOT REEN FOUND: THEREFORE,
THE CABLEWAY CANNOT BE NROPPED.

IBROP=0
RETU®RN

THE FOLLOWING RESETS «LAMBDA= FOR (A) THE CASE WHERS
WE ARE DROPPING A CASLEWAY ONLY AND =LAMBDA({LANDG)- = @,
(B) THE CASE WHERE WE ARE DROPPING A SYSTEM AND WANT
TO ADO A NEW SYSTEM AT THE SAME LANDING (THE FIRST SUCH
OPSORTUNITY ENCOUNTERED TS ACCEPTEDS THEN WE CANNOT, OF
COURSE, ADD ANY MORE SYSTEMS AT THAT LANDING, SO WE SET
KAJD=1).

CALL SFEK (8, (UNEW*5) =6)
READ (8,110) ISYST™
CALL SEEK (8, (INEW®E) =5)
READ (B,110) LANDG

THE FOLLOWING JUMP STEP IS PUT HERE SO THAT IF WE
HAVE NOT ADDED A NEW SYSTEM AT LANDING L FOR CASE (8),
KAQD IS STILL EQUAL TO 0 SO WE CAN DC SO TN ANOTHER
STEP IF NECESSARY.

IF (LAMBDA{LANDG) .EQ. ISYSTM) GD TO 147
LAMBNA(LANDG) =ISYST™
IF (LANDG .EQ. LANDGO) XAND=1%

STORE THE INDICES OF THE PARCEL TO BE RIASSIGNED,
THE OLD CABLEWAY TO WHICH IT WAS ASSIGNED, AND THE
NEW CABLEWAY TO WHICH IT SHOULD BE REFASSIGNED.

WRITE (9,150 IBUF(I) +J,JNENW
FORMAT (314}

ACCUMULATE THE SUM OVER ALL PARCELS CURENTLY ASSIGNED
TO THE OLD CABLEWAY, .

SUM=SUMXMAX
CONTINUE
RFTUQM

N
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100

110
11%

120

FUNCTION OSUMI

FUNCTION OSUMI(J))
COMMON IBUF (4501, IBUFL(450),CMOVE(S) ,CLAND {13) ,NRONS,NCOLS
COMMON LAMBDA(10)

THIS FUNCTION COMPUTES THE SUM OF THE VALUES OF
TIMBER PARCELS CURRENTLY ASSIGNED TO CABLEWAY ~Jj-,

DSumI=0, .
CALL SEEK (11,(J*2)=2)

READ (11,100 NRCO!

CALL SFEK (11,J*2)

2TAD (11,100) NRCD2

FORMAT (I8)

T21=NRCD2=NRCD1

00 110 I=1,I21

CALL SEEK (12,NRCD1¢I-1)
READ (12,115) IBUF(D)
FORMAT (I4)

00 129 I=1,121,3

I1=I+1

I2=T+2

IF (IRUF(I2) .EQ. 0) GO TO 128
DSUMI=DSUMI+FLOAT(IRUFI(IL))
CONTINUE

RETUPN

END

273



0
»
3}
1

W NN FWN-

[sEa Xy Ne Xy

e Xw No Ry

(e Mo Nel

s ReRe XKy ]

1 0SU FORTRAN

SUBPQUTINE AOOEVAL

SUBROUTINE AOOEVAL(J,SUM)
COMMON IBUF(450),I8UF1(450) ,CMOVE(S) 4CLAND (100 ,NROWS,NCOLS
COMMON LAMBDA(10)

THIS SUBROUTINE COMPUTES THE PORTION OF THE «AQD
CRITERION= WHICH IS WITHIN THE SUMMATION OVER PARCELS,

FOR CABLEWAY =J=.

100
101

110

120 FORIMAT (20%%%3% CRPOR *¥¥ex

130

140

1
2

SumM=0,

REWIND 9

CALL SEEK (11,(J*2)=2)
READ (11,101) NRCOL
FORMAT (14}

FORMAT (I8}

CALL SEESK (11,4%*2)
READ (11,101) NRCO2
121 =NRCD2-NRCD1

FINO OUT WHICH PARCELS COULO BE ASSIGNE] TO CABLEWAY
-J=.

00 110 I=1,121
CALL SEEK (12,NRCD1+I=1)
RETAD (12,100) IBUFIT)

ACCUMULATE THE SUM,

on 160 I=1,121,3

I1=1+1

I2=1+2

IF (IBUFLI2) JNE. 1) GO TO 130
WRITS (86,1200 JLIBUFLI)

1XyI4y? (STEP 3), PARCEL 2,IL,2 IS ALREAQOY LISTED#/T21,
#AS BEING ASSIGNED TO THAT CABLEWAY,.2/)

CALL EXIT

CALL SEEK (13, (IBUF{II*3)=3)

READ (13,101) NRCO3

CALL SFEK (13, (ISUF(I)*3)-1)

READ (13,170) NXTRCO

CALL SEEK (13,NXTRCD)

READ (13,101) NRCOD&

I43=MRCDL-NRCO3

N0 164 K=1,I43

CALL SESK (14L,NRCO3&#K=«1)

RELD (14,100) IBUF1(K)

NN 150 K=1,4T43,3

Ki=K+1¢

K2=K+2

IF (TBUF1(X2) .EQ. 8) GO TO 1S0

IF THE VALUE OF PARCEL -IBUF(I)=- WOULD 3£ GREATER
UNDER ASSIGNMENT TN CABLEWAY ~J= THAN UND®R ITS PRESENT
ASSIGNMENT (TO CABLEWAY =I3UF1{(K)=~)y THEN AO0D THE

BURING ATTEMPT TC ADD CABLEWAYZ,
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PAGE 2 0OSU FOPTRAN SUSPOUTINE ADDEVAL
58 C DIFFERENCE TO =SUM=,
€6 C
57 IF (IBUFL(K1) .GE. IBUF(I1))} GO TO 150
58 SUM=SUM+FLOAT(IBUF(I1)=IRUF1(K1))
9 C
50 C ON LUN 9, MAKE UP A LIST OF THE PARCELS (AND THE
51 C CABLFWAYS TO WHICH THEY ARE PRESENTLY ASSIGNID) WHICH
82 C WOULD IMPROVE IN VALUE IF RE=-ASSIGNED TO CABLTHAY <=J-,
63 C
Ry WRITE (9,145) IBUF(I),IBUF1(K)

55 145 FORMAT (2I4)
56 150 CONTINUE

67 160 GONTINUE

-8 RETURN

A9 END
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1 OSU FORTRAN SUBROUTINE REPORT

SUBROUTINE REPORT
COMMON IBUF (4503 ,IBUF1(450) ,CMCVE (59 ,CLAND (18),NROWS,NCOLS
COMMON LAMBDA(10)

ORINT OUT A SUMMARY OF THE CURRENT SOLUTION,

CVAL=CCLAND=CCMOVE=CCBL=0,
WRITE (6,100)
100 FORMAT (2S#/#1CURRENT SOLUTION RSPORT =-- CASIADE 2,
1 #ALGORITHMZ/Z 2,45(#=2)///% LANDINGS FIXZ) 2,
2 2YARDING SYSTEM FIXENZ/# OCCUPIED COST2,9X,
3 ZASSIGNEDZ2,7X,2COST2/2 2,8(2=2) JUX g2 mmmma?,5Y 14 (2=2),
b WX,5(2=2)/)
10 120 L=1,10
IF tLAMSDA(L) .EQ. 0) GO TO 120
K=LAMBDA(L)
WRITE (6,110) L,CLAND(LY,K,CMOVE(K)
110 FOPMAT (I646XsF6a0s7XsI648X4F6,0)
CCLAND=CCLAND+CLAND(L)
CCMOVE=CTMOVE +CMOVE (K)
120 CONTINUE
WBITE (64130)
130 FORMAT (#£0%,L5(2=2)///2 SUMMARY OF CABLEWAY/>ARCEL 2,
1 #ASSIGNMENTSZ/% 2,59(2=2)//)
Ic=1
160 CALL SESK (10,IC-1)
READ (10,158) IASGN
158 FORMAT (I4)
IF (ZOF(10)) GO TO 226
IF (IASGN .EQ. 1) GO TO 150
IC=1C+1
GO TO 140
160 CALL SEEK (8,(IC*6)=5) -
READ (8,150) K
CALL SEEK (8, (IC*6) =5)
READ (8,150) L
CALL SEEK (8,(IC®*6)=u)
READ (R,150) IR
CALL SETK (8, (IC*5)=3)
RFAD (8,150) ICL
CALL SEEXK (8, (IC*6)=2)
READ (8,150) ITT
CALL SEEK (8,(IC*6)=1)
IEAD (8,170) CSL
170 FORMAT (Fu4.0)
CC3L=CC3L+CBL
WRITE (6,180) IC,IR,ICL,TITT,CBLoL,K
180 FORMAT (% CABLEWAY 2,I4//SX,ZANCHOR= (£,12,2,2,12,2)3% 2,
1 2TAILTREE=#,13,2 FT: EZMPLACEMENT COST=82,F4,0/5X,
2 ZLANDING=7,T2,7% YARDING SYSTEM=2,I2//5X,#2ARCEL 2,
3 INFT VALUEZ/SXyfeeeene  ceceacwac?/)
CALL SETK (11, (IC*2)-2)
READ (11,190) NRCD1
190 FORMAT (I8)
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0SU FORTRAN SUBROUTINE REPORT

20¢
21¢

215

221

231

CALL SEEK (11,IC*2)

READ (11.190) NRCD2

I121=NRCN2=-NRCOL

00 210 I=1,121,3

I1=1¢1

I2=1+2

CALL SEZK (12,NSCD1+12-11

22T (124150) TASGM

IF (IASGN LEQ. 0) GO TO 219

CALL SEEK (12,NRCO1¢I~-1)

READ (12,1500 IP

CALL SETSK (12,NRCD1+I1-1)

READ (12,170) V

A1=FLOAT (IP) /FLOATINCOLS)

IPR=IFIX(A1) ¢+t

IPC=IFIXT{{AL=FLOAT {IPR=1))*FLOAT{NCOLS))+.5)

WRITE (6,200) IPRLIPC,V

FORMAT (SXe2(29T2929291242)2,4XsFbo0)

CvAL=CVAL+Y

COMTINUE

WRITE (54215)

FORMAT (20%2,59(2=2)/7)

IC=IC#+1 '

GO TO 1640

TOTAL=CVAL-CCLAND=-CCMOVE-CIBL

WRITE (64230) CVAL,.COLAND,CCMOVE,CCBL, TOTAL

FORMAT (2=2,50(g=2)/72 TOTAL ESTIMATED VALUE OF 2,
2TH_€ SOLUTIONT2/202,4X,2TOTAL OF PARGCEL VALUSSZ,
15X 2= $2,F8,0//74X,2=-LANDING AND SPUR CONSTRUCTIONZ,
2 DOSTS =24,F10,0/7/74X,2-YARDING SYSTEM INSTALLAZ,
2TINN £OSTS S24F1040/770LY 2 =DATLEWAY TMD_LIT2,
FMTMT CNTTC2, 11X 222,FL0, 07/7LGX 4O (%=2) /27 =2,

A ZTATLL SSTIMATED VALUEZ,16X 2= T2,F2,()

RTTURYN b

=0

DI E NN
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APPENDIX V
LISTINGS OF THE RANDOM ACCESS DATA FILES
USED BY THE HEURISTIC PROCESSOR -

TO SOLVE THE EXAMPLE PROBLEM
IN CHAPTERS IV AND V (see Table 4).

Format

The logical unit number (LUN) associated with each file is indi-
cated. Columns to the left of the double vertical line are for infor-
mation only and are not physically part of the data file. Assignﬁents
shown in LUNs 10, 12, and 14 are for the optimal solution; initial
assignments in all cases would be 0 (i.e. unassigned).

The logical record length fo£ each file is equal to one BCD word

(four characters).

Remarks

1. LUNs 8, 11, and 13 are read-only files; LUNs 10, 12, and 14
are read-write files.

2. LUN 11 always contains two more records than twice the number
of cableways being considered in the problem. The entry on the last
two records is an 8-digit number which is one larger than the maximum
record number in LUN 12.

3. LUN 13 always contains three times as many records as there
are parcels in the original data matrix, plus three additional records.

The entry on the first two records of the last group of three is an
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8-digit number which is one larger than the maximum record number in
LUN 14; the entry on the final record is a 0. For a non-rectangular
planning area, some (or many) of the records in LUN 13 are usually
"empty" because the parcels corresponding to those records are outside
of the planning area and are thus not actually being considered for
harvest (this is not the case for the example shown; all parcels are
to be harvested). Empty 'first feasible cableway' records contain a
-1, and empty '"mext parcel to be harvested" records contain a 0.

4. Every parcel represented in LUN 14 will have exactly one

cableway assigned to it after optimization.

Listings

See the two pages following.
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LUN 8 -
File Entries
Cableway|{Record ||Yarding Anchor Tailtree |Emplacement]
Number |Number System | Landing Row Columnj Height Cost
1 0-5 1 1 1 3 0 1000
2 6-11 1 1 3 5 25 800
3 12-17 2 1 1 3 0 600
4 18-23 2 1 3 5 50 500
5 24-29 1 2 2 2 75 1100
6 30-35 1 2 4 1 25 700
7 36-41 2 2 2 2 100 800
8 42-47 2 2 4 1 0 700
Each entry requi;gs 4 BCD characters
LUN 10 LUN 12
Optimal] “TFile Entries
ableway |Record [{Assign-— Cableway{Record Optimal
Number [Number ment Number |NumberliParceljValue |Assignment
1 0 1 0-2 1 3000 1
2 1 1 1 3-5 2 3200 1
3 2 0 6-8 4 3500 1
4 3 0 9-11 5 600 0
5 4 0 12-14 3 1000 1
6 5 0 2 15-17 5 700 1
7 6 0 18-20 6 800 1
8 7 0 21-23 1 800 0
. 3 24-26 2 1100 0
4 BCD 27-29 4 2000 0
characters 4 30-32 6 iggg g
33-35 1
MR Record of 5 36-38 2 900 0
First 39-41 3 1400 0
. ’ff)’l 42-44 || 6 700 0
easible 45-47 1| 2 600 0
Cableway | Record|{Parcel in
Number | Number|| LUN 12 6 |28-50 1 4 900 0
51-53 5 1000 0
54=56 6 700 0
; > 1(2’ 57-59 || 2 800 0
3 4 21 7 60-62 3 1200 0
4 6 30 63-65 5 700 0
5 8 33 66-68 6 700 0
6 10 45 69-71 4 1200 0
7 12 57 8 72-74 5 900 0
3 14 69 75=-77 6 700 0
e — 4 BCD characters

8 BCD characters (each entry)



LUN 13
Record of First Record of Next
arcel |Record | [Feasible Cableway | Parcel to be Har-
umber [Number in LUN 14 vested (LUN 13)
1 0-2 0 3
2 3-5 9 6
3 6-8 24 9
4 9-11 33 12
5 12-14 45 15
6 15-17 60 18
- 18-20 78 0
Ny ] I
8 BCD characters 4 BCD characters
LUN 14
File Entries
Parcel}Record Optimal
Number| Number | |Cableway | Value | Assignment]
0-2 1 3000 1
1 3-5 3 800 0
6-8 5 1000 0
Sl 9-11 1 3200 1
12-24 3 1100 0
2 15-17 5 900 0
18-20 6 600 0]
21-23 7 800 0
24-26 2 1000 1
3 27-29 5 1400 0
30-32 7 1200 0
33-35 1 3500 1
4 36-38 3 2000 0
39-41 6 900 0
42-44 8 1200 0
45-47 1 600 0
48-50 2 700 1
5 51-53 6 1000 0
54-56 7 700 0
57-59 8 900 0
60-62 2 800 1
63~-65" 4 1200 0
6 66-68 5 700 0
69-71 6 700 0
72-74 7 700 0
75-77 8 700 0

.

——

4 BCD characters

(each entry)

281
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APPENDIX VI

Listing of a Program to Create the Random Access Files

For Use by the Heuristic Algorithm
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1 0OSy Fo=T2an PPOGRAM INDFILFS
PROGRAM RNOFILES

USING THE OUTPUT FROM PROGRAM =-CABLYRD-, MAKE
UP THE RANDOM ACCESS FILES FOR -CASCADE-. NITE THAT
THE DIMENSION STATEMEINT AND SOME CONSTANTS HAVE
BEEN SET ASSUMING THAT THE PLANNING AREA CONSISTS OF
2200 PARCELS OF TIMRER,

DB NDAEF NN
[+ Ne N3 N3 Ny NeXel

DIMENSION IPARCL(2200),ICUML(2200)

i0 00 50 I1=1,2200

11 ICUML(TIY=0

12 50 IPARCLI(I) =0

13 C

14 C ®¥%svesx | UN 10,

15 C

18 READ (94100) NCOLS,NSYS,NLAND,NCABLS
17 100 FORMAY (I7/I7/I7717)
13 - L=0

19 Li==1t

20 ' DO 120 I=1,NCABLS
21 CALL SEEK (10,I=1)
22 WRITE (18,119) L

3 110 FORMAT (Iy)
26 120 CONTINUT

25 C .

26 C ®wsxsxsx UNS 11 AND 12,

27 C

28 IFIRST=0

29 ICABL=0

3e 130 READ (7,140) IC,IP,V

31 IF (EDFL7)Y GO TO 161

k4 140 FORMAT (2({I5,1X),F11.2)

33 IP1=TP+1

B ICARCL(IP1)=IPACCLITIPL) +¢

s TF (V ofBF. 1F84 (NR, V LT, =153) WEITE (H,141) IC,
5 1 IP1,v

37 141 FORMAT (2 *¥%* FOR CABLEWAY 22,1242, THE VALUE 0OF PARCTL 2,
38 1 I2,2 IS 2,F11,2) ‘
29 IF {IC JNE, ICABL) GO TO 150

%0 145 CALL SEEK (12,IFIRST)

Lt WRITE (12,150) IP4,V,L

42 150 FORMAT (I4eFhL,0,14)

L3 IFIRST=IFIRST+3

Ly GO T 130

LS 160 CALL SESK (11,ICA8L*2)

48 WRITT (11,155) IFIRST

0?7 155 FORMAT (IA)

L8 ICABL=ICARL+1

L9 GO T2 145

50 161 CALL SEEK {11,NCABLS*2)

<1 WRITE (11,155) IFIRST

52 C

3  %#*wss¥¥s LUNS 13 AND 14, FIRST, RECORD CABLEWAYS ON
54 C SCRATCH FILE 15, WHICH IS A RAF., THE NUMRER OF
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2 0SU FORTRAN PROGRAM RNOFILES

190
200

202

203

204

CABLEWAYS FDR PARCEL =IP- IS STORED IN ~IPARSL{(IP1)=?
3EGIN BY CONVERTING THAT TO A CUMULATIVE.

REWIND 7

ICuM=0

00 120 I=1,2200

IF (IPARCL(I) .EQe. ") GO TO 180
ICUMLI(I)=ICUM
ICUM=TICUM+IPARCLIT)

WRITE (6,1000) IPARCL (I}, ICUMLI(I)
FORMAT (21I8)

CONTINUE

WRITT (6411003 ICU™

FOPMAT (16X,1I8)

INITIALIZE LUM 1S,

DN 2¢0° I=1,ICUM
WRITE (15,190) L,L
FOIMAT (2I4)
CONTINUE

REWIND 1%

RECORD DATA ON LUN 1S.

READ (7,140) IC,IP,V

IF (S0F(7)) GO 1D 205
ENCOOE (4,110,IC) IC
INCONE (4,203,IV) V
FORMAT (F4.0)

IP1=IPe¢s
IANDR=ICUML{IP1)*2

CALL SFEK {15,IA09R)

READ (15,190) ICBL,IV2
IF (IC®L .GT, 0) GO TD 204
CALL SEEX (15,IAD0R)
BUFFER OUT (15,0) (IC,LICY
CALL SESK (15,120NR+1)
BUFFIR OUT (15,8) (IV,IV)
50 TN 202

IADDR=TADDR+?2

CALL SEEX (15,TIA0OR?

READ (15,190) ICBL,IV2
IF (ICRL +GT. 0) GO T0 204
CALL SETK (15,I800K)
3UFFZR QUT (15,8) (IC,.IO)
CALL SEEK (15,IA0DP#+1)
BUFFZR OUT (15,0) (IV,L,IW
GO TO 262

ALL OF THE CABLEWAYS HAVE 3EEN RECOSDED. NOW,
COPY THIS INFOIMATINN OMTO LUNS 13 AND 14 AMD 2UT IT
IN NROFR,
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179
110
111
112
113
116
115
116
117
118
119
1219
121
122
123
124
125
126
127
128
129
130
131
132
133
13
135
136
137
138
139
140
141
1642
143
164
145
1€
1.7
148
149
150
151
152
153
154
158
156
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3 0SU FnPTRAN " PROGRAM RNOFILES

205

206

208

218

212
220

N
w
<

260

REWIND 15
IFIRST=0

no 229 I=1,2200

IF (IPARCLII) .GT. 0) GO TO 208
CALL SEEK (13,(I*3)=3)
WRTTE - (13,286) Li,L
FOPMAT (I8,I4)

GO Tn 220

CALL SETK (13,(I*31-3)
WRITT (13,206) IFIRST,L1
IADOR=ICUML (I)*2
K=IPARCL(I)

00 212 IK=1,K

CALL SEEK (15,IA00R)
READ (15,190) IC,IV
I4DDR=I ADDR+2

CALL SEEK (14,IFIRST)
WRITE (144210) IC,IV,L
FOPMAT (3T4)
IFIRST=IFIRST+3
CONTINUE

CONTTNUE ,

CALL SEEK (13,6597)
WRITE (13,206) IFIRST,L

LUNS 13 AND 164 HAVE BEEN INITIALIZED. NOW, GO BRACK
AND FILL IN THE <RECORD OF NEXT PARCEL TO B8E HARVESTED-
ENTRIES IN LUN 13,

RFWIND 13

B0 250 I=1,2200

CALL SEEK (13,(I*3)=1)
READ (13,110) L

IF (L +NE. =1) GO Tn 250
J=I+1

CALL SEEK (13,(Jy*3=7)
READ (13,208) L1

IF (L1 «£Q. =1) GO TO 2u®
CALL SEEK (13,(I*3)=1)
TJ=(y=-1143

ENCONE (L4110,I0 IJ
SUFFZP OUT (13,08) (IJ,IN
GO T2 250

J=Jel

GO TO 230

CONTINYUZ

CALL EXIT

END
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APPENDIX VII

Landing and Spur Road Construction Cost Calculations

Reference: McNutt, J. A. 1976. A stochastic analysis or erosion and
economic impacts associated with timber harvests and forest roads.
Ph.D. dissertation. Corvallis, Oregon State University, 206 p.

All roads to be constructed are secondary roads, for which the
following characteristics are assumed:

1 lane, 12-foot gravel-surfaced width”plus ditch, turnouts every
750 feet and on blind corners, 35-foot right-of-way.

According to McNutt, recent Forest Service experience for ridgetop roads
of this type in the Smith-Umpqua Block has averaged $192,000 per mile,
total in~-place cost.

Landings are assumed to be of the same character as the spur roads,
except that 75-foot by 20-foot dimensions are used. This gives a total
in-place cost of $224,000 per mile.

Timber in the right-of-way is netted against the road or landing
construction cost to give a cost net of timber value.

Landing 1
Road: (0.09 mi) ($192000/mi) = $17280
Landing: (75 £t/5280 ft/mi) ($224000/mi) = 3200
Timber value = 1670
Net cost = ;15515
Landing 2
Road: (0.28 mi)($192000/mi) =. $53760
Landing = 3200
Timber value = 4700

$52260
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Landing 3
Road: (0.05)(192000) = $ 9600
Landing = 3200
Timber wvalue = 1050
$ 11750

Landing 4
Road: (0.08)(192000) = $ 15360
Landing = 3200
Timber wvalue = 4360
$ 14200

Landing 5
Road: (0.63)(192000) = $120960
Landing = 3200
Timber value = 17310

$106850



APPENDIX VIII

Hauling Cost Calculations

Reference: Byrne, J. J., R. J. Nelson, and P. H. Googins. 1960.
Logging road handbook: the effect of road design on hauling

costs. Washington, D. C. U. S. Dept. of Agric., Handbook No.

65 p.

Assumptions
65,000-1b GVW, 200-hp truck

_ (200)(0.72) (1000) _
B, = 25500 2.22 (loaded)

[p. 4, Byrne et al.]
3 = (200)(0.72)(1000)
e 26750

5.38 (empty)

Average load = 4500 fbm = 38250 1bs
Traffic intensity = 10 vehicles per hour '
Turnout spacing = 750 feet

Expected delay times per trip:

Waiting to be loaded 20 min
Loading time 35
Tighten binders, check brakes 10
Wait at scale station 15
Scaling time ’ 10
Wait to be unloaded 10
Unloading time 5

105 min

Maximum hauling hours per day = 12

Straight-time costs:

Truck $5.12/hr
Driver 6.76
Truck operating costs 6.50

$18.38/hr

288

183.
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Overtime costs:

Truck : $5.12/hr

Driver 10.14

Truck operating costs 6.50
$21.76/hr

Delay time costs:

Truck $5.12/hr
Driver 6.76 or 10.14 (ot)
Truck operating costs 0

$11.88/hr - or $15.26/hr

Amortization and maintenance charges on the Forest Service roads
and PUC charges on other public roads are assumed to be assessed
equally against the timber hauled from any of the five landings, and
are therefore not considered in the analysis.

Amortization of spur road construction costs are not considered

here because those costs are handled as fixed charges in the formulation

of the mathematical model.

Road segments A, Al, A2, B, C, Cl, and C2 are shown on the
accompanying figure. Segments M1, M2, M3, M4, and M5 are on the main
haul road; segment CTY is along the county road; segment HWY is on
U. S. Highway 101 (see Figure 20).

Cost Calculations

The accompanying table gives estimated controlling times for each
road segment, both loaded and empty. Using the method of Byrnes et al.,
estimated hauling costs can be calculated as follows:

Landing 1: total estimated hauling time = 92.2 min
estimated delay times = 105.0
total estimated time/trip = 197.2 min
straight-time trips per day = (480 min)/(197.2 min)
= 2.43
overtime trips per day = (240 min)/(197.2 min)

= 1.22
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(after Byrne et al. —— see page 17)
Avg Controlled Controlled

Road Road Avg Curves Curve Dist by Grade by Alignmt
Sgmt Type1 Grade per Mile Radius (mi)}| Loaded Empty Loaded Empty
LANDING 1 _____Haul Time per Mile_ __ _
- (minutes)

Al S -20% - - 0.09 5.5% 6.0% - -
A S -5 — — .05 2.0 2.3% - -
M3 P -5 10 300 2.0 2.0 2.3 3.0% 2,8%
M4 P +10 10 300 .5 8.8% 3.2 3.0 2.8
M5 P -5 10 300 8.2 2.0 2.3 3.0% 2.8%

CTY 2L -1 5 500 2.9 1.3 1.3 2.4% 2.1%
HWY 2L -1 1 1000 3.7 1.3 1.3 1.5% 1.4%
LANDING 2

A2 S +12 1 800 .23 9,9% 3.8% 2.2 1.9

Segments A, M3, M4, M5, CIY, and HWY are the same as for Landing 1.
LANDING 3

B S -10 1 200 .05 3.2 3.7 4.2% 4.1%
M2 P =2 2 150 211 1.3 1.5 3.7% 3.4%

Segments M3, M4, M5, CTY, and HWY are the same as for Landing 2.
LANDING 4

Ccl S -10 1 200 .08 3.2 3.7% 3.9% 3.6

C S +10 4 150 .24 9.0% 3.2 4.7 4.4%
Ml P -2 1 800 213 1.3 1.8% 2.0% 1.8
Segments M2, M3, M4, M5, CTY, and HWY are the same as for Landing 3.
LANDING 5

c2 S +10 4 350 .63 8.8 3,3* 3.0 2.8

Segments C, M1, M2, M3, M4, M5, CTY, and HWY are the same as for

Landing 4.

L

lg=secondary road; P=primary haul road; 2L=two-lane, paved highway.

Grades, curvature, and distances were estimated for existing roads by

driving the roads.

of a ground reconnaissance.

For planned roads, they were established by means
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TO REEDSPORT

4

HAUL ROAD SEGMENTS WITHIN OR ADJACENT TO THE PLANNING AREA
(M4, M5, CTY, AND HWY NOT SHOWN)
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costs:
Delays Haul Total

straight time $50.60 $68.63 $119.23
overtime 32.58 40.79 73.37

$83.18  $109.42 $192.60

At the estimated 4500 fbm/trip and (2.43 + 1.22 =) 3.65 trips/day,
this gives

$192.60

B.65) (4.5) ~ P11.73/Mfbm

The same procedure is followed for the other landings; estimated
haul costs are summarized in Table 17 (Chapter VI).
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APPENDIX IX. YARDING SYSTEM COSTS

References

Costs and methodology used in computing the equipment, labor, and
wire rope cost estimates in this Appendix have been taken from the
following source:

Forest Service, USDA. 1974. Timber appraisal handbook (Chapters

410 and 415.82). Portland, USDA Forest Service, Region 6.
Various paging.
Procedures used to estimate yarding system installation costs are de-
scribed in the following publication:
Bureau of Land Management, USDI. 1972. Timber appraisal produc~-

tion cost schedule 18. Portland, USDI Bureau of Land
Management, Oregon State Office. Release 9-109. 283 p.
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Equipment Item
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Hourly Cost

MADILL 071 WEST COAST TOWER (Highlead) -- Yarding System 1

Depreciation

Yarder-tower ($112,500 initial cost, depreciated to
20% salvage value, estimated useful life of 8 years)

Radios ($4200, 10%, 4~year life) . . . . . .

Butt rigging ($500, no salvage, l-year life)

Tail and corner rigging ($2000, 10%, 4 years)

Guylines ($1271, no salvage, 4 years) . . « . . . .

Landing tractor (used, $8000, no salvage, 8 years)

Loader ($82,000, 20%, 8 years ) .

Crew vehicles ($15 000 no salvage, 8 years ) .

Miscellaneous equipment ($10,000, no salvage, 4 years)

Subtotal

Maintenance and repair costs
Yarder, tractor, loader, and crew vehicle (50% of
depreciation) .
Radios (607% of deprec1at10n)

Subtotal

Fuel and lubricants . . . . « « ¢« « . .

Total equipment costs

Labor
Yarder operator . . . . i 4 4 4 e 4 e e e
Loader operator . . . . . + . . .« . .
Rigging slinger . o .
Chaser . . . e e e e e e e e e e
Choker setters (2)
Supervision

Total labor costs

TOTAL ESTIMATED HOURLY COSTS

Dollars

.03
.59
.31
.28
.20
.63
.13
.17
.56

HFHEFULWOOOOON

16.12

7.33

5.51

$28.96

7.56
7.96
7.23
6.39
12.44
4.00

$45.58

$74 .54
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Equipment Item Hourly Cost

SMITH-BERGER MARC V (Running Skyline) -- Yarding System 2

Depreciation
Yarder-tower ($278,000, 20%, 8 years) . . « « ¢ ¢ ¢ o o
Radios ($4200, 10%, 4 years) e e e e e e e e e e e e
Carriage ($4830, 10%Z, 4 years) . . e e e e e e e
Tailtree rigging equipment ($4400, 104 4 years)
Guylines ($833, no salvage, 4 years) . . . e e e e e
Landing tractor ($8000, no salvage, 8 years)
Loader ($82,000, 20%, 8 years) . e
Crew vehicles ($15 000, no salvage, 8 years) . . e
Miscellaneous equipment ($10,000, no salvage, 4 years)

Subtotal
Maintenance and repair costs
Yarder, tractor, loader, and crew vehicles (50% of
depreciation) . . . . e e e e e e e e
Carriage (20% of deprec1at10n) e e e e ee e e e e e e
Radios (60% of depreciation)
Subtotal

Fuel and lubricants . « « « ¢ o o o « o o o o o o

Total equipment costs

Labor costs (same as Madill 071)

TOTAL ESTIMATED HOURLY COSTS

Dollars

17.38
0.59
0.68
0.62
0.13
0.63
5.13
1.17
1.56

27.11

12.16
0.14
-0.35

12.65

6.75

$46.51

45.58

$92.09
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Equipment Item o o Hourly Cost
Dollars

SKAGIT BU-199/T-110 (Live Skyline) -~ Yarding System 3

Depreciation
Yarder-tower ($408,400, 20%, 8 years) e e e e e e e e e e . 25.53
Radios ($4200,10%, 4 vears) . . « « « + « « « + =« 0.59
Carriage ($22,500, 10%, 8 years) . 1.58
Tailtree rigging equipment ($7100, 10/ 4 years) 1.00
Guylines ($6050, no salvage, 4 years) . . . . e e e 0.95
Landing tractor ($8000, no salvage, 8 years) 0.63
Loader ($82,000, 20%, 8 years) 5.13
Crew vehicles ($15 000 no salvage, 8 years) . . 1.17
Miscellaneous equipment ($10,000, no salvage, 4 years) 1.56
Subtotal 38.14

Maintenance and repair costs
Yarder, carriage, tractor, loader, and crew vehicles
(50% of depreciation) . . . . . . . . . . o . o . . . . .o 17.02
Radios (60%Z of depreciation) . . . . . . . . « « « « « . . 0.35

Subtotal 17.37

Fuel and lubricants . . . . ¢ ¢ ¢ ¢ ¢ o ¢ o o s o o« o e o e . 9.63

Total equipment costs $65.14
Labor
Hooktender 79

Yarder operator . e e e .
Loader operator . . . . . . .
Rigging slinger .

Chaser . e e e e e e e e e e e e e e e e e e e e
Choker setters (2) O 2

N OV NN
N
W

Total labor costs $50.37

TOTAL ESTIMATED HOURLY COSTS $115.51
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Hourly Cost

SKAGIT BU-90/T-90 (Live Skyline) -- Yarding System 4

Depreciation
Yarder-tower ($210,000, 20%, 8 years)
Radios ($4200, 10%, 4 years) . . .
Carriage ($22,500, 10%, 8 years) .
Tailtree rigging equipment ($7100, 10/ 4 years)
Guylines ($5313, no salvage, 4 years)
Landing tractor ($8000, no salvage, 8 years)
Loader ($82,000, 20%, 8 years) . .
Crew vehicles ($15 000 no salvage, 8 years) . .
Miscellaneous equipment ($10,000, no salvage, 4 years)

Subtotal
Maintenance and repair costs
Yarder, carriage, tractor, loader, and crew vehicles
(50% of depreciation)
Radios (60% of depreciation)
Subtotal

Fuel and lubricants . . . . « « « « + &

Total equipment costs

Labor costs (same as BU~199)

TOTAL ESTIMATED HOURLY COSTS

Dollars

13.13
0.59
'1.58
1.00
0.75
0.63
5.13
1.17
1.56

25.54

10.82
0.35

11.17

9.50
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Estimated Wire Rope Costs per Mfbm, Gross

Rope Quantity Total Estimated
Wire Rope Item Diameter Required Cost Life Cost
Inches Feet Dollars MMfbm $/M£fbm
MADILL 071
Mainline 7/8 965 883 5 0.18
- Haulback 3/4 1870 1384 10 0.14
Strawline 3/8 1900 550 10 0.06
Chokers 5/8 60 41 0.2 0.20
Total $0.58
SMITH-BERGER MARC V
Skyline 7/8 4400 4026 5 0.81
Mainline 7/8 2200 2013 10 0.20
Skidding line 5/8 2300 1156 10 0.12
Strawline 7/16 4500 1575 20 0.08
Chokers 5/8 20 22 0.2 0.11
Total $1.32
SKAGIT BU-199/T-110
Skyline 1-1/4 3970 6392 10 0.64
Mainline 1 4890 5526 15 0.37
Haulback 3/4 8470 6268 20 0.31
Straw + Utility 7/16 9500 2850 20 0.14
Tagline 7/8 ‘300 255 5 0.05
Chokers 5/8 20 22 0.2 0.11
Total $1.62
SKAGIT BU-90/T-90
Skyline 1-1/8 2030 2822 10 0.28
Mainline 3/4 2220 1643 15 0.11
Haulback 5/8 6600 3320 20 0.17
Strawline 7/16 4800 1680 20 0.08
Tagline 3/4 300 222 5 0.04
Chokers 5/8 20 22 0.2 0.11

Total $0.80
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Estimated Costs of Yarding System Installation

MADILL 071 WEST COAST TOWER (Highlead) —- Yarding System 1

1 hour to rig down at previous location 74.54
4 hours to move yarding system 298.16
Logging truck for hauling yarder and loader--4 hours 73.52
Flag car 80.00
1 hour to rig up at new location 74.54

$600.76

SMITH-BERGER MARC V (Running Skyline) -- Yarding System 2

1 hour to rig down at previous location 92.09
4 hours to move yarding system 368.36
Logging truck for hauling yarder and loader--4 hours 73.52
Flag car 80.00
2 hours to rig up at new location 184.18

$798.15

SKAGIT BU-199/T-110 (Live Skyline) -- Yarding System 3

2 hours to rig down at previous location 231.02
9 hours to move yarding system 1039.59
Lowboy rental to move yarding system 1360.50
Flag car 100.00
4 hours to rig up at new location 462.04

$3193.15

SKAGIT BU-90/T-90 (Live Skyline) -- Yarding System 4

1 hour to rig down at previous location 96.58
4 hours to move yarding system 386.32
Logging truck for hauling yarder and loader--4 hours 73.52
Flag car 80.00
3 hours to rig up at new location 289.74

$926.16



