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In this paper a signal -processed antenna and receiver system is 

proposed and analyzed. In addition, a simulation of the balanced - 

mixer portion of the processing system is made on a hybrid computer 

to find the bandwidth limitations for the total system. The system 

utilizes both the amplitude and phase information of a one -dimensional 

antenna array as compared to only amplitude information for normal 

antenna systems. 

The proposed processing system is analyzed by using a simpli- 

fied model for the balanced -mixer portion of the processor. The 

analysis is done both for a processor with a CW local oscillator and 

for one with a pulsed local oscillator. The analysis shows that, in 

addition to the normal amplitude factors in the processor output signal 

and in the effective electric field pattern, a phase - dependent amplitude 



factor is obtained. 

It is shown that, by a method of phase manipulation, this phase - 

dependent term is made to depend only on the characteristics of the 

antenna array, the displacement of a reference antenna from the cen- 

ter of the antenna array and a pattern control shift. The method of 

phase manipulation uses the processed signal from the reference an- 

tenna to adjust the phase of the antenna array signal at the receiver. 

The pattern control phase shift is used to put a null or maximum in 

the direction of the pattern maximum for simple amplitude detection. 

The analysis indicates that the phase manipulated term in the effec- 

tive pattern can be used to improve the pattern over that for simple 

amplitude detection. The pattern improvement consists of at most a 

sidelobe reduction of 5. 3 db or beamwidth reduction by a factor of 

two. The bandwidth limitations of the information signals carried on 

the receiver input signal for reproduction of the information is found 

to be similar to other detection systems. 

In the simulation of the balanced -mixer portion of the process- 

ing system, the balanced -mixer transmission lines are considered to 

be lossless and free of dispersion. Also, the junctions are consid- 

ered to be lossless and free of energy storage. The simulation re- 

sults indicate that the simulation on the hybrid computer gives a very 

representative model for the balanced -mixer operation. From the 

simulation results, it is shown that the bandwidth for pulsed input 



signals to hold normal beam -pointing accuracies is in the range of 

2 -9% of the local oscillator frequency. The useable bandwidth range 

of the processor for a CW input signal is found to be about 17%. Also, 

it is found that the simplified, balanced -mixer model should be used 

only for a representive analysis for a 10% bandwidth. In addition, the 

simplified model should not be used alone for pulsed input signals 

when the phase information is important. 
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A SIGNAL -PROCESSED ANTENNA SYSTEM AND THE 
SIMULATION OF THE EFFECTS OF BALANCED -MIXER 

FREQUENCY CONVERSION 

I. INTRODUCTION 

Antenna array systems are used in certain applications for the 

following reasons: 

1. The directivity of the pattern of the antenna array and the 

maximum received signal can be increased by increasing 

the number of antenna array elements (4). 

2. The antenna beam pointing direction can be changed by 

varying linearly along the array the effective transmission 

line lengths from the antenna elements to the receiver (4). 

In present and future applications, these effective transmission line 

lengths are and will be varied by the use of electronically controlled 

phase shifters. Normal antenna- array- and -receiver systems utilize 

only the amplitude of the total received signal and completely disre- 

gard the phase information when using amplitude detection. 

Although other papers have explored signal -processed antenna 

systems in general (5), specific signal- processed antenna systems 

have not been explored in detail. This thesis will propose and be con- 

cerned with a signal -processed antenna system that uses the phase 

information of the total received signal in addition to that of the ampli- 

tude. The system block diagram considered is given in Figure 1. 
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The signal processors are phase- and - amplitude detectors and use 

balanced -mixer frequency converters. Their outputs are a function 

of the received input signal and cos y , where y is the phase 

difference between the received and local oscillator input signals. 

The system uses the reference antenna signal to adjust the 

phase of the received signal input to the main processor so that y 

depends only on the characteristics of the main antenna array and a 

pattern - control phase shift. The pattern - control phase shift is used 

to adjust the cos y term so that a maximum, null, or intermediate 

level signal is obtained for reception from the direction of the beam 

maximum of the antenna array. For the pattern - control phase shift 

set for maximum signal level, the placement of the reference antenna 

with respect to the antenna array can be used to improve the effective 

electric field pattern over that of the normal array pattern. The pat- 

tern improvement can be a reduction of the beamwidth by a factor of 

two or a reduction in the sidelobe level. 

Although additional electronic complexity would be 

required, the use of this signal -processed system should be econom- 

ically and technically considered in future antenna systems. The sub- 

stantial reduction in the number of array elements, electronically 

controlled phase shifters, summing networks and transmission lines 

should make the system very attractive. 

As background and basis for the development of the thesis, the 
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received signal and the electric field pattern for a one -dimensional 

array and an analysis of the processing system using a simplified, 

balanced -mixer model will be presented. Then a method of phase 

manipulation of the input signal from the array to obtain the desired 

amplitude factor in the effective pattern of the array and uses of the 

phase -manipulated amplitude term will be investigated. Also the 

limitations of the method of phase manipulation and of the signal pro- 

cessor as indicated by the simplified, balanced -mixer model will be 

considered. Then an extended, balanced -mixer model, its simulation 

and the simulation results will be investigated. The remainder of the 

thesis will consider the bandwidth limitations and the limitations for 

use of the simplified, balanced -mixer model as derived from the sim- 

ulation results. 

In addition to the properties stated earlier for this system on 

Figure 1, the analysis of the processing system and of the method of 

phase manipulation will show some limitations. One of these limita- 

tions is, as for other comparable detection systems, that for repro- 

duction of the information the information signals must be carried on- 

ly in a narrow bandwidth. Another limitation is that phase error 

maximums of 1. 12.5° in tracking radar applications and 11. 25o in 

normal communication applications must be maintained in order that 

beamwidth requirements can be met. 

Moreover, the thesis will show that a hybrid -ring balanced 
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mixer can be simulated on the hybrid computer in scaled real time. 

From the simulation data, a balanced -mixer design will be deter- 

mined. Using this design, calculations based on the simulation data 

will indicate that, to meet the phase error limitations, the maximum 

bandwidth for a pulsed received signal is limited to approximately 

nine percent of the local oscillator frequency. However, for the 

processing system with a CW (continuous wave) local oscillator sig- 

nal, this maximum bandwidth would also require an IF (intermediate 

frequency) amplifier passband down to dc, which is not practical. 

For a practical IF amplifier passband for the processing system with 

a CW local oscillator, the maximum, pulsed, received - signal band- 

width is approximately two percent. Moreover, the simulation data 

will show that the greatest frequency dependence of the IF input sig- 

nal of this balanced mixer is due to the mixer circuitry at the IF fre- 

quency. For a CW input signal the only restriction in bandwidth would 

be due to an insertion loss requirement. The simulation data will 

show that the simplified, balanced -mixer model gives a representa- 

tive analysis of the balanced mixer for a CW input signal for a ten 

percent bandwidth range of the differenc e frequency of the received 

input frequency and the local oscaillator frequency. For pulsed sig- 

nals the simplified, balanced -mixer model should not be used as the 

only model if the phase information is important. 
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II. RECEIVED SIGNAL AND EFFECTIVE ELECTRIC FIELD 
PATTERN FOR A ONE - DIMENSIONAL ARRAY 

In this section, as background for the remainder of the thesis, 

the receiver input signal from a one - dimensional antenna array in 

both the CW and pulsed cases will be given. Also, for conventional 

amplitude detection of the received signal, the effective electric field 

pattern for each case will be developed. 

Reception of a CW Signal 

For an n- identical element, one - dimensional array with the 

geometry defined in Figure 2, the receiver input signal from an ef- 

fective CW source located at a distance R from the center of the 

array is (4), for R » nd, 

V0h(WS)g(e,4)Le Ywst+ -as0) u= (n -1)/2 u.e(e) 
VR = 

RX Refe Aue ) 

)/2 

where the terms are as defined in the symbol state, Appendix I. 

In this thesis, the antenna element electric field pattern, 

g(0,1)), will be considered to have negligible effect on the receiver 

input signal and the antenna array pattern and will be set equal to one. 

This will be done for the following reasons: 

1. In normal cases, the variation of g(8,0 with angle is 

/ u 
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much slower than that of the resulting pattern of the array. 

2. It will be assumed that the main -beam angle of the array 

pattern is within the half -power angles of the antenna - 

element pattern. 

For cases in which g(0,4)) cannot be neglected, all receiver input 

signals and electric field patterns in this thesis should be multiplied 

by g(0, (1)). Also, A 
u 

will be restricted to being symmetrical in 

u around the center of the array, which, in general, is a normal 

distribution for an antenna array whose main -beam pointing -angle range 

is centered around 8 = 0 of Figure 2 (4). 

The preceding restrictions result in the sum, 

f('P0) = 

u= n-1)/2 

u =(l -n) /Z 

being real. Therefore, the CW received signal reduces to, 

Ju4, O(8) 
Au e 

u 

V 'I0) 
VR - 

RX 
cos (wst +as0) 

(2 -1) 

(2 -2) 

For amplitude detection of this signal, only the factor multiply- 

ing the cos (wst +as0) term remains in the demodulated output sig- 

nal. The normalized electric field pattern is defined to be the ratio 

of the electric field at any angle to the maximum electric field. Then, 
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since the output voltage is considered to be directly proportional to 

the electric field, the normalized electric field pattern for amplitude 

detection of the received signal is, 

Ael f( 0) 

f40) 
(2 -3) 

Ael is plotted versus Lp0 in Figure 3 for Au equal to a constant 

and for n = 10 and n = 20. For later reference in the thesis, the 

effect of increasing the number of antenna elements by a factor of two 

on the pattern beamwidth and sidelobe level should be noted. 

Reception of a Pulsed Signal 

Let us consider a pulsed signal whose pulse shape at the effec- 

tive source is assumed to be symmetrical about the pulse center, or 

of the form 

V,I, = 

q 

V 0+ / 2Vm cos mu) t 

m =1 

m= 

cos(WSt+y2) (2-4) 

Vm cos((ws+mco2)t+y2) 

m=-q 

where f2 = w2/2 n is the pulse repetition frequency. Then the out- 

put signal of the one -dimensional antenna array of n- identical 

_ _ 
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elements is 

M.= 
VmLef(Lm)h(ws +mw2) 

VRP L 1íi 
cos ((ws +mw2)t +asm) (2 -5) 

m = -q 

11 

where the terms are defined in the symbol table, Appendix I. 

If ß if linear in W, 

(ws+rnw2)0(e) 
gim 

cos 
(2 -6) 

and the resulting median phase of the mth frequency component of 

the input signal at the receiver is given by 

Psi 
= y (w +mw ) 

R s 0 

asm 0 s 2' Y1(ws+mw2) (ws+mw2)( + ) 

s 

(2 -7) 

Figure 4 gives the pulse envelope and the frequency spectrum enve- 

lope of a typical symmetrical transmitted pulse (11). 

With originally symmetric pulsed signals at transmission, when 

the frequency bandwidth is less than 1/4 of the carrier frequency 

0%021 < ws/8), 

ture (2, 4, 8): 

the following assumptions are made in the litera- 

s 

w 
w 
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L 
e 

/X -z constant 

ß = term linear in w 

y0(ws +mw2) = (constant) + (term linear in m) 

y1(ws+mw2) = (constant) + (term linear in m) 

h » ham am 

h = symmetrical part of loss factor, h(w +mw2), with m sm s 2 

around m = 0(w =cos). 
s 

ham m am = antisymmetrical part of loss factor, h(w 
s +mw2), 

2 
with m 

around m = 0 (w =w s ). 

For these conditions, the signal at the receiver input is 

m= q - L 

VRP Rk 
_m = -q 

Vmhsmf(gm)cos (mw 2t +asm -as0) I cos (w st +as 0) 

(2 -8) 

The normalized electric field pattern for amplitude detection of 

this pulsed, received signal is, for normalization at the pulse peak, 

Ae = 
= -q 

Vmhsm Ail) m)cos (mw 2t+a sm- as 0) 

f( 0) 

m=q 

m=-q 
Vmhsm 

(2 -9) 

s 

z 

sm 

m=q 
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Ae2 e2 is time dependent, meaning the antenna pattern changes during 

the pulse. The time dependence of A e2, 
as the pulse amplitude 

goes from pulse peak to zero, would generally be to reduce the main 

beam amplitude and to cause the sidelobe levels to vary with respect 

to the main beam amplitude. Near the pulse peak and for small 

Ae2 reduces to Ael. In Figure 3, Ae2 is plotted at the pulse 

peak as a function of q when A and h are constant, for 
0 u sm 

the typical pulse of Figure 4 with td /T2 = 0. 1, q = 9 and 

2/cos = 0. 01, and when n = 10 or 20. 

Figure 3 indicates that the main effect on the pattern of this 

pulsed signal is to reduce the level of the sidelobes from their values 

for a CW signal as LIJ 0 increases. 

4,0, 
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III. ANALYSIS OF THE PROCESSING SYSTEM USING A 
SIMPLIFIED BALANCED -MIXER MODEL 

System Description 

In this section, the signal processors which are used in the 

signal -processed antenna system of Figure 1 will be analyzed. The 

analysis will show that the processor output signal contains a cos y 

term in addition to the amplitude of the received input signal, where 

y is the phase difference between the received carrier and the local 

oscillator signals. In the first part of this section, a simplified, 

balanced -mixer model will be introduced which will make it possible 

to mathematically analyze the balanced -mixer portion of the pro- 

cessor. Then, the signal processor will be analyzed for the following 

signal inputs: CW local oscillator and pulsed, received input signals; 

CW local oscillator and CW received input signals; pulsed local os- 

cillator and pulsed, received input signals; and pulsed local oscillator 

and CW, received input signals. Because it is the part of the process- 

or that originally detects the amplitude and phase information, the 

emphasis in the analysis will be placed on the balanced- mixer, fre- 

quency down -converter. 

The block diagram of the signal processor is given in Figure 5 

along with a table of required component characteristics. The voltage - 

controlled local oscillator can be a low frequency oscillator with a 
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harmonic generator, which is the state of the art, or a high frequency 

oscillator. 

Balanced -Mixer Features 

A balanced mixer utilizes two separate mixer units driven by 

the local oscillator signal such that at the IF input the IF signal is in- 

dependent of the local oscillator signal amplitude, but is dependent on 

the received input signal (16). Since the mixers are driven by the 

local oscillator signal, the IF signal will depend on the instantaneous 

phase difference between the received and local oscillator signals. 

Only the balanced -mixer, frequency down - converter will be consid- 

ered in this thesis for the following main reasons: 

1. Although there are other frequency down- converters, they 

have a large additive portion in the IF signal which is de- 

pendent on local oscillator signal amplitude and which is 

not phase dependent (1, 6). 

2. Since the balanced mixer suppresses, in the IF signal, any 

component due to the local oscillator signal, it also sup- 

presses local oscillator noise without resorting to 

frequency - selective circuits, which are required by other 

types of mixers (1, 6). 

3. The balanced mixer has large isolation between the 

received -input port and the local oscillator signal. Other 
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types of mixers have, unless filtered, half the local oscil- 

lator power transmitted out this port. 

A typical hybrid balanced mixer of the TEM mode type is shown 

schematically in Figure 6. The design frequency, f0, of the bal- 

anced mixer is the frequency at which the line lengths are as shown 

in Figure 6. The design frequency is usually identical with the local 

oscillator frequency in order to maintain the isolation of the IF and 

the received - signal input ports from the undesirable effects of the 

local oscillator signal (6). 

The Simplified, Balanced -Mixer Model 

Although a simplified, balanced -mixer model will be used in 

the analysis of the processor, an extended model will be used later in 

the thesis to place restrictions on the results of this analysis. 

For a simplified model of the balanced mixer of Figure 6, the 

normal assumptions for ideal mixers will be made (1, 6). 

1. The signals transmitted from the inputs of the balanced 

mixer to the diodes have the same magnitude transmission 

properties and the phase shifts are linear with frequency 

for all frequencies within f0/8 of the design frequency, 

f0 (7). 

2. The effect of the reflected signals which are propagating 

away from the diodes towards the hybrid ring on the IF 
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signal are considered to be negligible. 

3. The lengths of the lines between the hybrid ring and the di- 

odes, and the diodes and the IF input are negligible. 

4. Signals of all frequencies greater than, or on the order of, 

the magnitude of the design frequency are shorted at the IF 

input. 

5. The local oscillator signal voltage is much larger than the 

received signal voltage. 

6. A good approximation to the diode crystal behavior under 

condition 5 is that it acts as a half -wave rectifier that has 

a signal magnitude in its output which is directly propor- 

tional to the received input signal magnitude (1). 

In general the stripline hybrid ring used in the balanced mixer 

of Figure 6 is a fairly narrow bandwidth device. The actual device 

will have narrower bandwidth restrictions than the ones imposed in 

this analysis for the simplified model. 

Output for CW Local Oscillator and Pulsed, 
Received Signals 

The pulsed, received signal case will be developed first since 

the CW, received signal case can be obtained directly from it. The 

block diagram is given in Figure 5 for the processing portion of the 

signal -processed antenna system. The following paragraphs develop, 
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for a pulsed input signal, an analysis of this processing system start- 

ing from the balanced mixer through the final detector with the em- 

phasis on the balanced -mixer portion. It will be shown that the bal- 

anced-mixer output signal to the IF is given by 

A(t) cos 0(t) 

where A(t) is the pulse envelope amplitude of the input carrier sig- 

nal and 0(t) is the instantaneous phase difference between the input 

carrier signal and the local oscillator signal. 

When a CW local oscillator signal voltage of 

fr(t) = HOcos[w0(t+2w )+aro] 
0 

and a pulsed input signal voltage of 

m= 

m = -q 

fs(t) _ Bmcos[ s+mW 2)(t+ (w 2w 
)+asm] 

0 

(3 -1) 

(3 -2) 

are applied to the junctions of the input arms of the balanced mixer 

shown in Figure 6, the incident voltages at the diodes A and B 

respectively are, using assumptions 1, 2, and 3, 
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2-1/2(f 
r 2w 

) + fs(t- 
2w )) (3-3) 

0 0 

2-1/2(fr(t- 
2w 

) + fs(t- 
Zc )) (3-4) 

0 0 

where the symbols are defined in the symbol table, Appendix I. 

Equations (3 -1) and (3 -2) are defined such that the phase reference 

for the balanced mixer is at diode A. 

Let 

where 

Expanding the pulsed input signal at time (t- ir /2w0) results in 

fs(t- 
s 

= cos (w t+a 
s s 

m= 

- sin(w t+a 
s s 

Bm cos (mw 2t+asm-as 
0) 

m=-q 

m=q 

m=-q 

Bmsin(mw2t+a sm- as 0) (3- 5) 

B = B + B m ms ma 

B = symmetrical part of B around m = 0, or w = ms m s 

B ma = antisymmetrical part of B around m = 0, or w = w . 
s m 

From Figure 4, it can be seen that B ma is zero at the source for a 

symmetrical pulse shape. However, since the attenuation in media is 

Tr 
) 

0 

fDA(t) = 

fDB(t) = 

ms 
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usually antisymmetrical in frequency around the center frequency, 

B is nonzero at the receiver. In normal applications, that is for ma 

distances less than interplanetary communications, B « B ma ms 
(2, 8). Thus, under these conditions and since sin(mw2t +asm -as0) 
is antisymmetrical in m for media with linear phase propagation, 

m= q 

Bmsin(mw2t+a sm- as 0) . 

m = -q 

With this simplification, Equation (3 -5) becomes 

where 

and 

fs(t- 2:) z, A(t)[ cos(®(t)+w0(t)+ar0)] 
0 

A(t)[ cos6(t)cos(ca0t+ar0)-sin ®(t)sin(w0t+ar0)] 

m=q 

A(t) = Bmscos(mw2t+asm-as0) 

= pulse envelope amplitude of the input signal 

6(t) _ (ws-w0)t + aso - ar0 = (ws-w0)t + Y 

= instantaneous phase difference between the 

input carrier signal and the local oscillator 

signal 

7- 0 

m=- q 

= 
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The voltage across diode A is of the same polarity as the in- 

cident signal but that across diode B is of opposite polarity. If 

diode A is conducting at time t, diode B is at the same stage 

of conduction at time (t +Tr 40). The incident signals of diode A 

at time t and diode B at time (t +Tr /w0), respectively, are 

-1+c)1 
(t) 1/2 

fDA(t) z (A(t)cos0(t)+H0) 
2 

and 

fDB(t 

where 

and 

(A(t)cos0(t) H 0) 
0 

-1+0 
2 

2 (t) 

2 

A(t)sin 0(t) 
(I) 1(t) Ho+A(t)cos 0(t) 

A(t)sin 0(t) 
4)2(t) Ho-A(t)cos 0(t) 

cos(WOt+ar0-01(t)) 

1/2 
cos(wot+aro-(1)2(t)) 

Under assumption 5, 01(t) and 4 2(t) are small. Letting 

x = A(t) cos 0(t) 

y = A(t) sin 0(t) 

and for the approximation (1 +u2)1/2 z 1 + u2/2 

1+4)1 

) 
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2 y (x ±H 0)(1+ )1/2 f H0 ± 
2(H (HOtx) 0 ) 

y2(x .TH0) 
z x t HO - 

2(H 
0 

2-x2) 

Using assumptions 4, 5, and 6, the contributions of the diodes 

to the IF input signal is, for lW s W0' 

VIF --[(amplitude of cos(WOt+arO-(t) 
1(t)) 

in fDA(t)) 
i 

+ (amplitude of cos(wOt+ar042(t)) in fDB(t+2: ))] 

21/2 

2Tr 

y2(x-H 0) y2(x+H 0) 
x+HO 

2 2 +x-HO- 2 2 

2(H0 
-x 

) 2(H0 
-x 

)- 

21 /2A(t) 2(t)sin20(t) A 

_ 2(H0- 
cos 0(t) 

Since by assumption 5 A(t) « H0, the IF input signal becomes, 

VIF z 2 
Tr 

cos[ (co s-wO)t+asO-ar0 L Bmscos (mw 2t+a sm- as0) 
i 

m=-q (3-6) 

1/2 m=q 

For the processing system in Figure 5, after amplification of 

the IF input signal of Equation (3 -6) and after amplitude and phase 

2 

z x 

-w 0 I 

< 

^ l- 

_ 

- 

0 

z 



detection with the oscillator signal, cos[(ws- w0)t], the output sig- 

nal is (1) 

V a K1 cos (as0 

m=q 

m=-q 
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Bmscos(mw2t+asm-as0) (3-7) 

where K1 is a constant and, as in the usual amplitude detection 

system, qw2 « 
Iws -w0I (8). The output signal amplitude is thereby 

only a function of the input signal pulse -envelope amplitude and an 

amplitude term which depends on the phase difference between the in- 

put carrier frequency signal and the local oscillator signal. The pro- 

cessor output signal, Equation (3 -7), and the typical pulse envelope 

for the input signal of Equation (3 -2) are plotted in Figure 7. 

In the output signal, the frequency- component -amplitude term, 

B , may be a function of time. Similar to other amplitude detec- ms 

tion schemes, in order to obtain all information, its frequency is 

limited to frequencies less than f2, the repetition frequency of the 

input signal, and less than Ifs -f I the absolute value of the dif- 

ference between the input carrier frequency and the local oscillator 

frequency (8). 

Output for CW Local Oscillator and CW, Received Signals 

With a CW signal instead of a pulsed input signal, the analysis 

s 



Type of processing system Input signal envelope Processor output signal- normalized to the system gain and 

cos 
(as -a 0 

) 
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t -)- 
0 
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o 

= time of diode turnoff by L. O. t 
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t 
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L. O. pulse repetition frequency 

0 
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Figure 7. The processor output signal for different input signals and types of processing. 
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would follow approximately the same steps as in the preceding section 

except q would be zero. Therefore, for CW input and local oscil- 

lator signals, Equation (3 -7) for the output of the processing system 

in Figure 6 becomes (1) 

where K1 

V Z K1B0 cos (as0 -ar0) (3 -8) 

is a constant and where the other terms are defined in 

the symbol table, Appendix I. Again the processor output signal is 

only a function of the input amplitude and an amplitude term which de- 

pends on the phase difference between the input signal and the local 

oscillator signal. The processor output signal of Equation (3 -8) and 

the input signal amplitude are plotted in Figure 7. 

In the output signal, the input amplitude, B0, may be a func- 

tion of time. Similar to other amplitude detection schemes, in order 

to obtain all information, its frequency range is limited to frequencies 

less than Ifs -f01 , the absolute value of the difference between the 

input frequency and the local oscillator frequency (8). 

Output for Pulsed Local Oscillator and Pulsed, 
Received Signals 

The block diagram for the processing portion of a signal - 

processed antenna system is given in Figure 5. The following para- 

graphs develop, for the pulsed input signal of Equation (3 -Z), an 
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analysis of this processing system starting from the balanced mixer 

and going through the final detector. 

For a pulsed, local oscillator signal voltage of 

i=v 

fr(t) = > Hicos[ (w0 +iw1)(t +2w ) +a,i] [ 
0 

i = -v 

(3 -9) 

where the terms are defined in the symbol table, Appendix I, the in- 

cident voltages at the inputs to diodes A and B, respectively, 

are again given by Equations (3 -3) and (3 -4). 

Let 

where 

H. =H. +H. 
i is ia 

His = symmetrical part of Hi around i = 0, or w = w0 

H. = antisymmetrical part of H. around i = 0, or w = w is i 0 

Then, assuming the local oscillator pulse was originally symmetrical 

and for normal applications, H. « H. (2, 8). Since the sine 
is is 

term is antisymmetrical in i for media with linear phase propa- 

gation, 

i=v 

) Hisin (iwlt +ari-ar0) 
2'. 

i=-v 

For the conditions of the preceding equation and following the 

0 



same steps as were done for the pulsed, received input signal, the 

local oscillator signal at the diodes reduced to 

fr(t- 
2w 

a ).. 
0 

His cos(iwlt+ari-aro) cos(w0t+ar0) 
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(3 -10) 

Hence the local oscillator signal has a pulse envelope for the 

cos(w0t +ar0) term for this case as compared to a constant envelope 

for the CW local oscillator signal case. 

Because the diodes are not ideal, they only rectify during the 

portion of time when the envelope of the local oscillator signal is 

greater than some cutoff voltage, assuming a weak received input sig- 

nal (11, p. 8 -11). Normally the local oscillator signal is either 

pulsed at a high duty rate, v small, which can be approximated by 

the CW case, or at a low duty rate, v large (8). The low duty rate 

case is analyzed in this section. 

For short -pulse operation of the balanced mixer, the input sig- 

nal and the local oscillator signal must have the same repetition fre- 

quency and the same carrier frequency. The short -pulsed local os- 

cillator processing system is essentially a sampled data system. In 

a sample data system, the pulse repetition frequency determines the 

theoretical maximum bandwidth for reproduction of information sig- 

nals. 

i =v 

LJ 
-i=-v - 
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With a bandpass IF amplifier of bandwidth, Sf1F, < f the 

processed signal for the processing system in Figure 5 is (11, p. 12- 

20) 

VZ K2cos(as0-ar 
m=q 

m=-q 

Bms(t) cos (mw1 +asm t0 -as0) (3 -11) 

where K2 is a constant and t0 is the time of diode turnoff. t0 

is approximately given by 

ar0td 
0 w0 2 

(3 -12) 

where (- ar /w0) is the time when the symmetric, pulsed, local os- 

cillator signal is at its center and td is the pulse width of the local- 

oscillator- signal pulse between half -voltage points. 

Equation (3 -11) is just a constant times the IF input signal for 

the processing system with a CW local oscillator, Equation (3 -7), 

sampled at each time of diode turnoff. As for the CW local oscillator 

signal case, the processor output signal is a function only of the input 

signal pulse amplitude and an amplitude term which depends on the 

phase difference between the input and local oscillator carrier fre- 

quency signals. The processor output signal of Equation (3 -11), and 

the typical pulse envelope for the input signal of Equation (3 -2) are 

plotted in Figure 7. 

z 
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As for the CW local oscillator signal case and for other ampli- 

tude detection schemes, the frequency- component amplitude term, 

Bms, may be a function of time; but its frequency is limited by the 

frequency bandwidth of the IF, SfIF, 

Output for Pulsed Local Oscillator and CW, 
Received Signals 

For a CW input signal instead of a pulsed input signal, the anal- 

ysis would follow approximately the same steps as in the preceding 

section except q would be zero. Thus, for CW input and pulsed, 

local oscillator signals, Equation (3 -11) for the output of the process- 

ing system in Figure 5 becomes 

V z K B 
2 0 

cos (as0 -ar0) (3 -13) 

Again the output signal is only a function of the input signal amplitude 

and an amplitude term, cos (as0 -ar0), which depends on the phase 

difference between the input signal and the local oscillator, center - 

frequency signal. The processor output signal represented by Equa- 

tion (3 -13) and the input signal amplitude are plotted in Figure 7. 

As for the pulsed local oscillator and pulsed, received signal 

case and for other amplitude detection schemes, the input amplitude 

term, B0, may be a function of time, but its frequency is limited 

by the frequency bandwidth of the IF, SfIF This processor output- 
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signal Equation, (3 -13), is identical, except for a constant factor, to 

the output signal Equation, (3 -8), for the processing system shown in 

Figure 5 for CW input and CW local oscillator signals. 
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IV. PHASE MANIPULATION FOR IMPROVEMENT OF 
THE FIELD PATTERN 

In this section, a method of manipulation of the phase term y 

in the processor output signal by the use of the signal of a reference 

antenna displaced an integral number of element half- spacings away 

from the array will be presented for the general case for the receiver 

input and local oscillator signals. Then, it will be applied to the spe- 

cific types of processing system for a CW or a pulsed local oscillator 

signal with a CW or a pulsed input signal. The actual improvement 

in the effective electric field pattern will be given in the next section. 

General Case 

Let us apply the processing system of section III to the receiver 

input signal of the array as given in section II. Moreover, in the ar- 

ray of Figures 1 and 2, let /0 be the effective, median length of 

the transmission lines from the array elements to the balanced -mixer 

input junction plus a length equivalent to the length between the junc- 

tion and diode A. Note that the effect of f 
0 

can be changed by 

means of the main -line phase shifters shown in Figure 1. Then, as- 

suming the simplified model of the balanced mixer gives a correct 

analysis, the phase- dependent factor in the final processed signal of 

the array, Equation (3 -7), (3 -8), (3 -11), or (3 -13), is 



cos (as0 = 
cos y 
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(4 -1) 

Now let a reference antenna with the same phase shift proper- 

ties as the array elements be placed (p +n -1)d /2 to the left of the 

center of the array as shown in Figure 2 and let the effective length 

of its transmission line to diode A of the reference system pro- 

cessor be 
[10-(r1+13-1)11/ 240/ ßs] where 41. o is the pattern con- 

trol phase shift. Then the phase of the carrier frequency signal at 

the balanced mixer of the reference system processor is 

(n+p-1)Lli0(e) 

asOR - as0 + 0 

The phase- dependent factor of the reference - system -processor output 

signal becomes 

(n +p- 1)g0(0) 
cos (as0- 

2 + 40 ár0) (4 -2) 

Now, changing the phases in the reference antenna line and in the in- 

put line to the main processor equally (phase change = (3 só2 O) so that 

Equation (4-2) becomes zero results in 

(n +p - 0(e) (2b +1)ir 
aso =ar0+ - 2 0 2 

where b = 0, ± 1, ± 2, ± 3, etc. 

(4 -3) 

2 

s 

- 



36 

In the processed received signal of Equation (3 -7), (3 -8), (3 -11), 

or (3 -13) with the input amplitude as given by the receiver input sig- 

nal of the array, Equation (2 -2) or (2 -8), let the constant factors be 

denoted by K3 and let the LIJ0 -, m -, and q- dependent factors be 

denoted by F(0, m, q), where F0(0, m, q) is the maximum obtained 

with the variation of 4, 
0 

and t. Then for as0 as given in Equa- 

tion (4 -3), the processed received signal of the array is given by 

(n+p-140 
(2b+1)Tr: G(4)0, m,q) = K3F(0, m, q) cos ( - 0- ) 

b (n +p -1)Li,0 
= (- 1 ) D3F(40, m, q) sin ( 

2 

and the effective electric field pattern, for normalization by 

(- 1)bK3F0(O,m,q), is 

(n+p- 1)4J0 

F(4'0' m, q)sin( -4)0) 
Ae3 F0( 0, m, q) 

(4 -4) 

(4 -5) 

This pattern is plotted as a function of 40 (0) in Figure 8 for n 

p = 1, for various values of the pattern control phase shift, c1:00, 

and for F40, m, q) = f40), Equation (2-1) with Au = 1. For 

40 = 0, it is characterized by a null at 
`Ti0 

= 0 and a maximum am- 

plitude very close on either side of 

has a maximum at 0 = 0. 

0 = O. For 41.0=- -Tr /2, Ae3 

s 

- 
4)0) 

- 

= 10, 

2 2 

2 
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By using the processed signal from a reference antenna to ad- 

just a common phase shift in the transmission lines of the antenna ar- 

ray and the reference antenna, the effective electric field pattern for 

the system of Figure 1, with the processors as shown in Figure 5, .has 

an amplitude term, sin[ (n +p- 1)112 -00] , multiplying the normal 

pattern for amplitude detection. 

CW Local Oscillator Signal System 

For the processing system of Figure 5 with a CW local oscilla- 

tor signal and under the conditions given in the first paragraph of the 

general case, the processed signal of Equation (3 -7) becomes for a 

pulsed input signal to the array 

V 
K1 Le m =q 

1 cos (a -a ) 7 V h f(q, ) cos (mw t +a -a ) m sm m 2 sm s 0 
m = -q 

Therefore F(q0, m, q) and F0(0, m, q) are given respectively by 

and 

F(4, , m, q 

m=q 

m=-q 

F0(0, m, g) = f(0) 

Vmhsmf(m) cos (mw2t +asm -as 0) 

m=q 

m=-q 
Vmh sm 

_ 
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Hence Equation (4 -5) becomes for a pulsed input signal and a CW local 

oscillator signal 

M.= 

m=-q 

(n +p -140 
Vmhsmf(Lm )cos (mw2t +asm -as0) sin( 2 - (I)0) 

f( O) 

(n +p -1)0 
= Ae 2 

sin ( 
2 

r m=q 

m=-q 
Vmhsm 

where Ae2 is given by Equation (2 -9). 

(4 -6) 

With a CW input signal, which is the pulsed input signal with 

q = 0, the effective electric field pattern, or Equation (4 -6), becomes 

(n+p-1)4J0 
f(4J0)sin( - 

4)0) (n+p- l )0 
Ae5 f(0) A sin ( 

2 
-0) (`1-?) 

where Ael is given by Equation (2 -3). 

Thus by this method of using the processed received signal 

from a reference antenna to adjust a common phase shift of the anten- 

na array and the reference antenna, the effective normalized electric 

field patterns for the CW and pulsed received signals are found to have 

an amplitude term, sin ((n +p- 140/240), multiplying the usual 

Ae4 

- 40) 

2 

q 
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patterns for amplitude detection. 

Pulsed Local Oscillator Signal System 

For a pulsed local oscillator signal as given by Equation (3 -9), 

it was shown in section III for the processing system of Figure 5 that 

the final processed signal had the same form as for the CW local- 

oscillator- signal case except that t = t0 where t0 was the time of 

diode turnoff. Therefore, the effective normalized electric field pat- 

tern for pulsed local oscillator and receiver input signals is, from 

Equation (4 -6), 

- m=q 

Vmhsmf(ti m)cos(mw2t0+asm-aso) sin 

-m=-q _ 
e6 m=q 

f( 0) Vmhsm 
m=-q 

(n +p -1 )LP 0 

2 - 4)0) 

(4 -8) 

which is the same as Equation (4 -6) near the peak of the pulses. 

With a CW receiver input signal and a pulsed local oscillator 

signal, the normalized effective electric field pattern is identical to 

that for the CW local oscillator and receiver input signals case or 

Equation (4-7). 

As for the CW local -oscillator - signal case, this method of using 

the processed receiver input signal from a reference antenna to adjust 

II 
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a common phase shift of the antenna array and the reference antenna 

yields effective, normalized, electric field patterns for the CW and 

pulsed receiver input signals which have an amplitude term, 

sin (n +p- 1)g0/2 -d?0), multiplying the usual patterns for amplitude de- 

tection. 
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V. USES OF THE PHASE MANIPULATED TERM IN THE 
FIELD PATTERN 

This section will give uses of the phase -manipulated term in 

the effective electric field pattern for the system of Figure 1 and will 

indicate the improvements of the pattern over that for the normal ar- 

ray pattern for amplitude detection. The minimization of beamwidth 

and sidelobes and radar applications will be discussed. 

For different input signals and for the different processors of 

Figure 5, all the phase -manipulated, effective array patterns, as giv- 

en in the preceding section, reduce to that for a CW receiver -input 

signal, Equation (4 -7) or 

(n+p-1)Lp0 
f(Lli0)sin( - 

4)0) 
(n+P-1)qi0 

Ae5 
2 Ael sin ( - (00) (5-1) 

where f(40) is defined by Equation (2 -1). 

Due to the time or diode turnoff time dependence of the patterns for 

pulsed input signals, the pattern given by Equation (5- 1) is true for 

pulsed input signals only when the processed signal is near maximum 

amplitude as a function of t or t0 and when 4,0(0) is small. 

However, since all the processed patterns of the preceding section do 

reduce under some conditions to the pattern of Equation (5 -1), only 

it will be considered here. 

= _ 



In the first two parts of this section, only the case, where 

(1) 
0 

= -n /2, will be considered; because it produces a maximum in 

the direction of the beam pointing -angle for the amplitude- detected 

array pattern, Ael. Thus, for cp.0 = -Tr/2, 

come s 

Equation (5 -1) be- 

(n+p-1)0 
A 

e 5 I IT = Ae 1 
cos ( ) 

0 2 

Beamwidth Minimization 
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(5 -2) 

Let us assume that cos ((n +p- 1)40%2) rather than Ael con- 

trols the beamwidth. Then the half power point is at i0= Tr /2(n +p -1) 

and 
`LBW 

Tr /(n +p -1) where 
`lBW 

is the beamwidth in klio be- 

tween half power points. 

When each antenna element had equal weighting, A el, the 

amplitude- detected pattern, is (4) 

Ael f(0) LP0 

n sin(- ) 

n` 
f(o) 20 

(5 -3) 

This condition of equal weighting of the signals from the antenna ele- 

ments produces minimum beamwidth for Ael (4). This pattern is 

plotted versus 40 in Figure 3 for n = 10 and n = 20 and in 

sin( 

2 

e 
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Figure 8 for n = 10. Ae has a half -power point at L0 Z Tr/1.11n 

and for 0 = Tr /2n it has a value of 0. 9. Therefore, for 

(n +p- 1) > n, cos ((n +p- 1)g0/2) controls the beamwidth and 

LBW Tr /(n +p -1). 

For the case where p, the number of element half- spacings 

that the reference antenna is placed away from the end element of the 

antenna array (see Figure 2), is equal to one and the antenna elements 

have equal weighting, Equation (5 -2) becomes 

n11j n 2nd 
sin( 0 )cos( 0) sin( 0) 

0 T) ) 0 2 n sin( 2 2n sin( ) 

(5 -4) 

which is an effective doubling of the number of elements in the array 

from the case for amplitude detection as given by Equation (5 -3). 

However, the processing does not increase the received signal ampli- 

tude by a factor of two as would occur for an array with twice the 

number of elements. Equation (5 -4) is plotted in Figure 8 for n = 
10, 

and in Figure 3 as Ael with n = 10 and n = 20, corresponding 

respectively to Ae5 with n = 5 and n = 10. 

For minimum beamwidth and to keep the sidelobe levels from 

increasing, the nulls and maximums of f(4i0) should be maximums 

and nulls of cos ((n +p- 1)40/2) respectively for all except the first 

two as shown in Table 1. 

Tr 

° 

Ae5 
0 
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Table 1. Distribution of maximums and nulls for f(lp0) 
and cos ((n +p- 140/ 2) for minimum beam - 
width and slight change in the sidelobe levels. 

(-P0=0 ILP 01=C1 IO I=C 2 I0 I=C 3 

f(i0) 
cos ((.n +p- 1)4,0/ 2) 

maximum null maximum 

maximum null maximum null 

Cr C2 and C3 are constants and 0< Cl < C2 < C3 

Sidelobe Level Minimization 

When p < 0, Ae determines the beamwidth of the pattern of 

Equation (5 -2). Therefore, the cos ((n +p- 1)40/2) term can be used 

to reduce the sidelobe levels by making the term small when Ael 

is at its largest sidelobes. 

As an example let us take the case for equal weighting of the 

antenna elements. The sidelobes of Equation (5 -3) are located at 

Lp 
0 

= ± (2m +3)Tr /n for m = 0, 1, etc. and the value at the sidelobes 

is (4) 

1 - Sm ( 2m+3 )Tr nsin( 
2n 

With n large, the magnitudes of the first and second sidelobes are 

respectively 2/ 3Tr and 2/ 5Tr. Now the value of cos ((n +p- 1)40/ 2) 

at the sidelobes is given by 

- -- 

) 
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P = cos ((n +p- 1)(2m +3)Tr) -1)m sin ( 
(p- 1)(2m +3),r P Pm 

2n 2n 

Letting I P0/ P1 I = 
I 

/S0I , then the first two sidelobes of the pat- 

tern of Equation (5 -2) become equal and lower than the first two side- 

lobes of Ae1. Making this calculation results in p - 1 X -0. 545n 

and a maximum sidelobe level of 0. 115 for the pattern of Equation 

(5 -2), which is 5.3 db less than for Ael. 

Radar Applications 

With the pattern control phase shift, O, equal to zero, the 

pattern given by Equation (5 -1) has a null for 0 with a maxi- 

mum close by on either side. This can be seen from Figure 8 where 

Ae5 is plotted for n = 10, p = 1, Ae given by Equation (5-3) and 

for 10= 0 and -Tr/2. This type of pattern can be used in tracking 

radar to follow a target by keeping its signal in the null between the 

two maximums of the pattern. Since íi0(0) = ksd sin O - ßs.fl , this 

is done for a variation in 8 by varying 11 while also maintaining 

the validity of Equation (4 -3). 

In order to find other benefits of the system of Figure 1, let the 

manipulated phase as0 as given in Equation (4 -3) be equated to 

as0 as defined in the symbol table, Appendix I, or 

qi0 

) 

m ) 

= 



(n +p- 1)0(0) 
(2b+1 Tr aro + - _y 

Considering y0(ws), 
yl(ws) 
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y0(ws) - yl(ws) - ßs.e 
0 

- 

and to be constant, denoting 

y0(ws) yl(ws) by a constant K4, and cpo + (2b +1)Tr/ 2 by K5, 

and substituting for 4,0(0), gives for y or as0 ar0 

y=(n+p-1) ksd sin 0- ßs.21) - K5 = K4 - ßs2o - k.sR - aro 

Solving for Ps/0 gives 

n+p -1 
ßs0 = ( 2 

)03 
s 1 s 

-k d sin 0) + K4 + K5 - k:sR - ar0 (5-5) 

Therefore, for any change in 2, R, 0, and ar0, the system of 

Figure 1, in order to maintain the desired pattern and Equation (4 -3), 

must make the following hold true; 

Ps/0 = (n n+p- 
)(í3& 2 - ksd60 cos 0) - ks6R - bar() (5 -6) 

where 60 is small. For this condition with 6R = 60 = 0, vary- 

ing 2 scans the processed received signal of the array through the 

amplitude pattern given by Equation (5- 1) for different values of 

For instance, if 0 

0' 
(center of the pattern not pointing toward 

the object), 21 could be varied until Equation (5 -1) with (1:10 = 

gives a null between two large maximum amplitudes, and hence 

0 2 k5R 2 

- 

0 

- 

4,0 

- 



= O. 

Let 

and 

óQ0 = 520 + b.iÜ 

5/0' - 
2 

(n +p 1)5/ 
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Then, if in order to maintain Equation (4 -3), an additional change in 

Psi 0 
is required, it is given by 

ßs5 = - ks(5R +(n +p- 1).258 cos 0) 
5ar0 

If 60 is known from the pattern, say by the use of Equation (5 -1) 

with 
00 

= 0, and assuming SarO is small, zero, or known, then 

6R can be determined. SR +((n +p- 1)dó0 cos0)/ 2 is the change 

in the distance to the transmitting object from the reference antenna, 

and SR. is the change in the distance to the transmitting object from 

the center of the array. From SR, and 50, the distance the ob- 

ject moves can be determined. Thus, if 6.Q0 "/5t is known, the 

speed of the object can be determined. 

It can also be seen from Equation (5 -6), that if the system main- 

tains the validity of this equation, it corrects any phase error due to a 

change in the local oscillator signal phase a0. 

4,0 
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VI. LIMITATIONS OF PHASE MANIPULATION AND OF THE 
SIGNAL PROCESSOR AS INDICATED BY THE SIMPLIFIED, 

BALANCED -MIXER MODEL 

In this section, the limitations of the method of phase manipula- 

tion and the bandwidth limitations of the signal processor for pulsed 

input signals and for information signals will be given. These limita- 

tions will be based on the analysis of the processor of Figure 5, which 

utilized a simplified, balanced -mixer model. 

In a later section, on the basis of the simulation results for an 

extended, balanced -mixer model, further restrictions will be placed 

on the bandwidth of the signal processor for pulsed input signals and 

on the IF frequency for CW input signals. However, no additional re- 

strictions will be placed on the information signal since, as in other 

amplitude detection schemes, it is limited by the type of processor 

and not the characteristics of the down converter. 

Method of Phase Manipulation 

One limitation of the method of phase manipulation given in sec- 

tion IV is that the received signal of the reference antenna may be too 

weak to be detected by its balanced mixer. One method of counteract- 

ing this is to amplify the signal from the reference antenna before 

sending it to the balanced -mixer processor. A second way is to have 

the reference antenna be an array thereby resulting in increased 
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received signal for the reference antenna. 

A second limitation is that of multiple signals. For multiple 

signals of different strengths received by the reference antenna, this 

method of phase manipulation would find the phase null for Equation 

(4 -2) for the sum of the signals instead of just one and therefore 

would not obtain the proper pattern. A method to eliminate this is 

again to use an array for the reference antenna to give some direc- 

tionality. In radar applications another method is to use pulsed local 

oscillator and receiver input signals so that the detected receiver sig- 

nal is that reflected from an object in a small range of distances 

around a distance specified by the delay of the local oscillator signal 

pulse. Then by varying the delay of the local oscillator signal pulse, 

all distances can be checked. Also in radar applications, if instead 

of a pulsed local oscillator signal a CW local oscillator signal is used, 

then there are IF signal processing methods that can be used to range 

gate the pulsed received signal and to vary the range gate position (8). 

Another possible limitation is the tolerance that is required in 

obtaining a phase null for the reference antenna signal as given in 

Equation (4 -2). This tolerance can be found from the term 

aso - ar0 
(n+p-l)(11JO+gie) 

2 

where tliO = ksd(sin 0 -sin Om), e = ksd(sin(Oe +0) -sin 0), O is the 
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received signal direction angle, 0 is the angle of the beam max - 

imum, and 0 
e 

is the error angle in O. Letting a 
e 

be the error 

angle of as - ar so that 

(n+p- (n+p-1)k d8 cos 8 
s e Or 

ae 2 2 

Therefore, the maximum error angle is given by 

(n+p- 1)L, (n+p-1)k d8 em s e 
aem 2 2 

A typical value for 
em in tracking radar applications is (8) 

hem = 
O. 025t.pBW 

and in normal communications applications is (8) 

hem = 
O. 254BW 

where 
LBW 

is the beamwidth of q0 of the array pattern. Let us 

use the value of 
`LBW 

given by the array effective pattern, Equation 

(5 -3), for equal weighting of the antenna elements and for p = 1. 

This case gives minimum beamwidth for the array effective pattern, 

while retaining the same sidelobe level as for the amplitude detected 

pattern, Equation (5 -2). Hence 
LBW = Tr/ 2n. Therefore, for 

p = 1 and in order to maintain the desired angle accuracy for an 

m 

e 



array of twice the number of elements, the maximum phase angle 

error allowed for phase nulling is for tracking radar applications 

a em 2: 0. 0625 Tr z 1.125o 

and for normal communications applications is 

a z 0.625 is ro 11.25o em 
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(6 -1) 

(6 -2) 

Therefore, the error in Ps/0 must remain in magnitude less 

than Equation (6 -1) or (6 -2). Also, if there is any other nonconstant 

error in the phase term, aso aro' 

Ps/0 

its sum with the error of 

must remain in magnitude less than Equation (6 -1) or (6 -2). 

In the method of phase manipulation of section IV, the reference 

antenna signal is used to set Psi . Therefore any phase error due 

to the processing system will be included in (3s.Q0, and thus this 

type of phase error will effectively be cancelled out for the processed 

array received signal. The general array pattern, assuming no other 

errors, would then be given by Equation (4 -5). This is true if the 

measurements are done under the same conditions such as carrier 

frequency and pulse shape. However, in the worst case such as a dif- 

ferent carrier frequency and pulse shape, the phase error due to the 

processing system can be counted as a phase error in P si while 

ideally there would not be any phase error due to the processing system. 

- 



53 

In a later section, for the simulation results of the extended 

model of the balanced mixer, this phase angle error limitation of 

Equation (6 -1) or (6 -2) will require a further restriction in the fre- 

quency bandwidth of the system for a pulsed input signal. 

Signal Processor 

As analyzed in section III of this thesis for a simplified, bal- 

anced-mixer model, the limitations in bandwidth for the system of 

Figure 1 with the signal processor of Figure 5 are given in Table 2 

with the terms as defined in the symbol table, Appendix I. The f0/8 

limitation is a limitation which was placed on the simplified, balanced - 

mixer model because of the characteristics of the hybrid ring. 

Table 2. Bandwidth limitations of the received input signal and of 
the information carried on the receiver input signal as 
indicated by the analysis for the signal processor. 

CW local oscillator Pulsed local oscillator 
Pulsed received input 
signal 

CW received input 
signal 

Information on the 
input signal 

Ifstqf2-f0 <f0/8 qf 
2 

=gf1 <f0/8 
with qf2 <f0/8 

Ifs - f0I <f0/8 

fI« Ifs -f0I, fI < f2 

qfl <f0/8 

fI< ófIF, < fl/ 2 
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VII. SIMULATION OF A LOSSLESS STRIP-LINE, HYBRID-RING, 
BALANCED -MIXER FREQUENCY CONVERTER UTILIZING AN 

EXTENDED MODEL 

This simulation study was undertaken to show the accuracy and 

bandwidth limitations of the processor of Figure 5 in its use in the 

signal -processed antenna system of Figure 1. It was also undertaken 

to show the accuracy of and limitations for the use of the simplified, 

balanced -mixer model of section III. 

In this section, an extended model of the hybrid -ring, balanced - 

mixer frequency converter will be given for use in a simulation study 

of the mixer, and will be followed by the simulation study and the 

simulation results. The simulation results will show the validity of 

the simulation and the behavior of the hybrid -ring, balanced mixer as 

modeled. 

In the next two sections, the simulation results will be used to 

show the bandwidth limitations of the processor for unmodulated CW 

and constant peak pulsed input signals and the accuracy and limitations 

of the simplified, balanced -mixer model. 

An Extended Model 

The extended mathematical model will account for all physical 

characteristics of the hybrid -ring, balanced- mixer of Figure 6 with 

the following exceptions: 
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1. The strip transmission line is considered lossless. 

2. The junctions between line sections are lossless and free of 

energy storage. 

3. The propagation in the transmission lines is considered 

non -dispersive. 

The computer realization of the model will be based on the set 

of equations for the power -normalized, traveling -wave amplitudes 

and will utilize the scattering coefficients of the junctions. The fol- 

lowing equivalent replacements will be made: 

1. Energy propagation in the transmission lines will be re- 

placed by time delays. 

2. The junctions will be replaced by weighted summations 

based on the scattering coefficients. 

3. The diodes and the IF input circuit will be replaced by their 

equivalent circuits. 

Figure 9 gives the extended model equivalent of the equations for the 

hybrid -ring, balanced mixer except for the diode and IF input cir- 

cuits. An analysis of the relationship between the traveling -wave 

amplitudes at the strip -line junctions of the balanced mixer of Figure 

6 is made in Appendix II. This analysis gives the equivalent, weight- 

ed summations of Figure 9 for the junctions of the balanced mixer. 

Figure 10 gives the equivalent circuits for the mixer diodes and the 

IF input circuit including the capacitance to the outer conductor at the 
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V 
d 

(a) Microwave diode equivalent (b) Microwave diode 
circuit polarity 

V 
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(c) IF input equivalent circuit 

Figure 10. Microwave diode and IF input equivalent circuits. 
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IF terminal in Figure 6 (6, 10). 

In the equivalent circuit of the mixer diode, Figure 10a, Rs 
s 
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is the ohmic spreading resistance of the diode, and Rb and Cb 

are the barrier resistance and the barrier capacitance of the diode 

respectively. The barrier resistance is a function of the applied 

voltage (10). Since the barrier width is a function of the applied volt- 

age, the barrier capacitance is a function of the applied voltage (10). 

Even though the barrier capacitance is variable with applied reverse 

bias voltage, conventional practice is to consider it to be constant (10). 

Therefore the barrier capacitance will be held constant in this work. 

The mixer diode has a d. c. current -voltage relationship given 

by (10) 

b(Vd-idRs) 
id = a(e -1) 

where id is the current into the diode, Vd is the voltage across 

the diode, Rs is the spreading resistance and a and b are 

constants. The voltage across the barrier is given by 

Vb = Vd - idR = Vd - Vs 

Now let us choose a typical microwave mixer diode the 1N831A, 

an S -band diode. For this diode, the d. c. current- voltage relation- 

ship is given by (1 1) 

s 
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-6 21. 6(Vd d 
-12. lid) 

id = 5.2(10 )(e -1) amperes 

Thus the spreading resistance, Rs, is 12. 1 ohms and the total cur- 

rent through the barrier resistance, Rb, is given by 

21.6v 
iR = 5. 2(10 6)(e b-1) (7 -1) 

where Vb is the total voltage across the barrier. For the 1N831A 

mixer diode, the barrier capacitance was assumed to be 0. 25 pf, 

which is a typical value for an S -band diode (10) 

In the IF input equivalent circuit, Figure 10c, RIF is the input 

resistance. The inductance, DC is intended to be a d. c. short 

to ground, but a very high impedance at the IF frequency and above. 

The inductance, LIF, is a very low impendance at the IF frequency, 

but a high impedance at the local oscillator signal frequency or high- 

er. The reason that this inductance was needed in the simulation will 

be discussed in the simulation results. Capacitance, CIF, is also 

a high impedance at the IF frequency, but is a very low impedance at 

the local oscillator signal frequency or higher. In addition to capaci- 

tance CIF a quarter wavelength open stub at the local oscillator 

signal frequency is placed in parallel at the IF terminal to form an 

effective short at the local oscillator signal frequency and odd harmon- 

ics of it. 

b 
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Since in the simulation study the IF frequency will be varied to 

find the frequency bandwidth of the hybrid -ring balanced mixer, the 

IF input equivalent circuit was designed to have an impedance of ap- 

proximately RIF over the IF frequency range of 0. 001 to 0. 125 of 

the local oscillator frequency. This range was used, because the as- 

sumed useable bandwidth of the simplified, balanced -mixer model was 

given by 
I f-f0 I 

/f0 < 0. 125. The design resulted in the following val- 

ues for the components of the IF equivalent circuit, 

L = O. 075 mh 
DC 

CIF = 0. 25 pf 

LIF, = 1. 8 nh 

The Simulation Study 

The simulation study of the hybrid -ring, balanced -mixer fre- 

quency converter was made on an Electronic Associates, Inc. 690 

hybrid computer in the Engineering Simulation Laboratory at Oregon 

State University. The properties and available functions for this 

computer at this facility are given in Appendix III. The simulation 

study almost used the entire capabilities of the computer. 

The portion of the simulation of the hybrid -ring balanced mixer 

that was done on the digital part of the hybrid computer is the portion 

of the realization of the extended model up to the terminals marked 
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A -A' in Figure 9. The digital program was so designed that one cy- 

cle of the digital operating program represented one degree at the 

local oscillator signal frequency. In a way to minimize a computation 

cycle, the local oscillator and input signals were generated on the 

digital computer. The local oscillator signal was generated by table 

lookup, while the input signal was generated from the formula for the 

sine of two angles where one angle is small or 

sin(8 +58) = cos 58 sin A + cos A sin 56 sin 8 + 58 cos 8 

in which the sine 8 and cos 8 terms were generated by table lookup. 

The transmission line lengths were simulated by storage of the input 

data over a number of computation cycles; since the propagation 

through a length of lossless transmission line is equivalent to a time 

delay. The digital program was designed to take equal time in any 

path through the operating program. The program was written in as- 

sembly language; since, at the time of the simulation study, Fortran 

could not be used for this computer at the Oregon State University fa- 

cility. However, it is doubtful that Fortran would be practical since 

it would have added a large number of unnecessary machine steps 

which would have greatly reduced the signal frequency; thereby caus- 

ing the frequency range to be outside the scaleable range of the analog 

computer. The program produced a stable, real time frequency of 

1.33 hertz. The flow diagram for the entire digital program is given 

z 
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in Appendix III. 

The data was digitized on the digital computer, stored during 

the main program computation cycle, and then, after sufficient data 

had been collected, analyzed by the digital computer. This was done 

because of noise on the simulated IF input signal, because of the large 

quantity of data required, and because analog data is hard to analyze. 

The data consisted of the IF signal amplitude and relative phase. The 

phase was referenced to the beat signal of the sum of the local oscil- 

lator and input signals from their respective inputs. A sense line in- 

put from the analog computer was used to start the data taking and 

storage. 

The analog portion of the hybrid computer was used to simulate 

the diode equivalent circuits, the IF equivalent circuit and the portion 

of the extended model realization in Figure 9 at the terminals A -A' 

to or from the diodes or the IF (3). The variable, diode function gen- 

erator was used to generate Equation (7 -1) (3). The analog computing 

circuit diagram is given in Figure 11 (3). The equations for this dia- 

gram are derived in Appendix IV. The output control lines from the 

digital computer were used to control the track -store summers. The 

digital portion of the analog computer along with a pushbutton was used 

to start the data collection in the digital computer and to control an 

eight channel recorder. The computing circuit diagram for this is 

shown in Figure 12. 
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In the simulation study, the lengths of lines between the diodes 

and the hybrid ring or the IF terminal, the IF input impedance, RIF, 

the characteristic impedance, Z0, and /or the local oscillator sig- 

nal magnitude were varied to find their effects on the IF input signal 

magnitude. The effects on the IF input signal magnitude of the param- 

eter variations were used to design the hybrid -ring, balanced 

mixer and to verify the simulation and the simulation model. Design- 

ing the balanced mixer consisted of maximizing the IF input signal 

power for the parameter variations for a given RF input power to 

the mixer. The effects on the IF input signal magnitude of the param- 

eter variations were measured for (f -f )/f = f 0. 005. It should 
s r r 

be noted that, for a CW local oscillator signal, the IF frequency, 

fIF' is given by 

fIF = Ifs-frI (7 -2) 

The IF input signal voltage was normalized on the analog computer in 

terms of power at a level of 63.3 µw. In other words, the maximum 

allowable scaled analog output of 1. 0 for the IF input signal was set 

to be 5 db down from the RF input power of 200µw for any 
RIF 

or 

Z0. The 200 µw power level for the RF input power corresponds 

to a power -normalized amplitude of O. 0633 for the RF input signal. 

This normalization of the IF input signal was done because, in the 

balanced -mixer design, the interest is not in the IF input voltage but 
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in the IF input power, and because the lowest measured insertion loss 

for the 1N831Á mixer diode is 5.5db ( 9). The power -normalized in- 

put signal amplitude of O. 0633 was used; since it is the assumed limit 

of O. 1 (the local oscillator signal amplitude) that was made for the 

simplified, balanced -mixer model. 

After the design of the hybrid -ring balanced mixer, -f )/f 
s r r 

was varied from -O. 125 to +0. 125 in O. 005 steps in order to find the 

frequency bandwidth of the hybrid -ring balanced mixer. In addition, 

the effects on the IF input signal of added delays in the received and 

local oscillator input lines were found for different IF frequencies. 

This whole simulation was done only for CW input and local oscillator 

signals. The operating local oscillator frequency was set to be 

3.33 Ghz, a middle S -band frequency. Therefore, since the real 

time frequency was 1.33 hz, it produced a scaling factor of 2.5x 109. 

Simulation Results 

Circuit Design 

Initially the extended -model equivalent circuits shown in Fig- 

ures 9 and 10 were simulated with LIF = 0. However, besides the 

IF signal frequency, it was found that there were too many high fre- 

quency signals at the IF input port. These other signals made it im- 

possible to analyze the IF signal frequency. To eliminate these 
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signals, effective shorts for the second and fourth harmonics of the 

local oscillator signal frequency were placed at the IF input junction 

by the use of open stubs. In addition, effective opens for the second 

and fourth harmonics of the local oscillator signal frequency were 

placed in the line to the IF input circuit by the use of series shorted 

stubs. Additional filtering was added to the IF input circuit by adding 

LIF to the circuit. This reduced the high frequency signals to a lev- 

el where they were a minor effect. 

The open and shorted stubs also produced effective shorts or 

opens at other frequencies. This is due to the following facts: A 

quarter wavelength shorted (open) stub produces an effective open 

(short) at the input for the fundamental frequency and all odd harmon- 

ics and an effective short (open) at the input for the even harmonics. 

A shorted (open) stub, which is designed to produce an effective open 

(short) for the second harmonic, has an effective open (short) for the 

second, sixth, tenth, etc. harmonics. Also a shorted (open) stub, 

which is designed to produce an effective open (short) for the fourth 

harnomic, has an effective open (short) for the fourth, twelfth, etc. 

harmonics. 

The noise or high frequency signals were due to one or more 

causes from the following list, in the order of their likelihood; 

1. The effective impedance at the IF input junction for harmon- 

ics of the fundamental frequency were not low enough to 
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produce an effective short; thereby causing coupling to the 

IF input transmission line. 

2. The analog computer amplifiers for the IF input signals are 

saturated by the initial transient signals; thereby feeding 

abnormal signals back to the balanced mixer. 

3. The possibility of the two diode characteristics of the ana- 

log computer not being matched; thereby causing an unbal- 

ance and coupling to the IF input line. 

4. The transient signals are not attenuated as they would be in 

the actual device; since the extended model was assumed to 

be lossless. 

5. The signals fed to the analog computer from the digital 

computer and vice versa are digital; thereby causing, by 

these digital steps, some noise in the analog signals. 

6. The accuracy of the digital and analog information was only 

13 binary bits which, for the IF input signal, gives an ap- 

proximate accuracy of 12 parts in 10, 000. 

In the actual case, the filtering in the IF line by the use of ser- 

ies shorted stubs would not be needed; since there would be a large 

amount of filtering due to high frequency attenuation in the IF input 

transmission line and the filtering in the IF amplifier circuitry. How- 

ever, it is felt that shunt, quarter -wavelength, open stubs at the sec- 

ond and fourth harmonics should be added to the IF junction in addition 
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to the quarter -wavelenth open stub at the fundamental frequency in 

order to maintain an effective short at this junction for these frequen- 

cies; thereby increasing the efficiency of the balanced mixer. The 

IF junction for the realization of the extended model is thus changed 

from that of Figure 9 to that of Figure 13. The junctions are analyzed 

in Appendix II. 

Figure 14 shows a typical analog recording of the scaled local 

oscillator signal, the scaled sum of the local oscillator and the RF 

input signals referenced to their respective inputs as shown in Figure 

9, the scaled, barrier capacitance voltages of diodes A and B, 

the scaled voltage across CIF, and the scaled IF input voltage 

across RIF. The starting transient can be noted on e5. Before 

addition of the additional filtering, the transient signals would not die 

out as fast or not at all. This recording demonstrates that the simu- 

lation works and that a beat signal between the local oscillator and re- 

ceiver input signals is obtained at the IF input port. 

The effects on the IF input signal voltage amplitude were found 

and are shown in Figure 15 as a function of the line lengths between 

the diodes and the IF terminal or between the diodes and the hybrid 

ring, while maintaining the other variables constant. These effects 

on the IF input signal were measured for the conditions given in Fig- 

ure 15, where the terms are as defined in the symbol table, Appendix 

I. The effects of the line length between the diodes and the hybrid ring 
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See Figure 9 for the remainder of the extended model realization 
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Figure 15. The variation of the power -normalized IF signal amplitude as a function of the line 
lengths between the diodes and the hybrid ring or the IF terminal. 
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on the IF input signal are shown in Figure 15 to be second order ef- 

fects as compared to the effects of the line length between the diodes 

and the IF terminal. Again it should be noted that the IF input signal 

voltage on the analog computer is normalized in terms of power at a 

level of 63.3µw; so that it is independent of the characteristic imped- 

ance, Z and the IF input impedance, RIF. 

Juggling between the two types of measurement of the preceding 

paragraph for fr = 3. 33Ghz, Z = 5052, RIF = 2000, and 

(3.QB = 2o, the proper line lengths were found that produced a corn- 

promise between maximum signal and equal, maximum signal at 

(f -f )/f = -0. 005 and 0. 005. This gave line lengths, in units of 
s r r 

phase shift at the local oscillator frequency, of 77o between the diodes 

and the hybrid ring and 63° between the diodes and the IF junction, 

and gave a power -normalized- average, maximum IF input signal of 

0. 717 on the analog computer, which is an insertion loss of 5. 84 db 

from the power -normalized, input signal magnitude of 0. 005. 

The effects for an increase in the value of the diode barrier ca- 

pacitance, Cb, were measured at a fixed local oscillator frequency. 

These effects were found to be a decrease in the maximum, IF input 

signal and a change of the line lengths to and from the diodes neces- 

sary for the maximum IF input signal. An increase in the local oscil- 

lator frequency instead of an increase in the capacitance would have 

given the same effects. 
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Figure 16 gives the measured effect on the power -normalized, 

IF input signal as a function of the local oscillator input power. The 

data was taken for RIF = 400 S2 and some data was taken for 

RIF = 200 S2 with, in both cases, Z0 = 50 S2 , fr = 4Ghz, ß2B = 2o, 

P.e = 75 °, ß2 = 66 °, (fs- fr) /fr = O. 01. The power -normalized, 

RF input signal magnitude was kept at 0. 005 until it would have ex- 

ceeded 0. 1 (the local oscillator signal input magnitude) and then it was 

changed to 0. 0025. The IF input signal amplitude data which was tak- 

en for the power -normalized, RF . input signal magnitude of 0. 0025 

was multiplied by two before it was plotted in Figure 16. For 

RIF = 4000 , there is essentially negligible effect on the IF input 

signal magnitude for up to a 5 db decrease in the local oscillator sig- 

nal input. However, for RIF = 2000, a 2 db decrease gives the 

same effect as for RIF = 400 0 with a 5 db decrease. This will be 

discussed to a greater extent later in this section during consideration 

of the validity of the simulation. 

For the line length found earlier, f r = 3. 33 Ghz, 

(f -f )/f = 0. 005, and a power -normalized RF input signal mag- 
s r r 

nitude of . 005, the power- normalized, IF input signal magnitude was 

measured as a function of the IF input impedance, RIF, and the 

characteristic impedance, Z0. The results are plotted in Figure 

17. The results indicate that, for Z = 50 or 550 and 

RIF = 150 S2, the scaled IF input signal on the analog computer was 
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Figure 16. The variation of the power -normalized IF signal amplitude as a function of the 
local oscillator input power. 
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maximized at 0. 738 which is a 5. 6 db insertion loss from the RF 

input signal power. 

The circuit for the final design for the center strip of the strip - 

line, hybrid -ring, balanced -mixer frequency converter is as shown in 

Figure 18. It uses phase shifts of 77° at the local oscillator frequency 

between the diodes and the hybrid ring and 63o between the diodes and 

the IF terminal, an assumed local oscillator input power of 2 µw, a 

characteristic impedance of 50 SZ for the transmission lines, and an 

assumed IF input impendance of 200 SZ . 

IF Signal Characteristics as a Function of the IF Frequency 

Using the final design data for the strip -line, hybrid -ring bal- 

anced mixer in the extended model, the IF, power -normalized input 

amplitude and the phase difference between the IF input signal and 

the beat signal of the sum of the RF input and local oscillator sig- 

nals from their respective inputs were measured as a function of 

(f -f )/f 
s r r from -0.125 to +0. 125 in 0. 005 steps. The results are 

shown in Figure 19. The absolute value of the slope of the measured 

phase difference curve of Figure 19 is plotted in Figure 20. The lat- 

ter gives an indication of the linearity of the phase difference curves, 

which will be discussed in the next section. 

Also, for slightly different lengths to and from the diodes than 

for the final design, phase difference measurements were made with 
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Figure 18. Final design for the center strip of the strip -line, 
hybrid -ring, balanced -mixer frequency converter. 
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no delay in either input line, an additional phase delay of 1, 108° at 

the local oscillator frequency in the RF : input line, and then with 

a phase delay of 1, 157° in the local oscillator input line. These re- 

sults are plotted in Figure 21 for (f -f ),f = -0. 100 to 0. 100 and 
s r r 

will be discussed below. 

Validity of the Simulation 

In the simulation results, it was indicated by Figure 13 that the 

IF input impedance for the minimum insertion loss of 5. 6 db was 

150 ohms. However, the typical measured insertion loss for a 

balanced mixer is about 6db and the measured IF impedance is in the 

range of 300 to 700 ohms (6, 9) These typical measured character- 

istics are for mixer diodes similar to the 1N831A and for a local os- 

cillator signal power input to the balanced mixer of 1 mw (6, 9). The 

optimum IF impedance is a decreasing function of the local oscillator 

power, is a definite function of the RF tuning circuits used, and, by 

the RF tuning circuits, can be varied over a range greater than" 

2. 5 to 1 (10). Thus, the values found for the IF input impedance and 

the insertion loss are not unreasonable. 

Also in Figure 16, the fact that the IF input impedance for max- 

imum power transfer is a decreasing function with an increase in lo- 

cal oscillator input power would explain the flatness of the curve for 

400 ohm, IF input impedance case, and why the IF input signal for the 
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200 ohm IF input impedance case decreases much faster with a de- 

crease in the local oscillator input power. That is, as the local os- 

cillator input power decreases, the IF input impedance for maximum 

power transfer increases, thus passing the 200 ohm value quickly and 

approaching or passing the 400 ohm value. Therefore, if the IF input 

impedance were maintained always at the condition for maximum pow- 

er transfer, the conversion efficiency would decrease with the local 

oscillator power faster than the curve for the IF impedance of 400 

ohms, but slower than the curve for the 200 ohm case. 

For a CW, RF input signal of amplitude B0, the IF input volt- 

age given by Equation (3 -6) reduces to, 

VIF, = 
-- 

BO cos w0)t +as0- aro) (7 -3) 

where the terms are defined in the symbol table, Appendix I. For 

Equation (3 -6), aso had been assumed linear in ws. Therefore, 

for > w0, the phase of the IF input signal is as0 ar0, and, 

for ws<wo' it is aro aso. 

Now in Figures 19 and 21 the linear extrapolations to the 

(f -f )/f = 0 axis give -180o for the phase- difference curves for no s r r 

phase delay in the input lines. Thus, from Equation (7 -3), a length of 

line causing an 1,108o phase delay at the local oscillator frequency 

added to the RF input line should give an extrapolated intersection on 

n 

cos 
- 



84 

the zero axis of -208o phase difference when coming from the posi- 

tive side for (fs- fr) /fr and -152o (+ 208o) for the negative side (see 

Appendix IV, Interpretation of the IF Input Signal Phase). Also, an 

1, 157o phase delay at the local oscillator frequency added to the lo- 

cal oscillator line should give intersections on the zero axis of -103° 

for the positive side and -257° (+ 103°) for the negative side according 

to Equation (7 -3). This is exactly what is found in Figure 21 for the 

measured data. Moreover, for the case for 1, 1080 phase delay in the 

RF input line, the absolute value of the slope of the phase difference 

curve should be increased by 1, 1080 over the case for no phase delay 

in either of the input lines; while no change in slope should be found 

for the case for 1, 1570 phase delay in the local oscillator line since 

coo.) 

O 
is constant in Equation (7 -3). This is also found to be true. 

The absolute value of the slope of the phase difference curves in 

Figures 19 and 21 is around 1, 1000 which would indicate approximate- 

ly a 1, 1000 phase delay for the RF input signal. However, this phase 

difference is not only due to the RF input signal, but also due to a 

phase shift delay at the IF frequency caused by the circuitry. Since 

the actual RF input signal path averages around 2600, most of the 

phase change in the phase difference curves is due to the phase shift 

in the circuitry at the IF frequency. 

The phase difference curves in Figures 19 and 21 do not follow 

a straight line as they approach the (fs-fr)/fr = 0 axis due to the IF 

Wr - 
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input circuitry not giving a pure resistive IF input impedance for low 

IF frequencies. Likewise, due to the IF input circuitry not giving a 

pure resistive IF input impedance for high IF frequencies and the non- 

linear coupling characteristics of the hybrid ring for RF frequencies 

far from the design frequency, the curves do not follow a straight line 

for large values of If -f l/f s r r 

The amplitude and phase characterisitcs shown for the simu- 

lated model of the hybrid -ring,balanced- mixer frequency converter for 

different IF input impedances, characteristic impedances, local os- 

cillator input power and for different delays in the input lines do ver- 

ify the validity of the simulation and the simulated extended model. 
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VIII. CALCULATION OF THE BANDWIDTH LIMITATIONS 
FROM THE SIMULATION RESULTS FOR THE EXTENDED, 

BALANCED -MIXER MODEL 

Using the simulation results, this section will consider the use- 

able operation bandwidth range of the processing system of Figure 5 

for a CW input signal; and the bandwidth limitation which is required 

to meet amplitude arid phase requirments for a pulsed input signal. 

It will not consider the bandwidth limitations on information signals, 

because the amplitude and phase requirements and the bandwidth lim- 

itations on information signals were given in section VI. A mathemat- 

ical method of obtaining the phase error at the IF input for a pulsed, 

input signal from the IF input signal characteristics of the balanced 

mixer as a function of the IF frequency will be given. The bandwidth 

limitations will be determined first for the processing system which 

uses a CW local oscillator signal. Then from the simulation results 

for the balanced mixer with a CW local oscillator some conclusions 

will be made about the bandwidth for the processing system which 

uses a pulsed, local oscillator signal. 

CW Local Oscillator System 

For CW received and CW local oscillator input signals, the IF 

signal amplitude and phase characteristics of the simulated, hybrid - 

ring, balanced mixer are shown in Figure 19 for the final design of 
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the simulated mixer as shown in Figure 18. These characteristics 

show that, for a CW input signal, any desired IF frequency can be 

used under the penalty of greater insertion loss. For at most a 2 db 

increase in the insertion loss from the minimum insertion loss be- 

tween the received input signal and the IF input signal, the bandwidth 

limitations on (f -f ) is approximately 17 %. 
s r 

For a pulsed, received input signal and a CW, local oscillator 

input signal to the balanced mixer, the IF input signal is a sum of the 

individual frequency components as given by 

m= 

VIF = ) BmKmcos ((ws +mw2 wr)t +Ysm -yr0) 
m=-q 

(8 -1) 

where the received input signal is given by Equation (3 -2), y is 
m s 

a (the received signal phase at the input to the balanced mixer for sm 

the (fs +mf2) frequency component) plus the additional phase shift 

due the balanced -mixer circuit, 
Yr 

is aro (the local oscillator 

signal phase at the input) plus the additional phase shift due to the bal- 

anced -mixer circuit, and K is the effective amplitude reduction m 

term for the IF input signal from the received input signal at the input 

signal frequency of (fs +mf2). Km can be found from the amplitude 

curve in Figure 19, while Ysm - Yr 

phase difference curve of that figure. 

can be found directly from the 

, 

i 

0 



88 

Let fIF' the IF frequency, be as defined in Equation (7 -2), 

the IF input signal phase be denoted by 

aIF YsO - Yr0 

and let the following definitions be made: 

Km = CODm = CO(Dms1-Dma) 

where 

'Y sm - SO = aIF YmL+ YmnL' m 

CO = constant such that Dm can be taken directly from the IF 

input signal amplitude curve of Figure 19. 

Dms = the symmetrical part of Dm with m around the frequency 

(f -f ) 
s r 

D = the antisymmetrical part of D with m around the fre- ma m 

quency (f 
s 
-f r ) 

YmL = 
the linear part of aIF for variations of m or frequency 

around the frequency (f 
s 

-f r ) 

YmnL = 
the nonlinear part of aIF for variations of m or frequency 

around the frequency (fs -fr) 

With these definitions, Equation (8 -1) becomes, upon separating 

it in terms of the IF frequency, 

= 

m 

m 

s r 



VIF = CO cos (wIFt+ aI 

-Co sin (wIFt+ aIF) 

Since B m 

m=q 

m=-q 

BmDm cos (mw 2t +aIF 
m 

BmDm sin (mw 2t+ aIF ) m 

is essentially symmetrical in m around f = f 

89 

s 

in normal applications and where ymnL is small, removal of some 

zero-sum terms; gives the simplified, IF input voltage for a pulsed, 

received input signal: (2, 8) 

VIF 
- cos (wIF,t+aI 

Co 

where 

The term 

- sin(wlFt+al 

m 

m=q 

m=-q 

m= 

m=-q 

Bm(Dms DmYmnLsinßm(t) cos ßm(t) ) 

m=-q 
Bm(Dmasinßm(t)+DmYmnLcosßm(t)) 

pm(t) = mw 2t + L' 

BmDm ymnL sin ßm(t) = Cm(t) 

is small compared to the other term multiplying cos (wIFt +aIF,) in 

m=q 

) 
i U m = -q 

L 

) 

m 



the input signal. This is true because 

antisymmetrical part of D y m mnL 

fore C (t) will be neglected. m 

YmnL 

90 
is small and only the 

will increase the sum. There- 

Let the IF input voltage be defined by 

VIF = G(t) cos 
(wIFt +alF +ae(t)) , 

i 
(8 -2) 

where ae(t) is the phase angle error for the pulse signal and G(t) 

is the pulse envelope amplitude. Then, assuming a e(t) to be small, 

the phase angle error is given inside the pulse envelope by 

m= 

a (t) 
m -q 

m=q 

Bm(Dma sinn m(t)+DmymnLcosom(t)) 

B D coso (t) m ms m 

(8-3) 

m = -q 

and the pulse envelope amplitude by 

m =q 

m=-q 

The error angle, ae(t), is a function of time. Some of its 

G(t) z C B D coso (t) (8-4) 
m ms m 

properties are: when ymnL is small or antisymmetrical around 

the IF carrier frequency and D ma is nonzero, the first term in the 

numerator of Equation (8 -3) predominates; when D ma 0, the z 

e 

L 
,,, 

e 
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second term predominates. 

The nonlinear portion of the IF signal, phase difference curve 

as taken from the data of Figures 19 and 20 is plotted in Figure 22 

versus (f- /fr, the normalized frequency difference between the 
r r 

input signals. can be found from this curve. The magnitude 

of the phase change of a (t) 
e 

for variation between different, IF in- 

put, pulse amplitude points for a typical, received, input pulse enve- 

lope like that of Figure 4 is plotted in Figures 23 and 24 versus 

(f-fr)/fr for different values of if -f 
J 
/f . f is the frequency 

s c r c 

which is at the center of the IF signal amplitude distribution of Figure 

19. The variation of the pulse position is approximately between the 

0. 15 points of the maximum pulse amplitude for Figure 23 and be- 

tween the 0. 33 points for Figure 24. The endpoints of the pulse posi- 

tion are given by ßm(t) = ± rr for - Figure 23 and by ßm(t) = f 3rr /4 

for Figure 24. The results will be discussed later in this section. 

Since the nonlinearity in the IF input signal phase near f -f = 0 r 

is due to the IF input circuit of Figure 10c, the removal of the induct- 

ance, LDC, should reduce this nonlinearity substantially, while 

not having much other effect except producing a d. c. voltage across 

the IF input resistance, RIF. Data was taken for LDC removed 

and the effects that were found are shown in Figures 19, 20, 22, 23 

and 24. The data indicates that indeed the removal of LDC does 

greatly reduce the nonlinearity of the IF input signal phase near 

ymnL 
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the IF carrier signal phase change for variation of the pulse posi- 
(pulse maximum) points versus the normalized bandwidth for var - 
normalized frequency difference between the input signal carrier 
center frequency of the IF input signal amplitude distribution. 

s c r 
o 

. B 
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removed from the IF input circuit, Figures 23 and 

24 indicate that it is possible to maintain the phase error require- 

ments as given in section VI of 1. 125o in tracking radar applications 

for a large input signal bandwidth. This is true only when the IF car- 

rier frequency is very close to the center frequency of the IF signal 

amplitude distribution. Also, they indicate that the phase error re- 

quirement of 11. 250 in normal applications would be much easier to 

maintain for a large input signal bandwidth so far as the restrictions 

to the closeness of the IF carrier signal frequency to the center fre- 

quency of the IF signal amplitude distribution,' is concerned. How- 

ever, the data of Figure 19 indicates that the center frequency of the 

IF signal amplitude distribution, fc, gives a value for (f-f)/fr 

of 0. 01. Hence, the design of the hybrid -ring balanced mixer of Fig- 

ure 18 with LDC removed from the IF input circuit would require, 

for a broadband input signal, a wideband IF. The wideband IF would 

have to have a passband that extended from the bandwidth of the input 

signal to d. c. This is not too practical since it includes the very low 

frequencies. Also, for large bandwidths, the IF signal amplitude dis- 

tribution of Figure 19 indicates that the pulse width of the pulse would 

be increased. For instance, for a bandwidth of nine percent, the ef- 

fective pulse width is increased by five percent. 

Two different requirements on the IF circuit and the RF input 

r 

r 
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signal which will individually result in the meeting of the phase error 

tolerance of 1. 125o for the processing system of Figure 5 are: 

1. An IF with a passband from the input signal bandwidth to 

d. c. which would allow input signal bandwidths of up to nine 

percent of the local oscillator frequency without increasing 

the pulsewidth by more than five percent. 

2. Amore practical IF with a passband that does not extend 

down to d. c. in which case input signal bandwidths of up to 

two percent would be allowed. 

In either case, a tolerance would need to be placed on I f I /f as 
s c r 

indicated by Figures 23 and 24. 

To maintain a tolerance value for 
I f -f 

I 
/f and therefore 

s c r 
the IF phase error requirement, the center frequency, f 

c 
, of the 

IF, input signal, amplitude distribution should be found by measure- 

ment; and, if the input carrier signal frequency, f , 
s 

will always 

be known, (f -f ) should be set accordingly. If the input carrier s r 

frequency is not always known, the local oscillator frequency, f , r 
should be adjustable in the processing system so that (f -f ) is al- 

s r 
ways a constant frequency. 

The RF input signal bandwidth which meets the phase error tol - 

erance is small for a practical IF which does not have a passband ex- 

tending down to d. c. The bandwidth is small since the IF signal am- 

plitude distribution of Figure 19 is not centered further away from the 

-f 
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(f -f ) = 0 axis. Therefore, in an attempt to move the center fre- 
s r 

quency of the IF input signal amplitude distribution, it was decided to 

take data for the balanced mixer when the design frequency of the 

hybrid ring and of the line lengths to and from the diodes was not the 

local oscillator frequency. In this new data, if the predominating fac- 

tor is the frequency dependence of the balanced mixer, the center fre- 

quency of the IF signal amplitude distribution should shift with the de- 

sign frequency. If the predominating factor is the circuitry of the 

balanced mixer at the IF frequency, the center frequency will hardly 

shift. 

A comparison of the simulation results for the IF signal ampli- 

tude versus (f- fr) /fr, when the design frequency of the hybrid ring 

and the line lengths to and from the diodes is respectively f r , the 

local oscillator frequency, and 1. 071 f r , is given in Figure 25. It 

shows that the circuitry of the balanced mixer at the IF frequency is 

the predominant factor, while some effect of the design frequency is 

noticeable. This result is somewhat surprising in that most theoreti- 

cal literature indicates that the line lengths and the terminations at 

the signal and image frequencies, fs = fr f fIF' and fi 
= fr fIF 

respectively, have the largest effect on the insertion loss for a con- 

stant IF input impedance (6, 10). From these results, it is apparent 

that the most important design improvement that could be made to the 

balanced mixer is to reduce the effects of the mixer circuitry at the 
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Pulsed Local Osciallator System 
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For the processing system of Figure 5 with a pulsed local oscil- 

lator signal, the carrier frequency for the CW, received input signal 

is required to be identical to the local oscillator carrier frequency. 

Although no data was taken for the simulation of the hybrid -ring 

balanced mixer with a pulsed local oscillator signal, some bandwidth 

conclusions can be drawn from the simulation results with a CW local 

oscillator signal. For the pulsed -local -oscillator signal processing 

system of Figure 5,, the IF signal frequency is the pulse repetition 

frequency; thus the mixer circuitry at the IF frequency has a constant 

effect. However, for the CW- local -oscillator processing system, the 

IF frequency for each frequency component of the input pulse is dif- 

ferent; thus there are different effects for the different components 

caused by the circuitry. In general the effect of the circuitry is to in- 

crease the phase delay and to reduce the amplitude of the IF input sig- 

nal for an increase in the IF frequency. The magnitude of the phase 

error as a function of the bandwidth in Figures 23 and 24 is actually 

worse than it would be for the pulsed - local -oscillator signal process- 

ing system. This is true because the effects of the IF input signal 

phase characteristics had essentially very little effect on the phase 

error versus bandwidth curve for LDC removed from the IF input 
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circuit and because the IF input signal amplitude decreases as the IF 

frequency increases. Also, Figure 25 indicates that the center fre- 

quency of the IF input signal amplitude distribution will shift some- 

what when the design frequency of the hybrid ring and the line lengths 

to and from the diodes is shifted away from the local oscillator fre- 

quency. Therefore, it should be possible to shift the amplitude dis- 

tribution so that it is centered around f - f r O. 

Then Figures 19 -25 should give some idea of the bandwidth lim- 

itations for the pulsed -local -oscillator processing system. Now the 

points in the amplitude distribution of Figure 19 at which the input 

signal pulsewidth is increased by five percent at the IF input gives a 

bandwidth at the -6 db points for the pulsed signal of O. 09f . r For 

this bandwidth, Figure 24 indicates that, between the 0. 33 points of 

the input pulse, the carrier frequency of the received and the local 

oscillator signals should be kept within O. 003f r of the frequency 

for the center of the IF signal amplitude distribution in order to main- 

tain a maximum phase error of 1. 1250 in tracking radar applications 

and O. 025f r in order to a maximum phase error of 11. 250 for nor- 

mal communication applications. 

In order to maintain this accuracy in (f -f ), the hybrid -ring 
s c 

balanced mixer should be tested with a pulsed, local oscillator signal 

and a CW input signal of different frequencies to find the IF input sig- 

nal amplitude distribution versus (f -f ). Upon finding the center 
s r 
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frequency for this amplitude distribution, the local oscillator and in- 

put signal carrier frequencies should be adjusted so that the ampli- 

tude distribution is centered around (f -f ) = 0. 
s r 
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IX. ACCURACY AND LIMITATIONS OF THE SIMPLIFIED, 
BALANCED -MIXER MODEL 

This section will discuss the accuracy and limitations for use of 

the simplified, balanced -mixer model as indicated by the simulation 

results for the extended model. 

Let us look at the simulation results given in Figures 15, 16, 

17 and 19 for the extended, balanced -mixer model as compared to 

those predicted for the analysis of the simplified model. In Figure 

19, it is shown that the IF, input signal amplitude generally decreases 

as the absolute frequency difference between the local oscillator fre- 

quency and the received input frequency increases; however with 

q = 0, Equation (3 -6) for the IF input signal shows the amplitude to 

be constant. Also in Figure 19 with LDC = 0, the phase difference 

varies slightly nonlinearly with the difference frequency while Equa- 

tion (3 -6) with q =0 predicts a linear variation. Moreover the 

analysis for the simplified, balanced -mixer model does not predict 

the proper amplitude for the IF input amplitude- distribution of Figure 

19. This can be explained by the facts that, for the simplified model, 

the line lengths to and from the diodes were assumed to have negligi- 

ble effect and the diodes were assumed to be ideal half -wave rectifi- 

ers. From Figure 15, it can be seen that the line lengths do have 

considerable effect on the IF input signal amplitude. The voltage 

across the barrier capacitance as shown in Figure 14 and the 
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variation of the IF input signal amplitude with the local oscillator in- 

put power as shown in Figure 16 indicate that the diodes are not ideal 

rectifiers. Moreover for the simplified model, the IF input imped- 

ance and the characteristic impedance were found to have no effect on 

the IF input signal amplitude; however Figure 17 shows that they do 

have an effect. 

In the simulation, the phase dependent term cos [ (cos -w 0)t +y)] 

in Equation (3 -6) was found to be accurately represented. Therefore, 

except for the IF input signal amplitude, a representive analysis of 

the balanced mixer can be made using the simplified model. 

From the bandwidth limitations, which were found in the pre- 

ceding section from the simulation results, it can be seen that, for a 

pulsed input signal, a representative analysis can be made from the 

simplified, balanced -mixer model for only a narrow bandwidth. Re- 

strictions must be placed on the frequency difference between the lo- 

cal oscillator and received, input, carrier signals. However it can 

be seen that a representive analysis of the balanced mixer can be 

made from the simplified model when the CW input frequency is with- 

in a ten percent bandwidth of the local oscillator frequency. 

The simplified, balanced mixer should be considered to be an 

adequate model with the following restrictions. 

1. The input carrier signal frequency should be within ten per - 

cent bandwidth of the local oscillator frequency. 



104 

2. The actual IF input signal is only proportional to the IF sig- 

nal found for the model. 

3. The model alone should not be used for a pulsed input signal 

when the phase information is important. 
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X. SUMMARY AND CONCLUSION 

This thesis has presented a signal -processed antenna and re- 

ceiver system that utilizes a phase and amplitude detection system to 

obtain a phase- dependent amplitude factor in the processed, output 

signal. A method of phase manipulation, which uses a reference an- 

tenna displaced from a one -dimensional array to adjust the phase of 

the array signal at the receiver, was given. This method of phase 

manipulation can be used to greatly improve the antenna array pattern 

beamwidth or sidelobe level. Then the limitations of the method of 

phase manipulation and of the processing system for a simplified, 

balanced -mixer model were given. This included bandwidth of pulsed, 

input signals, the bandwidth for information carried on these signals, 

and signal phase -error limitations for different applications, A sim- 

ulation of the lossless, strip -line, hybrid -ring, balanced -mixer fre- 

quency converter utilizing an extended model was made on a hybrid 

computer. One of the greatest benefits that has resulted from this 

study is the indication that microwave devices can be simulated using 

the hybrid computer. Since a microwave device can be simulated in 

scaled real time while using the hybrid computer, this simulation 

provides an intuitive understanding of the device and methods of de- 

sign improvements. 

The basic conclusions of this thesis are, for the signal- processed 
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antenna system: 

1. By using amplitude and phase detection, a phase- dependent 

amplitude term is introduced in the effective electric field 

pattern of an antenna array after amplitude detection. 

2. A method of phase manipulation can be used to make the 

phase -dependent amplitude term depend on the character- 

istics of the antenna array, and the displacement distance 

of a reference antenna from the array and a pattern control 

phase shift. The method of phase manipulation uses the 

processed signal from a reference antenna displaced from 

the one -dimensional antenna array to adjust the phase of 

the array signal to the main processor. 

3. The phase -manipulated term in the effective pattern can 

then be used to improve the pattern over that for the nor- 

mal pattern for simple amplitude detection. The pattern 

improvements consist of sidelobe reductions as great as 

5.3 db or, with the original sidelobe level, beamwidth reduc- 

tions as great as a factor of two. 

4. The reproduction restrictions on the bandwidth for infor- 

mation signals carried on the receiver input signal are 

similar to other detection systems. 

5. The bandwidth limitation on pulsed input signals required 

to hold normal beam -pointing angle accuracies depends on 
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the characteristics of the signal processor. These char- 

acteristics are CW or pulsed local oscillator, bandpass or 

lowpass IF and the IF input signal amplitude distribution 

for the frequency difference between the input carrier and 

the local oscillator carrier frequencies. Typical input 

signal bandwidths: can meet the beam - pointing accura- 

cies are: (a): two percent of the local oscillator carrier 

frequency for a processor with a CW local oscillator signal 

and a bandpass IF (b) nine percent for a processor with a 

CW local oscillator signal and a lowpass IF (c) nine per- 

cent or larger for a processor with a pulsed local oscillator 

signal and a bandpass IF. 

6. A CW input signal frequency must be kept within a 17% 

bandwidth range of the local oscillator frequency for the 

processor with a CW local oscillator signal and must be 

identical to the local oscillator carrier frequency for the 

processor with a pulsed local oscillator signal. 

The basic conclusions for the balanced -mixer models are: 

1. A simplified model of the balanced mixer should only be 

used to give a representative analysis of balanced -mixer 

frequency conversion. Restrictions that must be placed on 

its use are: (a) The input carrier signal frequency should be 

within a ten percent bandwidth of the local oscillator 
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frequency. (b) The actual IF input signal is only propor- 

tional to the IF signal found for the model. (c) The model 

alone should not be used for a pulsed input signal when the 

phase information is important. 

2. An extended mathematical model of the balanced mixer can 

be simulated accurately on the hybrid computer. The ac- 

tual correlation of the mathematical model to the balanced 

mixer depends on the degree of refinement of the mathe- 

matical model. Most refinements of the mathematical 

model can be simulated on a hybrid computer with the lim- 

itation of the computer capacity. 
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APPENDIX I 

List of Symbols 

= weighting factor of the uth element of the array at the re- 
ceiver 

= amplitude of the processor input signal component for the 
frequency, fs + mfg 

= velocity of light 

= microwave diode barrier capacitance --see Figure 10a 

CIF = a capacitance of the IF input circuit --see Figure 10c 

CW = continuous wave 

d = spacing between antenna elements of the array 

f = frequency 

f0 = design frequency of the hybrid -ring balanced mixer 

fl 

f2 
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= pulse repetition frequency for the local oscillator signal and 
the IF frequency for the processor 

= pulse repetition frequency for the received signal 

f 
c 

frequency which is at the center of the IF input signal am- 
plitude versus (f -f )jf distribution 

s r r 
fI = frequency of the information signal 

f r = carrier frequency of the local oscillator signal 

f 
s 

= carrier frequency of the received signal 

g(e, cp) = antenna element electric field pattern 

H. = amplitude of the local oscillator signal component for the 
frequency fr + if1 

Cb 

= 



h(w) = total loss factor for the transmission line and free space 

IF = intermediate frequency amplifier 

k = 2rr /A = w/c = propagation constant of free space 

k = k for w =w 
s s 

= median length of the transmission lines from the antenna 
elements of the array to the receiver 

111 

0 
+u/1 = length of the transmission line from the uth antenna element 

to the receiver 

= incremental effective transmission line length change be- 
tween adjacent elements of the antenna array 

Le = effective length of an antenna element 

LDC 
= an inductance of the IF input circuit --see Figure 10c 

LIF = an inductance of the IF input circuit --see Figure 10c 

L.O. = local oscillator 

n = number of antenna elements in the array 

R = distance from the center of the antenna array to the effective 
source 

Rb = microwave diode barrier resistance-- see Figure l0a 

RIF = IF input impedance- -see Figure 10c 

R 
s 

diode ohmic spreading resistance-- see Figure 
10a 

t0 = time of diode turnoff for the balanced mixer 

T 

T 

1 

2 

td 

= pulse repetition period for the local oscillator signal 

= pulse repetition period for the received signal 

= pulsewidth between half -voltage points of the received signal 

.Q 

Q 

f 

= microwave 

e 
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v = phase velocity in the transmission line 

V0 = amplitude of the signal at the effective source 

V = amplitude of the signal component for the frequency, 
fs + mfg, at the effective source 

Z0 = characteristic impedance of the transmission line 

a 
e 

= error angle in y 

a = maximum error angle in y 
em 

(2r0 = pulsed local oscillator signal phase at the processor for the 
frequency, fr + if 

as = median phase of the received carrier signal at the receiver 
= y0(ws) - y (co 

1 s) - ßs10 
0 

- ksR 

a = median phase of the received signal component for the fre- 
sm quency, fs + mfg 

= y0(ws +mw2) - y1(ws +mw2) - (co +mw2)i((R /C) + (ßs10 /ws)) 

for ß, y0(w), and y (w) 
1 

linear in w 

= 27/X = w/v = propagation constant of the transmission line 
g 

= p for w =w0 

= phase shift between the quarter wavelength shorted stub in 
the local oscillator signal input line and the hybrid ring of 
the balanced mixer of Figure 6 

= phase shift between the diodes and the hybrid ring of the 
balanced -mixer of Figure 6 

= phase shift between the diodes and the hybrid ring of the 
balanced -mixer of Figure 6 

= p for w =w 

= phase difference of the received and the local oscillator in- 
put signal = as 

0 - ar 0 

m 

s 
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yo(w) = phase of the signal at the effective source 

yl( ) = phase shift of an antenna element 

= bandwidth of IF amplifier of Figure 5 SfIF 

O = angle defined by Figure 2 

O 
e 

= error angle between O and Om for the source 

8m = antenna beam pointing angle 

X = wave length in free space 

Xg = wave length in the transmission line 

T = time delay 

= angle defined by Figure 2 

4)0 
= pattern control phase shift 

0 
(0) = ksd sin A - ßs11 

LIJem 

`jBW 

= error in Lß(0) 

= maximum 
e 

= pattern beamwidth in 
0 

= (ws +mw2)g0 /ws for ß linear in w 

Sl = ohms of resistance 

w = 2Trf = circular frequency 

wr = carrier circular frequency of the local oscillator signal 

ws = carrier circular frequency of the received signal 

m 

`je 

LI.J0 

g 

c1) 

t 



APPENDIX II 

Scattering Coefficients of Microwave Junctions 

Parallel Junctions of Lines of Unequal Characteristic Impedance 

Assuming a parallel junction of n + 1 transmission lines, 

where n -lines have identical characteristic impedances, then the 

voltages at the individual terminals of the junctions are, 

where the 

V0 = (Z00)1/2(a0+b0) 

V. = (Z +bi) for i = 1 to n 
i i 
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a's and bis are respectively power -normalized inci- 

dent and reflected wave coefficients (1). By power -normalized it is 

meant that, for a single traveling wave, the power is given by as / 2 

or bb /2. Since the voltages at a parallel junction are all equal, 

the following equations hold true:: 

Z00 1/2 
( ; ) (a0+b0) = ai + b. i = 1 to n (A2-1) 

01 

The scattering matrix relationship between the incident and re- 

flected waves is given by 

b = Sa 

)1 



or 

b0= s00a0+sOlal+s02a2+... + sOnan 

b1 - s10a0 + s11a1 + 

bn-Sn0a0+snlal+ 

+ s lnan 

+ s a nn n 
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(A2 -2) 

Some of the properties of scattering matrices for passive, lossless 

networks are S =S:t, and S* S-1 where St is the transposed 

matrix of S, S is the complex conjugate matrix of S and S -1 

is the inverse matrix of S (1). Therefore we have s.. = s... Since 
13 31 

all the arms have identical characteristic impedances except the 0th 

arm, we then have 

s0i-si0 1=1 to n 

sii = 512 i = 1 to n, j = 1 to n, 

sll - sii 1 = 1 to n 

The reflection coefficient for the ith line can be determined 

from the relationship, 

ZLi ZOi 
sii 

_ 
r11 

Z Li +ZOi 
(AZ-3); 

th where ZOi is the characteristic impedance of the ith line and ZLi 

t 

i 
J 

j 
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is the load impedance seen by the ith line. For i = 0, ZLO ZO1 /11 

so that Equation (A2 -3) becomes, 

'nZ 
701 -Z Z00- 1 

n 00 01 
s 00 Z nZ 

n +Z00 
00 `Z + v 

01 

For i = 1 to n, 

Z 
1 

(n-1) 1 

Z01 Z00 

so that Equation (A2 -3) becomes upon multiplying numerator and de- 

nominator by (n- 1) /Z01 + 1 Z 

1-(n-1+701) (n-2)700- 1 

00 O1 

Su Z 
01 

- nZ 
00 

1+(n- l+ ) 7 z01 + 1 

00 01 

i = 1 to n 

Let there only be signal incident in arm 0, a0 = 1, and let 

all other arms be matched, a. = 0 i = 1 to n. Then from Equa- 
1 

tions (A2 -1) and (A2 -2) and for the preceding conditions and results, 

+ 

- - 

\ 



and... 

0i - si0 - ai 
= 

Z00 1/2 a0+b0 -(00)1/2(1+s00) 
0 O1 0 Z01 

2(Z00)1/2 
01 

1+n(00)1/2 
Z 

01 

for i= 1 to n 

ZO1 1/2 

s00 = 
00 

s0i - 1 for i= 1 to n 
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Now for a signal incident only in the ith line, a. = 1 i = 1 to 

n, and all other lines matched, a. = 0 j = 0 to n i / j, then 

from Equations (A2 -1) and (A2 -2), and for the preceding conditions 

and results, 

and 

b, a.+b. 
s. = s. _ - _ - 1 + s. 

Ji ij a. a. ii 
a i 

2Z 
00 

- Z01 (Z00)1/2s 
Z00 ZOi 

10 

s. = s. - 1 

2 

s - si0 
00 s.. 

iJ 

for ij iandj = lton 

for ikj iandj =lton 

a0 

01 

i i 

1 

t 

J 

i 

- 
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s.. = T 
13 aa 

s = T 
0 i ai 

n 

Qk Taia 
0 + Taaai 

(A2 -4) 

i=1 

With these relationships, Equations (A2 -2) become 

T . ai b0=-aO+T Qk as 

b.=-a.+Q j=1 to n 
3 k 

(A2-5) 

Thus at a parallel junction of n + 1 lines with n lines having identi- 

cal characteristic impedances, as in Figures 9 and 13, Qk represents 

the center or common summer and the reflected waves are given by 

Equations (A2 -5). 

Parallel Junctions of Equal Characteristic Impedance Lines 

For the case of a parallel junction of n + 1 equal character- 

istic impedance, transmission lines, the results can be taken directly 

from Equations (A2 -4) and (A2 -5) since then T ai = T aa. Therefore 

the results are 

= 



n 

Qk ® Taaai 
i=0 

T 
2 

aa 
_ 

l+n 

common summer 
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b. = - a. + Q k 
j = 0 to n, reflected wave coefficients 

Shorted Line at a Parallel Junction 

This can be considered to be a special case at the parallel junc- 

tion. Since a short gives a reflection coefficient of -1 at the end of 

the line, this reflection coefficient can be transferred to the junction. 

For a short at the end of the mth line, the length of delay the incident 

wave travels from the junction to its return to the junction is a con- 

stant, but it can be made a continuous effective length by moving the 

reflection coefficient in the middle of the delay to the junction. Doing 

this results in, say for the equations for equal characteristic imped- 

ance, 

where 

n 

Qk L 1-25. )Taaai common summer 

i=0 

T e 2 

aa l+n 

bj = (25. -1)a. + Qk j = 0 to n, reflected wave coefficients 

S. = 1 for i = m and ó.. = 0 for i # m. im 13 

J 

lm = 
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Series Junction of Equal Characteristic Impedance Lines 

For a junction with n series lines and the two normal input 

and output lines with all having equal characteristic impedances, then 

the voltages and currents at the junctions are, 

VD = (Z0)1/2(a0+b0) 

(a -bl ) 

ii 0 0 

0 )1/2 
0 

VD = (Z 
0 

) 
1/ 

.0 (a0 b0) i0 

0 

V. = (Z )1/ 2(a.+b.) 
3 0 J J 

(a.-b.) 

)1/2 
0 

} 

input line 

output line (A2 -6) 

j= 1 to n 

Since at a series junction the currents are of equal magnitude 

and in the same direction, but since the current notation is for cur- 

rents into the junction, the following equations hold: 

xj 1 - 



b+a=a+b 

bi -al=:a0-b0 
0 0 0 0 

bi - al = a. - b. j = 1 to n 
0 0 J 

n 

j=1 

a.+b.) 
J J 

Adding all the equations of (A2 -7) and solving for b0i gives, 

Let 

bi _ 
nao 

+ 
2a 

0 n+2 n+2 

2 0 i 
R (a 

-a a j) k 
_ 

n+2 00+ 
j=1 

j=1 

n 

- 
n+2 

121 

(A2 -7) 

(A2 -8) 

Then solving for the reflected waves in terms of the incident signals 

gives; 

b_a+R 0 O 

0 
= 

0 ba R - 

b.=a. -R j=1 to n . 

j k 

(A2 -9) 

Thus for a series junction in Figures 9 and 13, the common summer 

is determined by Equation (A2 -8) and the reflected wave coefficients 

by Equations (A2 -9). 

o 

+ 

.. 

Za. 

y 

k 
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Shorted Line at a Series Junction 

The same type of manipulation of the position of the reflection 

coefficient for the shorted line can be done in this case as it was for 

the case for the shorted line at a parallel junction. Then for the mth 

series line being shorted in the previous case for a series junction, 

Equations (A2 -8) and (A2 -9) become, 

2 0 i 
Rk n+2 (a0-a0 

j=1 

0 0 b=a- R 

b=a+Rk 

1 -28. )a.) 
3m 3 

b. = (1-26. )a. - R j = 1 to n 
3m 3 k 

Microwave Diode Series Junction 

In this case for a series junction with n = 1, and due to the 

fact that the analog simulation uses current and voltage, let us solve 

for the reflected wave coefficients from Equations (A2 -7) while uti- 

lizing the voltage definition of Equations (A2-6) for the diode. Doing 

this, except with the diode voltage notation given in Figure 10b, gives 

(±Vd) 

0 0 
2(Z )1/2 

0 

0 i 
= a0 - 
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i 0 
(±Vd) 

b0=a0+ 
2(Z 

0) 

1/2 

and solving for the diode current gives, 

0 a0-b0 b0-a0 
l/2 1/2 

0 0 

where the upper sign is for the case of the diode polarity at the junc- 

tion being identical to that shown in Figure 10b. 

± id = - 

0 

(Z 
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APPENDIX III 

EAI 690 Hybrid Computer Characteristics 

The characteristics listed below are for the Electronic Associ- 

ates Inc. 690 hybrid computer in the Engineering Simulation Labora- 

tory at Oregon State University at the time of the simulation study of 

the balanced mixer. 

The digital part of this hybrid computer has a cycle time of 1. 65 

microseconds and has 8, 192 words of memory. Each word consists 

of 15 binary bits plus a sign bit. In addition, there are 10 digital -to- 

analog channels and 10 analog -to- digital channels of 13 binary bits 

plus the sign bit. The basic computer operation uses octal numbers. 

The analog portion of the computer has 11 integrators or summers, 

6 limit summers, 2 track -store summers, 3 multipliers, 2 variable 

diode function generators, 4 inverters, 24 potentiometers, and many 

digital functions such as and -gates, flip -flops, monostable pulse genera- 

tors, differentiators, analog -to- digital comparators, relays, counters, 

integrator and summer controls, sense line inputs to the digital com- 

puter, operation control line outputs from the digital computer, and 

other computer controls. The simulation study used all the analog por- 

tion of the hybrid computer except the multipliers and some digital 

functions, all the memory of the digital portion, nine of the digital -to- 

analog channels and six analog -to- digital channels. 
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Flow Diagram of the Digital Program for the Simulation 
of the Hybrid -Ring, Balanced. Mixer 

The flow diagram for the digital part of the simulation of the ex- 

tended model realization of the hybrid -ring, balanced mixer of Fig- 

ures 9, 10 and 13 is given in this part of the Appendix. The program 

uses the power -normalized traveling wave coefficients. The digital 

program simulates directly the signals for the partial realizations of 

the extended model of Figures 9 and 13 with the exception of the por- 

tions of the figures marked A -A'. The digital computer is also used 

to collect data and, after completion of the balanced -mixer simulation, 

to analyze it. The data consists of the phase difference between the 

received input signal and the local oscillator signal (phase of the beat 

signal of the sum of the two signals) and also consists of the scaled 

IF input signal. The data is stored consecutively in pairs of two for 

each data acquisition point. The distance between the data acquisition 

points in integer degrees of the local oscillator signal is determined 

by the digital computer. The distance depends on the number of mem- 

ory spaces available for data storage and is set by the digital comput- 

er so that at least 2400 of the IF input signal is obtained in the data. 

The analog computer data collection control is arranged so that only 

one positive peak and one negative peak is obtained in the data for the 
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IF input signal (see Figure 12). Before the flow diagram is given, a 

list of the symbols used in the flow diagram will be provided. 

List of Flow Diagram Symbols 

AA(K), AB(K), BA(J), BB(J), CA(L), CB(L), CC(L), CD(L), CE(L), 
CF(L), CG(L), CH(L), DA(N), DB(N), DC(N), DD(N), EA(M), EB(M), 
FA(I), FB(I), FC(I), FD(I), GA(II), GB(II), RA(JJ) 

= Delayed signals of Figures 9 and /or 13 with the notation 
corresponding to the delay subscripts of these figures 

ADC 1 = Analog to digital channel No. 1 output 

ALPHA = Fractional part of a degree for the received signal phase 

COUNT = (No. of storage spaces for data acquisition points -- 2 

memory spaces per data point) 

DAC 2 = Digital to analog channel No. 2 input 

DAT = s0 *SCALED *(IF input voltage) = scaled, power- 
normalized IF input signal 

DATA(MI) = Data consisting of the degrees of phase difference be- 
tween the received input signal and the local oscillator 
signal (phase of the beat signal of the sum of the two sig- 
nals) with a storage cycle of two memory spaces 

DATA(MI +1) = Data consisting of the scaled IF input signal with a 
storage cycle of two memory spaces 

FDGINC = degree increment of the IF input signal between data points 

FFREG = (f -f )/f --increments of O. 005 
s r r 

FREGCT= IF frequency control count 

FREGN = No. of IF frequencies to be checked - must be even 

HA, HB, HC, HD, HI, HJ = Delayed signals of Figure 13 which are de- 
layes one cycle of the real time operating 
program - notations corresponds to the delay 
subscripts of Figure 13 
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I, J, K, L. M, N, II, JJ = Integer variables of the delays 

IMAX = No. of degrees delay for FA, FB, FC, and FD 

ITIMEO = (Degree increment of the local oscillator signal between 
data acquisition points) 

ITIME = -(Count. of degrees of the local oscillator signal to next . 

data acquisition point) 

JJMAX = No. of degrees delay for RA 

JMAX = No. of degrees delay for BA, and BB 

KI, KM = Integer variables for the received input signal 

KK = Integer variable for local oscillator signal - each incre- 
ment corresponds to one degree 

MI = Data location integer variable 

NMAX = No. of degrees delay for DA, DB, DC and DD 

Real time operating program = part of the digital program that simu- 
lates all the balanced -mixer opera- 
tions at one instant of time -- each cy- 
cle of the real time operating program 
corresponds to one degree of the local 
oscillator signal 

REC = Scaled, power -normalized, received input signal 

RECAM = Scaled, power -normalized amplitude of the received input 
signal 

RECOUT= Scaled, power -normalized output of the received input port 

REF(KK)= Local oscillator signal waveform - sine wave 

REFDR = Scaled, power -normalized, local oscillator signal level 

REFIN = Scaled, power -normalized, local oscillator input signal 

REFOUT= Scaled, power -normalized output of the local oscillator 
port 

.. 
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RIF = IF input impedance 

s = 0. 1 = Scale factor for the real time - operating -program, 
digital input and output signals except those simulating IF 
signals - see Appendix IV, Determination of Constants for 
the IF Input Circuit Simulation 

SCALED = Scale factor -part of the scale factor for the real -time- 
operating -program, digital input and output signals which 
are simulating signals of the IF input circuit --see Appendix 
IV, Determination of Constants for the IF Input Circuit 
Simulation 

TAA, TAI = Scattering coefficients, values of which are given in Fig- 
ure 9 

XA, XB, XC, XD, XE = Dummy variables 

ZO = Characteristic impedance of the transmission line 

- 



The Flow Diagram 

Start 

Read Ref (KK) for KK = 1 to 360 

Read: FREGN, REFDR, ZO, RIF, JMAX, 
NMAX, IMAX, JJMAX, RECAM 
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Determine No. of memory spaces left available: Total No. of 
memory spaces - program spaces - No. of spaces allocated by 
the program 

FREGCT ---(FREGN/2+1) 

FREGCT --FREGCT +1 

FREGCT:O 

FFREG = 0.005*FREGCT 

Put analog computer in the initial condition mode 

N/ 
II 

1 
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A 

Y 

SCALED 0. 3 58g RIM 0 

COUNT--- 0.5 *No. of memory spaces left available -1 if odd 

ITIMEO- Integer part óf. 240 /(COUNT *FFREG) 

ITIME- ITIMEO 

FDGINC-- - FFREG*ITIME 

Set all delay and data points to zero and reset all integer 
variables to their maximum values 

Put analog computer in operate mode 

No 

Y 

C 

Yes 

D 

Start of real time 
operating program 
cycle detailed flow 
diagram given later 

Data storage control: 
Analog input is used 
to indicate to the 
digital computer the 
time to start the data 
storage 

MI .- 1 

ALPHA- 0 

Increment Time 



No 

Store data consisting of degrees between_ 
the local oscillator and received signals 
and the scaled IF input signal 

All 
required 
ata store 

Yes 

Determine the scaled received 
and local oscillator signals 

Transfer delayed signals and 
reset control signals to the 
analog computer 

Sum the delayed signals and 
the signals transferred from 
the analog computer at the 
junctions of Figures 9 and 13 

Set control signals to the 
analog computer 

End of real time 
operating program 
cycle 
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Exit from 
operating 
program to 
data analysis 
program 

Time 
or data 

tora 

Yes 

Y 

<EH 
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NZ 
Ì 

Determine the scaled IF signal dc component and ac amplitude: Aver- 
age the data points near each of the two maximum signed amplitudes 
to find the approximate maximum signed amplitudes, average the ap- 
proximate maximum signed amplitudes to find the dc component and 
then average the absolute values of the approximate maximum signed 
amplitudes to find the ac scaled IF input signal magnitude. 

Determine the time of the zero crossing of the ac scaled IF input 
signal. From the time and the time reference determine the phase 
difference between the ac scaled IF input signal and the beat signal 
of the sum of the local oscillator signal and the received input signal 

Recycle for new 
variable s 

<14 1- 

Sense 
line 0:1 

Assure that the 
data storage con- 
trol is reset and 
every thing is pre- 
pared for opera- 
tion 

Recycle for new 
IF frequency 
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Detailed Flow Diagram for the Real Time Operating Program 



134 

r, 

Y 

L 
NZ 
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I 



M N/ 
IDATE(MI) --KI = KK - ALPHA 

Sense 
line 0:1 

Data 
collection 
control 

ITIME: 0 

Data storage: 
ITIME -- ITIMEO 
MI --MI + 1 

DATA(MI) --DAT 
MI --MI + 1 

COUNT --COUNT + 1 

COUNT: O 

Put analog computer in 
potentiometer coefficient 
mode 

No Yes 
KI > 27 0 
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N/ KM --KI + 9 0 

N 

N/ 

KM ---KI - 27 0 

i 

I 
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Scaled local oscillator and received signals: 
REC -- RECAM(REF(KI) +(tr /180) *ALPHA *REF(KM)) /2 
REFIN REFDR'aREF(KK) /2 

Load and transfer digital to analog: 
DAC 0 -4(REFIN + REC ) 
DAC 1 -- 4 *REFIN 
DAC 2 -4*REFOUT 
DAC 3 --4 *RECOUT 
DAC 4 -.--4 *DB(N) 
DAC 5 --4 *DD(N) 
DAC 6 4 *FA(:II)ì 
DAC 7 -- 4 *FC(II) 
DAC 8 --4 *HA /SCALED 
Reset Output Control Lines #1 -6 low 
DAC Transfer 

Initiate conversion of analog to digital channel 0 

Summations for hybrid - ring /received input junction: 
XA -- TAI*RA(JJ) + TAA(CE(L) + EA(M) 
RECOUT -- (TAI *XA /TAA) - RA(JJ) 
RA(JJ) --REC 
XB XA - EA(M) 
XA --XA - CE(L) 

Summations for hybrid - ring /diode A junction and other steps: 
XC -- TAI *DA(N) + TAA(CB(L) + EB(M)) 
DB(N) (TAI *XC /TAA) - DA(N) 
DA(N) -(ADC 0)/4 
Increment ADC channel and convert 
EA(M) -XC - EB(M) 
EB(M) --XB 
XC --XC - CB(L) 

{ 

1 

J 

-- 

d 
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N/ 
Summations for hybrid - ring /diode B junction and other steps: 

XB .- TAI *DC(N) + TAA(CD(L) + CF(L)) 
DD(N) -- (TAI *XB /TAA) - DC(N) 
DC(N) -(ADC 1)/4 
Increment ADC channel and convert 
CE(L) --XB - CF(L) 
CF(L) f-XA 
XB +-XB - CD(L) 

Summations for IF terminal junctions, Figure 13 and other steps: 
XD -2(CG(L) + GA(II) + HD) /3 
CG(L) -XD - CG(L) 
GA(II) -XD - GA(II) 
XD - XD - HD 
DAT + -ADC 2 

Increment ADC channel and convert 
XA -0.4 (HJ +HC +FB(I) +AB(K) +FD(I)) 
FA(I) -XA - FB(I) 
AB(K) -XA - AB(K) 
FC(I) --XA - FD(I) 
HD .--XA - HC 
HC XD 
XE XA - HJ 
FB(I) --(ADC 3)/4 
Increment ADC channel and convert 
XD -0. 5 (HI -HB + GB(II)+CH(L)) 
GB(II) -XD - GB(II) 
CH(L) -XD - CH(L) 
HA --XD + HB 
HJ -HI - XD 
HI ,XE 
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\/ 
Summations for hybrid - ring /local oscillator input junction 
and other steps: 

XA -- TAI*BB(J) + TAA(CA(L) + CC(L)) 
CB(L) --XA - CA(L) 
CA(L) --XC 
XC -- (TAI *XA /TAA) - BB(J) 
FD(I) -(ADC 4)/4 
Increment ADC channel and convert 
DC(L) --XA - CC(L) 
CC(L) .-XB 

Summations for local oscillator input junction and other steps: 
XB --2(REFIN + BA(J) + AA(K)) /3 
AA(K) +-AA(K) + XB 
BB(J) --XB - BA(J) 
BA(J) --XC 
REFOUT -XB - REFIN 
HB -- SCALED *(ADC 5)/4 
Set output control lines #1-6 high 

<E 
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APPENDIX IV 

Determination of Constants for the Microwave Diode Simulation 

The basic equations for the microwave diode equivalent circuit 

as shown in Figure l0a are 

Vd = idRs + Vb (A4-1) 

Vb C S1Cbdt C Sad iR )dt (A4-2) 
b b 

21. 6V 
iR 5.2(10-6)(e b -1) (A4-3) 

b 

The equations for the reflected wave coefficients at the microwave 

diode junction are from Appendix II 

o i 
±Vd 

b0 = a0 - 
2(Z )1/2 

0 

i o Vd 
b = a + 

2(ZO)1/2 

a1 -bi bo-ao 
0 0 0 0 fid )1/2 )1/2 
0 0 

(A4 -4) 

(A4 -5) 

(A4 -6) 

where the input arm (i) was assumed to be from the hybrid -ring to 

the diode and where the upper sign was for diode A of Figure 6. 

- 

= 

b 



Let us solve for id from Equations (A4 -4) and (A4 -5) 

aó-a ±Vd 

2(Z0) 
0 

Substituting for Vd in this equation and solving for id again 

2(Z0)1/2 i o Vb 
2Z0+Rs a0-a0 )1/2 

0 
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(A4-7) 

Let us use the normal notation in analog simulation where 1/D 

means integration with respect to time and 1 /aD means integration 

in scaled real time or tV = at (3). For the analog amplifier output 

voltages of Figure lla, let us define 

Ti 
d 

fid -a 
0 

b 

e0 sg ' el sl , eIFD = s0 ' eDIF = 

s0 

T : i i i 
T Vb Rb -a0 b0 

e2 ' s2 , e3 s3 eDH s0 ' eHD s0 

where the s. are scale factors. All analog amplifier functions as 

well as the digital -to- analog conversion have a sign inversion be- 

tween the input and output signals. 

Solving for e0 and e 
1 

from Equation (A4 -7), it is found 

tid )1/2 

fid - 
- 2(Z 

= 

o 

= ' = 



that 

/ s0 2(Z 0)1/ 2) 

e = (2Z0+Rs)s8 

s8 
el T e0 

s2 -e DH+eIFD+ s02(Z 
1/2 

From Equation (A4 -6) it can be seen that solving for eDIF, and 

eDH gives 

eDIF = - 

eDH = - 

eIFD+ 

1 

S1(Z) 
eHD+ el 

1/2 - 

Making the analog substitutions in Equations (A4 -2) and (A4 -3), we 

find 

(s1e1+s3e3 
e2 

D aC s =- b 

5.2(10-6 21. 6e2/ s2 
e3 

3 s3 )( - 
1 

) 
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Now the equations for the analog computing diagram of Figure lla are 

_ 

e2 

0) 

s8(ZO)1/ 2 

s 
;01 

0 

_ 

s 
0 

- 

1 



e0 = - (eIFD-eHD+K4e2) 

el - 1e0 

eDIF (K1eO+eIFD 

eDH. = - ( eHD+e l ) 

e2 = - 
D 

(100e1+100k3e3) 
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(A4 -8) 

These equations produced the best operation without any saturation of 

the amplifiers. Also for the variable diode function generators it was 

found that the best operation was given by 

21. 6e 
e3 = 1.3(10-4)(e 2-1) (A4-9) 

where the top sign is again for diode A. Since for reverse bias of the 

diode, e3 would be small. Therefore it was neglected and the di- 

ode current through Rb was reproduced for forward bias by the 

diode function generator. A diode function generator will only pro- 

duce an output for one voltage polarity. 

Equating identical equations, we find 

= 

= 

T 

s2 

K4 - (s02(Z0)12 ) 
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2(Z ) 

s8 = s0( 2Z+R 

s8 
K =- 

1 sl 

K1 s 

0)1/ 2 

s 

0 

s0 

1 )1/2 
0 

s 

K2 100aCbs 

s3 = 4(10-2) 

s2 = 1 

From these equations and since s0 = 1/10 for the digital program, 

we find for the potentiometer values 

2Z 
K 

2Z 0+R 

1 
K2 

1000(Z 
0)1/ 2aCb 

4(10-4) 
K3 _ 

aC 

5 
K4 )1/ 2 

0 

3 

) 

(Z 
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For the scaled frequency of 3. 33 Ghz, a = 2. 5(10 +9). The value of 

Cb used was Cb = O. 25(10 12) 

Determination of Constants for the IF Input Circuit Simulation 

The basic equations for the IF input circuit as shown in Figure 

10c are with assignment of analog variables and use of analog nota- 

tion 

(1c 
V= IF - s e 

1 D (aCIF, 5 5 

VIF 

1CIF - 11 LDC RIF 

1 V1 

1LDC 
_ 

D aLDC 
+ 1LDC t=0 

1 RIF(Vl-VIF.) 
VIF D aLIF, - s5e9 s5e8 

The relationship between the incident and reflected wave coefficients 

and il and V1 is using analog notation (1) 

(bIF-aIF) 
_ - - - s )1/2 

0 

e 

V 

bIF - aIF - (s0 Scale D)eFI 
(z0)1/2 

- = 
- 

1 

= 

il 

- 
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where aIF = - (s0 Scale D)eIF, s0 Scale D is the scaling factor 

used on the digital computer for output and input of the signals to the 

IF input circuit and s0 = 1/10 is the scaling factor for all the other 

wave coefficient outputs and inputs on the digital computer. 

Rearranging all these equations in terms of their analog vari- 

ables, we find 

e 
5 

= - 
1 s7e7 
D sSaCIF 

56e6 e8 
+ sSaCIF, aRIFCIF 

s5e5 
e6 D s6aLDC + e6 

It=0 

D 
e7 = + 

s 
1/ 2 (eFI+eIF 

7 0 

1 
/RIFe 

5 RIFe 8 

+aLIF 

s5e5 
- = 

= -(eIF+l/Z 
(Z0) soScale D 

soScale D 

O)1/ 2 FI-eIF) 

Now since VIF should be power -normalized in terms of Z0 and 

RIF in order to determine easily the insertion loss between the re- 

ceived input signal and the IF input signal, let 

a s e rec 5 max max 
1.78 

(R )1/2 IF 

1 

sOScale 

- - 
s 

7 

I 

(Z 

e8 - - e9 D aLI 
/ 
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where e9 = 1, arec = 0. 00633 = 0. laLQ and where arec 
max max 

and aL0 are the power -normalized wave coefficients for the re- 

ceived input signal and the local oscillator signal respectively. The 

1.78 factor assumes a minimum insertion loss of 5 db. Therefore 

- (RIF)1/2(0.358)(10-2) 

The equations for the analog computer circuit diagram of Fig- 

ure llb are 

e5 = - D(10e6+100K8e7-100K11e8) 

e6 = D(K5K6e5) - K7(±eref) 

e7 = - (-eIF-eF,I) 

1 e8 = - D(100K9e5+100K10e8) 

e9 = - e8 

eFI = - (- 1)(eIF+eS) 

These equations produced the best analog operation without saturation 

of the amplifiers for LIF, CIF, and LDC as given in section 

VII. 

Equating the identical equations, we find for the scale factors 

and the potentiometer values 

s5 
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s6 = 10s5aCIF 

s Scale D s5 0. 00358(RIF,)1/2 
s7 = 

(Z )1/2 (Z0) ZO 
0 

s5 ZO 1/2 
Scale D = 0. 0358( ) 

s0(Z0) 
0 0)1/ 

IF 

s7 1 
K8 ' 100s5aCIF, 100Z OaCIF 

1 

K11 100aRIF,CIF 

s5 1 

K5K6 - s6aLDC 10a2LDCCIF 

±Keref = e6 any desired initial condition -- usually 
7 It_0 

steady state value 

RIF 
K9 - K 10 100aLIF, 

Interpretation of the IF Input Signal Phase 

The form of the IF input signal voltage of Equation (7 -3) is 

cos (68- 4.)0)t +as0- r0) - cos (wIF,t+ aIF aIF, 

Thus, for > wO, the phase shift of the IF input signal, aIF, 

is a - a and, for w < w , the phase shift is a - a. 
sO rO s - 0 rO s0. 

- 

= 

cos 



Since aso and aro had been assumed linear in w, let 

aso - ar0 = -(wsT wrT2) = -(w s-w r)T1 - wr(T1-T2) 

where T1 and T2 are time delays. Also, let 

w(T1-T2) = a 

where a 
c 

is a constant phase for the specific delays. Then, for 

> ws co - 
aIF = - (ws-wr)T1 - ac 

and for ws<w0 
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(A4 -10) 

aIF = +(ws -wr)T1 + ac (A4 -11) 

Subtracting an arbitrary 3600 from the case for 
s 

< wo, we obtain 

aIF = + (ws -wr)T1 + ac - 3600 (A4 -12) 

Except for the phase reference points for the local oscillator signal 

and the received input signal, Equations (A4-10) and (A4-12) are those 

used for the phase difference curves plotted in this thesis. The inter- 

sections on the (f -f )/f = 0 axis are - a for (f -f )/f > 0 
s r r c s r r.- 

and when (f -f )/f < 0, +(a -3600) by Equation (A4-12) or + a 
s r r- c c 

by Equation (A4- 11). 

c 

w w 
0 


