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COMPLEX PATTERNS IN GENDER HCI:
A DATA MINING STUDY OF FACTORS LEADING-USHRND
DEBUGGING SUCCESS FOR FEMALES AND MALES

1. INTRODUCTION

1.1 Gender HCI: Motivation and Overview

Research from several domains has shown gender differdratese relevant
to computer usag@eckwith, Burnett and Wiedenbeck, et al. 2Q@Bluisch 1995)
(Huff 2002) Although there has been a fairly wide interest in gender differences in
computing professions and education, as well as in gaming, there H@senanuch
research on how gender differencemleri nt er a

neutral software features.

Beckwith and Burnett first defined the tefaender HClin 2004(Beckwith
and Burnet004) Gender HClis a subfield oHumarComputer Interactiothat
focuses on design and evaluation of interactive systems for humans, with emphasis on
differences in how males and females interveith computerslt investigates ways in

which attributes of software (or even hardware) can interact with gender differences.

Beckwith et al. began a line of Gender HCI work whiosris ison features in
tools used foenduser software development, aimitgglearn how to design endser
programming environments that support-eisgr pogrammers of both gendefBhis
thesis continues this effort throughio studies on gender d#ifences in feature usage
in enduser programmingnvironmentsOur analyses werconducted using data

mining.


http://www.sigchi.org/cdg/cdg2.html#2_1

1.2. Data Mining: Motivation and Overview

Most ofour work so far in this area has followed a thedriwen approach, in
which theories from psychology, education, and HCI have been used to generate
hypotheses which have then been investigated via empirical studies. However, a
disadvantage in deriving empial hypotheses from only established theories is that
these theories do not take into account the specific needs and issues that arise in end
user programming. Research situations suc
struct ur e(8imonpa73) Buthgmllems contain uncertainty about which
concepts, rules, and principles are pert.
structured problems depend on the priorities underlying the situation. In such
problems, in addition to hypothesistiag and application, there is also the need for
hypothesis generation. Such problems are candidates for ultimately deriving new

theories from data and patterns.

Toward this aimpur research groupreviously used manual qualitative
analysis techniqug$trauss and Corbin 1998phspecting data on software feature
usage in search of useful patterns leading to hypotheses. Although the results of these
efforts have been fruitful, still, as humans we are fallible, especially given large
amounts of detailed datWe suspected that there may be important information that
we were overlooking. Therefore, we employed a methodology change: turning to data
mining techniques to find feature usage patterns that we may have ;missed

conducted two Gender HCI data minisigidies

In Study 1,we reported the results of revisiting data we had already analyzed
in a previous study, using a data mining approach. Our aim was to derive new

hypot heses about femalesd and mal esd stra



undestanding gender differences in emsler programming situatiodsby Al i st eni n
to the participants, througheir data, from the ground {rigoreanu, et al. 2006)

In Study 2,we furtherapplied data mining algorithms to describe, summarize,
segment, antind other interesting patterns in our détae Chapter 3Briefly, the
main goals of Stud2 were to (1) ue a bigger set of data, (2) employ different data
mining methods, (3) decreathe amount of grouping, and (4) employ statistical
methods to vadate thetrustworthines®f the resultingnodes.

Employing data mining techniques to analyze Gender HCI data should provide
a deeper understanding of hidden pattang relationships thatould otherwise be
hard to hypothesize abouithese patterns will helender HCI researchebstter
understand how females and males probseine differently.

1.3. Using a Standardized Model

A further difference betwen Study 1 and Study 2 is that aleose to use a
standardized data mining processdel for Study 2. fie general data mining steps are
agreed upon by researchers and many perform these steps in a similar order without
following a standard data mining process mol¥sl.reasons fousing a standardized
data mining process model 8tudy?2 are that: (1standardized processes helptbot
experts and neexperts alikeoy providing a cheklist of steps to not overlook and (2)

this checklist doubles as a set of guidelines for conducting data mining studies.

In addition, this processllowed meto create a specific instance of fh@cess
model for future Gender HCI researchers to empldwe data mining process model
that wecustomizedo fit the needs o$tudy 2is called theCross Industry Process

Model for Data Miningand is described in theext section



1.3.1. The CRISFDM Standardized Model

A standardized skstep model for data mining processes exists, with minor
variations in some cases. The Cross Industry Process Model for Data Mining is the
most prevalent of such modg€lsDnuggets 2002)CRISRDM was developed by
DaimlerChrysler AG, SPSS, NCR, and OHRWirth and Hipp 200Q)A very similar
process model is described by SQL Server Books OrHigere 1below shows both
of these models.
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Figure 1 The CRISPDM model (tg) and the SQL Server Analysis Services model
(bottom).

Ourreasorfor includingthe SQL Server model here, alongside CRIBW, is
thatwe used MS SQL Server Analysis Services 2@8r this study (se8ection5.1.4.

for moreinformationabout the softwawe used). The SQL Server model was created



with the added goal of showing which of their products and services can help users at
the various stages of the data mining process. While slight differences exist between
the two models, they are very similarevall.

1.3.2CRISRDM Steps

This thesis is built around these process models. Noticentbas t o f t hi s t
chapter headingstart with the data mining process model step that it pertains to. Here
is a brief overview of each step.

Business Understanthg (Defining the Problem).The first phase of a data
mining project is to define the problem that a business wishes to address. In research
studies, related work and research questions fit under this step. This is when a
preliminary project plan is desigd, with the project obgives and requirements in
mind (e Chapterg, 4, 5).

Data Understanding (Exploring the Data).The second phase includes first
collecting the data and then exploring do@tomingfamiliar with them. Exploration
techniques include methods like calculating the mesdian, minimumsand
maximums, and lodkg at the distribution of dat@ee Chapter§, 7,8, and Appendix
B).

Data Preparation. Data preparation includes data consatiidn and data
cleaning. The datmaybe scattered among several studies or parts of a company (this
is where consolidation comes in). Furthermore, there might be inconsistencies in the
protocols by whicldatawe r e recor ded, c@hghswhyed, or As
cleaning is needed). This step gets rid of the inctargiges in the combined dataset

(see Chapterg, 8, and Appendix A

Modeling (Building Models). After the dataarecombined and cleaned,

models can be builsing them. The data first netbesplit into a training set and a



testing set. If the original dataset is big enough, it is better to split it into three sets:
training, validation, and testing. This is not the casesiitrer Study 1 or Study, 2

since the datasets are too smatbmpetiig models are then built on the training set,
using different lorithms and parameter choid@se Chapter8, 8, 9, Appendix C,

and Appendix D.

Evaluation (Validating Models). Often, more than one model is creat€lis
stepevaluats which model perform best and determia@ow well that model
performs. The testing set can be used to validate the models built on the training set.
This step alsaleterming whether the model properly answers the researebtiuns
posed in the first stefseeChapter 9).

Deployment (Deploying and Updating Models)Once the best model is
picked, the results need to theployed The deployment step can range from writing a
report to implementing a package that allows the data mining process to be directly

repeated from withimn applicatior(all chapters).

Almost every step in this model is heavily tied to the others. The steps can be
repeated multiple times aimdl various orders. For example, preparing dedals to a
better understamag ofthem. A resulting mining modebnproducea bettemproblem
definition, which helpsuild a better model. Building a model catsopoint out data
thatwe missed in thereparation phase. During studies, it is recommended to
explicitly allot time for three iterations of each step, wita second taking half the
time of the first, and the third taking aarter of the time of the firgWirth and Hipp
2000) As with all data analysis, findings from one study will raise many other related
research questions to be addressed in futureestutihus, once a project is deployed,

this often results in more specific research questions and the cycle repeats.



In addition to each chapter being titled with the step that it refers to, each
chapter will also begin with a table simik® Figure 2 The part that is highlighted is
the section that the chapter relatesit have highlighted the Deployment step here
as an examplsincethe deployment phase consistsaiting a report (this entire
thesis)

Business ‘ Data Data - . ‘
I I Modeli: I Evaluati I Deployment I
Understanding Understanding Preparation oceing vaation .

Determine Collect Initial Data Data Set Select Modeling

Initial Data Collection | Data Set Description Technique
Report Modeling Technigue

Select Data Modeling Assumpti

Plan Deployment
Deployment Plan

Plan Monitoring and

Describe Data Rationals for Inclusion / Maintenance
Data Description Report | Exelusion Generate Test Design | Approved Modsls Monitoring and
Test Design Maintenance Flan
Explore Data Clean Data Review Process
s | Data Explovation Report | Data Cleaning Report | Build Model Review of Process Produce Final Report
Paramstar Settings Final Report
Verify Data Quality Construct Data M Determine Next Steps TPICL T TEDernion
Data Quality Report Derived Attributes 1 Description List of Possible Actions
Risis and Contingencigs Gengrated Records Decision Review Project
Terminology Assess Model Experiance
Costs and Benefits Integrate Data Modsl Assessment Documentation
Merged Data Revised Favameter
Determine Setfings

Data Mi

ning Goals Format Data
L Reformattad Data

Tools and Technigues

Figure 2 These are the six steps of the GRIDM data mining process model and the
subparts and their outpufBhis thesis is a final report of two Gender HCI data mining
studiesand the deployment phase is highlighted here as an example



2. (BUSINESS UNDERSTANDING) GENDER HCI
BACKGROUND AND RELATED WORK

Gender HCI research has been conducted in the following areas (among
others):ithe effects of confidence and sefficacy on bothgendes 6 i nt er act i on
software, he design of gendapecific software, such agdeo games created for gl
the design of display screen sized &wow they affect both genders, ahé tesign of

genderneutral problersolving software.

The subfield ofcender HCI is a highly interdisciplinary area. Findings from
fields such as Psychology, Computer Sciencaekkting, Neuroscience, Education,
and Economics strongly suggest that males and females problem solve, communicate,
and process information differently. Gender HCI investigates whether these
differences need to be taken into account in the design of sefamd hardwarélhe
term Gender HCI wafirst coined in 2004 by BeckwitandBurnett,but research

relevant to that topic predates the term.

Some of the findingsef Gender HCI researdre related to male and female
confidence in dealing with computerfsgare (or computer seléfficacy). Self
efficacy is measured using a standaretstudyquestionnaireFor example, for
spreadsheet problesolving tasks, (1) female end users had significantly lower self
efficacy (ataskspecificform of confidencethanmales and (2) females with low self
efficacy were significantly less likely to work effectively with problsmiving
features availabl e i n t Jefécacy did notwpacteaheir | n c o
effectiveness with these featur@seckwith, Bunett and Wiedenbeck, et al. 2005)
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In a study of the computer attitudes and-séficacy of 147 college students,
gender differences existed in sefficacy for complex tasks (such as word processing
and spreadsheet software), but not simpler taske, Alale students had more
experience working with computers and reported more encouragement from parents
and friendgBusch 1995)

Another category of findings relate what kinds offeatures were used in
software systemd-or example,n spreadsheet prigm-solving tasks, female end
usergook significantlylongerbefore tryingout unfamiliarfeaturegBeckwith,
Burnett and Wiedenbeck, et al. 2008)so, females significantly more often agreed
with the statement, dAl was afraid | would
Even if they tried it once, females were significantly less likely to adopt new features
for repeated use. For females, unlike males, selefficacy predicted the amount of
effective feature usage. There was no significant difference tasksuccess of the
t wo genders or in |earning how the featur
efficacy about their usage of neaatures was not an accurate assessment of their
problemsolving potential, but rather bame a selfulfilling prophecyabout their use
of featuregdBeckwith, Burnett and Wiedenbeck, et al. 2005)

There is also a fhowo Insaeadsheetproberaf t war e
solving tasks, tinkering (playfully experimenting) with features daseby males
more often than femaledlales werecomfortable with this behavior; in facgome did
it to excess. For females, the amount of tinkering predicted subcgdsr males
excessive tinkering hurt therRauses after any action were predictive of better

understanding for both gendéBeckwith, Kissinger, et al. 2006)

Anot her finding related taesuvieweasl parti ci

machines as a clange, something to be mastered, overcome, and be measured
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against. They were ristakers, and they demonstrated this by eagerly trying new

techniques and approaches. Females rejected the image of the male hacker as

alienating and depersonalizing. Thggpr oach t o computers was |
artistic, and communicativ@ urkle 1988)

Much of the research in Gender HCI has been about video g&mestal
findings were reported about girlso inter
implicationsfor thevideo game software indust¢gorriz and Medina 2000)

Researchers explored what girls seek in video games, and implications for video game
designers. Among the implications were collaboration vs. competition preferences,
and use of nowiolent rewards vesus death and destruction as rewards. These works
argue both sides of the question as to whether or not to design games specifically for
girls (Cassell 1998jCassell and JenkirtD98)

Not all of the findings have been about software; Gender HCI reskascilso
been conductenh thehardwarerealm Larger displays helped reduce the gender gap
i n navigating virtual environments. With
better than femalesd. With | arger 90 splay
performance was not negatively affecté@zerwinski, Tan and Robertson 200&)an,
Czerwinski and Robertson 2003)

Other studies have beeglatal to Internet behavior and perceptioRrsr
example, m a study of the way people interacted with conversational software agents
in relation to the sex of the agent, the female virtual agent received many more violent
and sexual overtures than either the male one or the gitadayne (a robot)De
Angeli ard Brahnanm2006) Other examples at@at males and females had different

perceptions for whether a webpage would be appropriate for his/her home country,
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andthatfemales more often than males preferred more information evebalpbages
viewed during a sty (S. Simon 2001)

In the home, where many appliances are programmable to some extent,
different categories of appliance were found to be more likely to be programmed by
men (e.g. entertainment devicéisanby women (e.g. kitchen appliances). Thenaes
often one member of a household who assumes responsibility for programming a
particular device, with a "domestic economy" accounting for this(Rske, Toye
and Blackwell 2004)
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3. (MODELING ) STUDY 1: PRELIMINARY GENDER HCI
DATA MINING STUDY

Study 1 wamur first Gender HCI data mining studw this study, we applied
sequential pattern mining to our log files to search for potentially interesting patterns
in data that had previously been collect€dis data came from the Summer 2005
Gender Tinkeringstd y 6s Tr eat ment group. To get mor
that study and a detailed description of the events mentioned in this chapter, see
Section 6.2.2.

Using a data mining approach, we focused on gender differenbegvin
features are used, withe aim of gaining new insights into our previous reports of
whenandhowmuch OQOur aim was to derive new hypot
mal esd strategies, adding to the growing
differences in endiser programming®iation® by Al i st eni ngo to t he

through their data, from the ground up.

3.1. Study 1 The Pattern Mining Process

In this study, we looked &towfeatures were used by finding patterns in
common sequences of events used by participarescoNglered each user action as
anevent This abstraction transformed the data sgquencesf eventsParticipants
in our empirical studies can perform several events to help test and debug their
spreadsheets: Tooltips, Checkmarkgyidrks, Arrow Operationsvalue and Formula
Edits, and Help Me Test. See Chaptdoi6details about theestingand debugging
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featuresavailable in our Forms/3 research spreadsheet softiMans, one example of

asequencef user eventss: (Tooltip Showing, Checkmark, Checkmark).

3.1.1. Preprocessing into Debugging Sessions

Following the procedure ¢Ruthruff, Burnett and Rothermel 200%)e used
the notion ofdebuggingsessionso break the sequence of events into subsequences.
As with Ruthruff et al.o6s definition, a
the end of the experiment), which presumably represents an attempt to fix a bug.
However, unl i kdefinifivon,inkvinian & debugging sedsiondbegan with
the placement of an-¥hark, our debugging sessions begrsaon as the previous one
ends(or at the beginning of the experiment), so that all actions could be conéidered
not just the subset following atrmark. In some cases participants edited the same
formula multiple times consecutively. Since such edits were obviously a continuation
of fixing the same bug, we included them in the preceding debugging session. Based

on this definition, we broke eachgdile into debugging sessions.

3.1.2. Sequential Pattern Mining

We used the SLPMiner prograi®eno and Karypis 200®) search for
patterns of the form (A, B, C), where A, B, and C are events that happened in the
specified order. A debugging session waasidered to contain the pattern (A, B, C) if
it had at least one occurrence of events A, B, and C in that order, but the events did not
need to be consecutive. For instance, one of the patterns that appeared in 68 debugging
sessions is (checkmark, arronyarrowoff, postformula), meaning that the user placed
a checkmark, worked with arrows and then opened a formula, with some other actions
in between.We refer to the percentage of all debugging sessions that contained a

pattern as the support of the patter
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SLPMiner searches for all sequential patterns whose support exceees a pre
specified threshold, and these patterns are referred to as frequent patterns. To avoid
redundancy due to the fact that any subsequence of a frequent pattern will also be a
frequent pattern, the software output the maximal patterns, i.e., patterns that are not
subsequences of other frequent patterns. We chose the support threshold to be 10%,
l.e., a pattern had to be contained in more than 10% of the 641 debugging sessions to
be ouput by SLPMiner. Thiselatively lowthreshold was chosen because it allowed
us to find patterns that were common to multiple users while still containing some of
the interesting but less frequently used features suchmaarks and Arrow
operationsThethreshold did however get rid of some of the patterns that were
Af | uWefscosed our attention on patterns of limited size, in particular of length
between one and four, because without limitations there would simply be too many
patterns to process, Gtonger patterns often contained cyclic behavior and were

difficult to interpret.

3.1.3. Output and Pogtrocessing

From the 641 debugging sessions, SLPMiner found 107 patterns of length one
(such aghroagdfdur(os)uch as fAPost ,GheckmmakIHale Edi t
F o r mu Note that SLPMiner (and other sequential pattern mining algorithms) can
only find Afrequent O theradinum support criteriorg . , t hos
which was 10% in our case. It was up to us to determine which oduine patterns

were interesting to our research goal.

Toward this aim, for each patteme computed its occurrence frequency for
each user as the percentage of that wuser6
pattern. For example, if user A had 20 debnggessions and 10 of them contained

pattern p, the occurrence frequency of pattern p for user A was 50%. As a result, we
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obtained a pattern occurrence frequency table, which provided a comprehensive
description of the distribution of the pattern occuceeamong all users. We then
analyzed these pattern occurrence frequencies in relation to the gender, task

performance, and sedffficacy of the participants who used them.

To help analyze the pattern occurrence frequencies in an organized manner and
gain ahigh-level understanding of the patterns, we categorized the found patterns such
that each category contained patterns centered on a certain set of f&deutiesn
grouped them based on the features that they contained. When patterns contained more
thanone event of interest, we created a new category for it to make sure that the
categories did not overlap. This process resulted in 9 categ&igs.e3 shows how
the 107 patterntell into thesenine noroverlappingcategoriesFor example, a pattern
that contains arrow events, formula events, and tooltip events, would fall under the
AArrow, Formula & Tooltipo0 categoSeg, but
Tablel for examples of patterns and their categories. Our analysis described in the

following sections will be presented based on these categories.
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Figure3: We grouped the 107 patterns into these 9 categories. The categories, based
on the patternsdé content, ar e aVatablais e d
the environment.
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Table 1:Each of the nine categories contained patterns that only had the features
mentioned in the category name as a part of them. For example, the Arrow & Formula
category contained patterns such as AArro
F o r muflorge ofdhe events in the pattern was a Tooltip event, however, then the

pattern now fell into the AArrow, For mul a
Category Example Pattern
Help Me Test (HMT) (HMT)
AI‘I’OW, Formula & Tooltip (Tooltip Showing, Arrow On, Arrow Off, Edit Formula)
Arrow & Formula (Arrow Off, Post Formula, Hide Formula, Post Formula)
Arrow Only (Arrow On, Arrow On)
Arrow & Checkmark (Hide Formula, Checkmark, Arrow On)
Edit Value (Edit Value, Edit Value)
Edit Value & Checkmark (Post Formula, Edit Value, Checkmark, Hide Formula)
Checkmark (Checkmark, Tooltip Showing, Tooltip Showing, Checkmark)
X-Mark (Hide Formula, X-Mark, Post Formula, Edit Formula)
3.2. Study 1: Results about How Each Gender Pursued Success
How did the successful versus unsuccessful females and males go about
debuggingh Howo in this question means the cou

t han the count of events performed (or th

To investigate this question, we divided the 3&ipipants (16 males and 23
females) into four groups by gender and number of bugs fixed. We considered a
participant fAsuccessful 0 wHere6fwMsthe médiax ed a't

number of bugs fixedSeeTable 2for the distribution of sybcts by bugs fixedThe
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groups and number of participants are displayetiaile 3 Arrow counts are also

displayed in the tableSince earlier studies were about what features are used and how
much, we did not look for that in this study, where we joskéd athowfeatures were

used. Sometimes, feature counts helped us better understand pattern usage however.

We will return to tlese later in this chapter.

Table 2 Distribution of participants by number of bugs fixed.

Nr.ofBugsig |1 |2 |3 |4 |[5 |6 |7 10
Fixed
Nr.of  1a 11 |1 |3 |4 |4 |5 |s 2
Participants

Table 3 What (not How): The median number of arrows turned on and off during the

experiment by gender and debugging success (count of feature Udage)is an

especially bigdifference between the successful and unsuccessful males.

Group Number of |Arrows
participants

Successful 8 17.5

Females

Unsuccessful 15 24

Females

Successful Maleg10 12

Unsuccessful 6 25.5

Males
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3.2.1. Just Like Males: A Female Success Strategy?

Strikingly, in Figure4 the unsuccessful femalend successful males showed
the most similafrequencyof pattern usagé i h opwofilés for each of the five
categories on the left half of the graph (from Edit Value to H}M&) of which are
testingorierted activities(We f ol |l ow t he software enginee
here: judging the correctness of )Thee valu
pattern usage was also simiketween successful males and unsuccessful ferioales
the othercategories.

HMT

Arrow, Formula &
Tooltip

X-Mark \

Checkmark == Arrow & Formula
S aull
N
Edit Value & /
Checkmark N4 Arrow Only
Edit Value Arrow & Checkmark

Figure 4 How (count of pattern usagéy success group. Successful: solid line,
unsuccessful: dashed line, females: light, males: dark. (Each category is represented
by an axis line radiating from the center. Where the polygon crossessap@nesents

the frequency of that pattern.)

This suggests that the ways males successfully went about their debugging task
are the very ways that did not work out well for the females, leading to the following

hypothesis:

Hypothesis: The debugginganddet i ng str ategies tlhat hel

success are not the right ones flor f ema

While there is a clear difference between successful and unsuccessful

behaviors for males, this difference disappears for females.
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3.2.2. Unsuccessful Males Lik&rrows
Turning to the right half oFigure 4 which represents arroariented patterns,
the successful and unsuccessful females converge with the successful males.
|l nterestingly, regarding this fAhowmm aspec
the number of arrow patterf&tween successful and unsuccessful males. This
difference is further illustrated Wyigure 5 which shows thaynsuccessful males used
AArr ow On Ifar morepfraquentefin mose debugging sessions, on average)
than thesuccessful males.

The higher frequency of arrow patterns for unsuccessful males coincides with a
higher raw count of arrows used. Aable 3shows, successful males used a median of

12 arrows, whereas unsuccessful males used more than twice as many, 25.5.

Hypothesis: Unsuccessful males overdo use of ardwslike successful

males, successful females, or unsuccessful females.

3.2.3. Unsuccessful Males: Tinkering Addicts?

We suspected that gender differences in tinkering behavior may be a factor in
observed pattern differences. Il n particul
of arrows and their greater variety of arroslated patterns is suggestive of a larger

picture of unsuccessful males tinkering with arrows, to their detriment.

In fact, in previous work, we reported results in which males were found to do
more unproductive tinkering, using a different environn{@etckwith, Kissinger, et
al. 2006) However, tle definition of tinkering used in that paper was necessarily
simpled and its simplicity prevented it from capturing the excessive exploring/playing
the unsuccessful males did. Based on patterns found via mining that data, we are now
able to identify more aoplex tinkering behavior of unsuccessful males in this

environment, which we failed to notice in our previous study.
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Successful  Unsuccessful
Males Males

Figure 5 How: Percentage of debugging sessitrat containedi Ar r ow Onl y o
patternsn theby successful versus unsuccessful males.

For example, referring tbigure 5 notice the large differencesiinAr r o w
O n | patbernusagefor unsuccessful versusuccessful male3his categorgontains
patterns that involve only arrow operations. Two representative patterns in this
category werdArrow Off, Arrow On)and(Arrow Off, Arrow Off). Unsuccessful
malesusedthese patternsftend in one out of every four debugging sessions for the

unsuccessful males versus only one out of 20 for the successful males.

Hypothesis: Unsuccessful males haveendency to tinker excessively with

the features themselves rather than using the features to accomplish their

task.

3.3. Study 1. Results about SeHlEfficacy
Selfefficacymeasur es a personds belief in
particular task (Badura 1986). Half of the 12 high sefficacy females were

successful but only two out of 11 low sefficacy females were successful. However,
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it was not true for males: seven out of 10 high-effitacy males were successful and

half of the low seHefficacy males were successful.

How do high and low sekfficacy females and males go about debugging?
Since seHefficacy did not give the same groupings of the participants as given by task

success, it is useful to consider how&dficacy related tgattern choices.

To investigate the question of whether sdficacy played a role in pattern
usage, we divided the participants into four groups based on theaffgedicy scores.
In particular, we considered a participant to have high (lowdesetfacy if her or his
score was higher (lower) than the median of all participantsT Slele 4for the

grouping of the participants.

We turned to median raw counts of the
better understand the reasons behind therpaite t hat we wer e seeing
Low selfefficacy female feature countggble 4§ revealed that low seé#fficacy

females were the highest usage group for all of the feétumesept the checkmark.
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Table 4 Whatby seltefficacy groupThese are abotiie number of features used,

rather than how they were useéd,supplement our understanding of the sequential
patternsWe divided the participants into four groups based upon their gender and pre
task selfefficacy. The rest of the table shows mediam caunts of the number of
testingfeatures used during the experiment.

Group Nurr_lb_er of |Arrow X-mark |Checkmark [HMT
participants

High Femaleg12 10.5 3 65.5 5

Low Females11 24 8 45 8

High Males |10 20 2 52 1.5

Low Males |6 20 5.5 39 3

High featureusage by low seléfficacy females may at first seem to contradict
our previous results, which showed that for females) ket efficacy predicted more
effectiveuse of featureg@s measured by the overall testedness of the spreadsheet)
which in turn l&l to greater debugging succéBgckwith, Burnett and Wiedenbeck, et
al. 2005) We proposed that offering greater support in the environment would
encourage low sekfficacy females to use the features more. The current study used
the High Support Enviroment, which included features designed to fix that very
problem. Our results show that they wor&etthe low selefficacy females did indeed
use the features in this version! But our current study suggests that quantity of feature
adoption is misleading iisolation: feature adoption must be considered in conjunction

with how the features are used.

How were the checkmarks, so popular with the highefifacy females,
used? Remarkably, the checkmark usage fell into the same number of patterns for the

highand low seHefficacy females (and in fact for both groups of males as well). This
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suggests that the checkmankly strategiesised, which relate to systematic testing,
were the same for both grougsdure 6, but the amount they were usdable 9
wasdifferent. There are many prior studies indicating that using this feature is directly
tied to success (e.dBeckwith, Burnett and Wiedenbeck, et al. 2Q@Bpeckwith,
Kissinger, et al. 2008) and in this study, high sedffficacy females used it morac
indeed succeeded more.

Other than the checkmarklated patterng;igure 6shows that high and low
seltefficacy females had pattern frequency profiles that are very distinct from one
another, suggesting that sefficacy made a difference with femaléHowever, the
ma | e sdificasyadid hot appear to matter much in their pattern choices.
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HMT
X-Mark Arrow, Formula&
\ / Tooltip
N
Checkmark —< ____— Arrow & Formul:

—

Checkmark Arrow Only

Arrow &
Checkmark

EditVaIue&// / : \
I

Edit Value

(a) Female

HMT

Arrow, Formula &

X-Mark Tooltip

Checkmark Arrow & Formula

Edit Value &

Checkmark Arrow Only

Edit Value

(b) Male

Figure 8 How by selfefficacy group. High seléfficacy: solid line, low seléfficacy:
dashed line.

Arrow & Checkmark

High and low selefficacy females diverged in both counts and patterns.
Notice inFigure 6how manydifferent patterns the low selfficacy females used
compared to high seéfficacy females, except for the checkmarid arrow &
checkmark As suggestely selfefficacy theory, people with high sedfficacy are
more likely to abandon faulty strategies faster than those with loveffielicy
(Bandura 1986)Our results were consistent with this. For patterns other than the
checkmark patterns, the highfsefficacy females were willing to try out and quickly

abandon many patterns in order to settle upon the ones they liked, whereas the low
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seltefficacy females were more likely to try a pattern again and again before
ultimately moving onFigure 7 showshis tendency for unsuccessful females to use a
bigger set of patterns more often, whereas successful females stick with a smaller set
of frequent patterns-or example, 54 patterns weysly used 510% of the time by

high seltefficacy females, but only Iwere abandoned so quickly by the low self
efficacy females. This leads to the following hypothesis:

1Y%

Hypothesis: Females with lower selfficacy are likely to struggle longer to ust

a strategy that is not working well, before moving on to another strategy.
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Figure 7 How: The high selkfficacy females (solid line) had more patterns fall in the
frequency rangefd-10%, wheras the low selefficacy females had more of their
patterns falin a higher number of debugging sessi(®15%).



4. (BUSINESS UNDERSTANDING) STUDY 2: A NEW DATA
MINING STUDY
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Business
Understanding

Determine

Business Objectives
|Background
| Business Objectives
| Business Success
Criteria

‘ Data
‘ Understanding

‘ollect Initial Data
mitial Data Collection

Report

escribe Data
ata Description Report

Assess Situation
Jventory of Resources
Regquirements,
Assumptions, and
Constraints

Risis and Contingencigs
Terminology

Costs and Benefits

Explore Data

Data Explovation Report
Verify Data Quality
Data Quality Report

Determine

Data Mining Goals
|Data Mining Goals

| Data Mining Success
Criteria

Produce Project Plan

sessment of
and Technigues

Data
Preparation

Data Sat
Data Set Description

Select Data
Rationale for Inclusion /|
Exclusion

Clean Data
Data Cleaning Report

Construct Data
Derived Attributes
Gengrated Records

Integrate Data
Merged Data

Format Data
Reformatted Data

Modeling I

Select Modeling
Technique

Modsling Technigue

Modeling Assumptions

Generate Test Design
Test Design

Build Model
Farametar Settings
Modsls

Modsl Description

Assess Model

Model Assessment

Revised Favameter
Setfings

Evaluation I

Evaluate Results

Assessment of Data
Mining Results wrt.
Business Success
Criteria

Approved Models

Review Process
Review of Process

Determine Next Steps
List of Possible Actions
Decision

Deployment I‘

Plan Deployment
Deployment Plan

Plan Monitoring and
Maintenance

Monitoring and
Maintenance Flan

Produce Final Report
Final Report
Final Presentation

Review Project
Experiance
Documentation

Figure 8:These are the six steps of the CRIBM data mining process model and the
subparts and their outputShapters 4 and 5 are about understanding the business
understanding step.

In thissecond Gender HCI data ministudy,we aimedto treat several aspects

of the data mining process differently fr&tudy 1 We did so in the hopes ddirther
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advaning the subfield of Gender HCby getting one step closer tmderstanding
successful male and female problsoiving behaviorThe four aspects thate
addresse differently in this studyre (1) arriving atstatisticallysignificant results,
(2) increasinghe sizeand complexityof the dataset, (3Jecreasing the amount of
grouping and (4)differentiating betweei st r adaedi Bsompl.cex behavi
4.1.Arriving at Statistically-Significant Results, Rather Than
Hypotheses

Study 1 resulted in several hypothes#sout male and female feature usage
patternsWe did not run statistical tests, since we wesmalyzingold dataand only
using part of themin Study 2 we followed therecommendtion ofThomas Green, a
psychology researcher, gbing afterstatisticallysignificantresults After having
discussed the possibility of running statistics on the results from Study 1 with
statisticians, we were not a&lo come up with a good way of doing so. We were set

on doing so in Study 2, however.

Many practitioners and researchers fail to create gaba miningmodels
because they do not place enough importance on statistical significance, and therefore
overfit the model to the specific dataset that they have availgidan 2001)
Existing methods guard against thismeasuring how well the model created on part
of the datdthe training setjits a second sdizalidation and/otesting sed). Splitting
the data intanultiple setsincreags the probability that the models developed on the
training dataset generalize toyenewset of dataThis is importanboth when data

mining is usedor data exploration and alsehen it is usedor predictive purposes.

Another common data mining practice is to use sedata miningalgorithms

andto comparethe accuracy of the resultimgodels.We compared and evaluated the
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competing model s06 perlitoharteand classifitkationough t he

matiices

4.2.Increasing the Sizeand Complexity of the Dataset
The more data we use, the richer the resulting models wilhlzair original
data mining study, we only used the Treatment Gparficipantsof the Summer
2005Gender HCI stugl In order toget patternst the right granularityas well as
because of certaspftware and algorithm limitationsjve had to narrow our log file
and questionnaire data down to the events imtterthat they happened, the
participant 06s ¢ e elfeeiicacy was hightohosvy andiwhethertheyp r e s
fixed more orfewerbugs than the median.

Using More Available Data per Study.For theStudy 2 we usedas much of
the contextual data as possible: background questiorarasrees, information
specific to tle task information specific to the spreadsheétformation about the
cellsthat areouched, etc. With richer data, we can take more factors into account,
thereby getting a deeper understanding of female andfatgsthat lead tasuccess

in debuggig spreadsheets

Using more infamation for each participant madt harder to organize the
data in such a way th#te algorithms outpuneaningful results; the data have to be
organized into hierarchies so that the mining algorithms can understandenow th
pieces of data relate to each oth2ata preprocessing stepgrealso more arduous,

sincewe hada muchlarger and more variedataetto clean and standardize.

The software tool thawve selecedto find patternggavedependablenodels
resulting fromthe analysis o$everal tables of varied and interconnected. §dtale
this process was hardatrresulied inlinks between complex behavior and subject

characteristics.
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Gathering Data from Multiple Studies. In addition to using more of the data
that wehad available for each participante also decidedtg et mor e .@dat a p
The data thatve analyzed came froitireeearlierstudies Having more paitipants to
examine increaseihe statistical power ofheresults Furthermoresince these
patternsspan threslightly differentenvironmentsthe resulting findings are that
much stronger than if they would have only occurred ineamaronmentThis
combination of datalso male the data preprocessing steps more invoNéglhadto
find outaboutthe similarities and differences between the three studies andhuose
affected both the data and the resulting pattétfsle oollecting, combining, and
standardizing t& dataveretime-consumingthe richness of the resuitsasworth this
extra effort.

4.3. Decreasing the Amount of Grouping

Input Data Grouping. Due to the data mining algorithms used and because of
the low number of individuals in the target groapcertain amount of grouping of the
datawasrequired. During our sequential pattern analygie grouped participants into
the dichotomous groups of ASuccessful 0 an
they fixed more bugs t hankEftfhiec aneydd amr, fHI
Efficacyo ( dependitaskgeHeffitacystoee wasdighertthanether pr e
median or not)Dividing into more groups or adeling the success variable as
continuous data (between 0 and 100% of bugs fid&thot result in dependable
patterns since we Hdoo little participant data to actually look foinese types of

patterns.

The statisticians thave consulted about how to get statistical significance
recommended keeping the individual the center of attention, rather than immediately

splitting participants up into dichotomous groupkey recommendedom losing the
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person effect, unless we first show that there are roughly no differences between
participants who would get grouped together. For example, instead of using a box plot,
they recommended usingsaatterplot, which also shows the sample size.

In Study 2 increasg the number of participant datédlowed uso keep more
of a continuum omformationfor certain fieldglike selfefficacy) Though some
grouping was still necessamyge varied its amount to see which helpeshbest
understand padii pant s behavior.

4.4.DifferentiatingBet ween n&dnmdcatie@ompsl ex Behay
Marian Petre, a psychology researcher, pointed ouptttgrns only give us

i nfor mat i on a b dahaviori noteheipstateyidd/e dampoamly KN@vo

what a participant s st raboutehgiintensiorsgsuce by ac

as through opeended survey questions or a thmllbud study)However patterns

allow us tonoticemore obscure linkb et ween a par tnd,therpant 6s ba

behavior, and their success at the proksariving task.

With this in mind, and knowing that only one of my datasets has some
i nformation about p awewil dfferentatetbesweenst r at egy
Astrategi es o andthiémapempxamining hoe thessentad r 0 1 n
strategy choices relate to tbemplex behaviorgbatterns thatve find is beyond the
scope of this papeFuture studies shoulte conducted to explofimks between
par t i ci-prachimed&trategek (or expktions for why they take certain

actions)and theirobservedehavioral patterns
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5. (BUSINESS UNDERSTANDING) CONTEXT, OBJECTIVES,
AND SUCCESS CRITERIA

5.1. Data Mining Study Context

A data mining contexs the first step irmajping a generic data mining
proces model to a specialized studyne context of a data mining project can be
thought of as being made up of four parts: (1) the application domain, (2) the data
mining problem type, (3) the technical aspects, and (4) tool ahditpie(Chapman,
et al. 2000) Together, thespartsalso help create a good general overviewhif

study.

5.1.1. Application Domain

We applieddata mining techniques to the domain of Gender HCI. Gender HCI
deals with differences in how males and fersageract with software. In particular,
our data comérom studies conducted with the research spreadsheet environment
Forms/3(Burnett, et al. 2001 which employs the What You See Is What You Test
(WYSIWYT) testing methodologyRothermel, et al. 2001)

5.1.2. Data Mining Problem Types

Various problem types exist in data mining. A data mining study can aim to
solve more than one type of problem. The problem tgpésis study ardoth ones
for finding interesting patterns and associations in theatadéor seeing what factors
combine to predict debugging succesata description and summarization,

segmentationgoncept descriptigrand classification
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Data description and summarizatican be a selftanding data mining
project. However, it is ofin used in combination with other probkras a part of the
data understandindgep of data miningData description and summarizatioonsist of
a thorough exploration of the data, combined with simple descriptive statistical and
visualization techniqueso provide insights into hidden information in the data early
on. The difference amongalculating maximums and minimums, finding statistically
significant connections between backgrotextorsandsuccessand creating models
that predict success basaa background and behavioral characterist&simply the
level at which the data is described and summayriaed)ing from less to more

complex interactions

Segmentatiotypes of studies divide data into subgroups with interesting ties
and similar chracteristics. Isomestudies, the detection of grougasn bethe main
goal of the study. Segmentation is also often a part of a more involved (higher end)
data mining study. It is often used to make data set sizes more manageable. Another
use of segmentian in data mining studies is to come up with more meaningful
models, based on more homogeneous groAgpsvith all statistical analysis
techniques, Wen datasets are big, various factors from different groups can overlap
and counteract each other. lbisen both more meaningful and easier to look for
pattens in interesting segments of the populatiorStudy 2 we usel segmentation to

find interestinghomogeneougroupings of our participants.

Concept descriptiors highly tied to the two aforementied problem types.
While segmentation problems provide classes, concept description provides an
understandable description of each class. Its goal is also to provide a deeper
understanding of relationships within the data, rather than creating dependable
prediction models. Inhis case, the concepfsr classesthat were especially

interesting wersuccessful males and successful females. From the description of
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what factors relate to male success and what factors relate to female success, we can
already make some inferences about what to focus on in the softwareesult will
therefore be a set of guidelines for spreadsheet testing tool design: some coming fro

only females, some only from males, and others from both.

Classificationtype studies are predictive studies. As with concept description,
a set of classes of individuatscreated Classification maps every participant to a
grouping of individualghrough prediction. Unlike with concept description, those
classes do not have to be understood.grbepnames can be arrived through
segmentation. They can also be arriaey discretizing continuous values from
predictive models into class labels. Tia@mues for solving Classification problems
include discriminant analysis, rule induction methods, decision trees, neural networks,

k-nearest neighbors, cabased reaming, and genetic algorithms.

5.1.3. Technical Aspects

Technical aspects are detailathvill be encountered during the development
of the data mining modeind are sprinkled about the sections they pertaiiuoh
details include what to do with missing values, deciding whether or not to keep
outliers in,and other such choiceBetails dout these technical aspeate included

in the sections that they pertain to, throughout the thesis.

5.1.4. Tools and Techniques

In addition tothe usual analysis tools (Excel, Access, arRISs),we used
Mi crosoft 6s andlis ABadysisvSerces(2SAP)data mining
algorithms inthe Business Intelligence Development Studiiee data thatve
collected from the three studies came in the form of Excel files and texwfiiel

were very close to CSV fornt wasadvantageous to migrate from Excebtdatabase
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(Access and SQL Servesince étabase tools facilitate cleaning large amounts of data
and, in the process, also allow for a better understanding of the data.

We used allix of the SSAS data mining algdnins(techniquesjhatapplied
to our type of data to build competing models: association rules, cluster analysis,

neural networks, decision trees, naive bayes, and logistic regression.

5.2. Objectives and Success Criteria
5.2.1. Business Objective

In orderto avoid the situation of findingght answers to the wrong questions,
a researcher first needs to come up with a clear iNgefor the data mining study.

My business objective wao ind relationships betweentatic
(background and seHfficacy scores) behavioral, study
specific, and success Gender HCI data thaéttaken into
consideration will ultimately make spreadsheet software more

genderneutral.

Research questions related to my objective include:

¢ What combinations ditatic, study specifics, and action

characteristicdead to female succeas fixing bug®

e What combinations ditatic, study specifics, and action

characteristicdead to male succesd fixing bug®
e Do unsuccessful females exhibit @mynmorcharacteristic®

e Do unsuccessful males exhibit any commloaracteristic®
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5.2.2. Business Success Criteria

The business objective has been properly ntéeistudy results iany
findingsthat helpusbetter understand the differences in how males and females
successfullyproblemsolve and what differences exist betweentite genders
Finding useful relationships between various behavioral, background, study, and
success variables would mean that the goal has been achibesdresultswill not
have to be new, sincedldatave analy2dhas been previously analyzed in multiple
ways for Gender HQWith the same goal in mind herefore, it would be just as useful
to triangulateby finding patterns that simply verify previous Gender HCI findings
through this different analysis method

In orderto be useful, these findings need to be actionable. This means that, as
Gender HCI researchers, we can generate hypothetical solutions to help make
problemsolving software more gendeeutralbased ontli st udyohe r esul t s

usefulness of these patterns will\eified by Gender HCI researchers.

5.2.3. Data Mining Goal
A data mining goal differs fronts busines®quivalentonly inthe terms used

to describe it.

Thedata mining goal in this study is fond statistical patterns
specific to homogeneous groups that the data will be divided
into through clusteringand othermethodsln other words, the
goal is tofind outwhich combinations ddtatic behavioral, and
task characteristics relate tebuggig succesgor females and

males.
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The outputs for this studgrea set ounderstandableomogeneous groupings
based on several characteristiéssociation rules will also be derived to find out what
factorsare tiedto male and female success.

5.2.4. Dataviining Success Criteria

In order to choose between modelg createdift chartsto determine how
well each model fits a new set of désae Chapter 9While there are no clear cut
of fs for what makes for a fgo &@00%fihahd el 0 v s
better. Since we had two possible outcomes (successful or unsuccessful), a 50% fit
would be achieved by random chance. A 60% fit already means that the model is onto
something. For human datay@% fit is considered a very good performantée
considered models who predicted more th@®o ofthep ar t i ci pant sdé succ:¢
to be satisfactory.

5.3. Rejected Objectives
While this thesisdid not address them, the domain of GenHCI would also

benefit from answers to theo data mining poblem typedelow.

Dependency analysis often followed by predictive types of problems and
acts as a set up for them.@ender HClthe dependency analysis problamuld be
to create a model that ties behavioral events and background information to the
success of both genders in probleaiving tasksUnlike for Concept Description,
models implyhaving acomprehensiblelass for every data poiffor example,
Asuccessful femaleso, Afsuccessful mal es o,

mal es o) .

Predictiontype algorithmsonly differ fromclassification algorithms thatthe
target class is continuous. For example, instead of seeing whether a user will be

successful or unsuccessful, prediction algorithms wouldiffassiser adixing 70%
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of bugs. Time series algorithms are for forecasting prediction problems. The other
types are usually called regression algorithms and employ algorithms such as linear
regression and logistic regression. They afeen used for tasks such as predicting the

expeced revenue of a company.

The Gender HCI domain can be translated into any of these three types of
problems as welWhile these objectives had to be rejeddthis studydue totime
constraintsusing techniques particular to these problemitie futue could further
help us understand just what males and females are doing when they psoblem
and what kind of support would help their efficiency and effectiveness at debugging
spreadsheets.
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Figure 9:These are the six steps of the CRIBM data mining process model and the
subparts and their outputShapter 6 is about understanding the data.

6.1. Criteria for Selecting Studies
Since it is always advantageous to train models on as big a dataset as possible,
we selected several studies that had previously been conducted within the Forms/3

research group and combined their ddwg.criteria in selectinghose studiewere:
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1. They hadat least25 participantgso that the effort needed to combine
datasets did not exceed the reward from having a few additional
participantsyand

2. Their setups and recorded data were similar enough to be contbigied
Gender HCI related patterns

Fourquantitative empirical studigsad beerronductedhat fit the first
criterion(Spring2002Assertions, Winter2004FaultLoc, Summer2005GenderTinkering,
and Summer2006GenderStratei€pring2002Assertionsinfortunately did not
meet the second criterioi lackedany data on the gender of the participants
Fall2006Explanations and Fall2003HighIntensitylnterruptions were studies that met
the second criterion, but not the firbt.addition, there were several studies that did

not meet the second criterion aherefore were eliminated right away.

We built themodelsusingthe following types ofdata thathe three studielsad
in common:questionnair@ata on the participants (including gender, confidence, and
academic data), data about the studlgdt cells were formula cells, which were value
cells,what eventshe participantsould performwhat types of events those were,
etc.), data about their behavior during the study (log files), and data about their success
(how many bugs they found, howamy bugs they fixed, and how wéfley

understood the features).

6.2. Chosen Studies Background

The three chosen studies were:
1. Winter 2004 Fault Localizatio(Ruthruff, Phalgune, et al. 20Q4)
2. Summer 2005 Gender TinkerifBeckwith, Kissinger, et al. 2@&), and

3. Summer 2006 Gender StrategfBgckwith, Grigoreanu, et al. 2007)
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Sincethese studiewereexperimentallysetup to answer different research
guestionsthis section provides an overview the goals othe three studies, their
seup, andtheirresults

6.2.1. Winter 2004 Fault Localization

The datasefrom the Winter 2004 Fault Localization datasetl 54
participants. 24 of those participants were from the Control Group, which contained 9
females and 15 males, and 30 were from the TreatmenipGwhich contained 14

females and 16 males.

Goals The Winter 2004 Fault Localization stu(Ruthruff, Phalgune, et al.
2004)was conducted to get a better understanding of the impact of rewards in the
SurpriseExplainReward methodologylhe participats were divided into two
groups, both of which provided them with the same amount of feature functionality.
One group, however, got more feedback that could be perceived as rewards for using

fault localization techniques than the other group.

Experimental Setup.The researchers first loe#dfor rewards and
punishmentselating to the fault localization deviae the spreadsheet environment
usedThe fault | ocalization device Is a part
(WYSIWYT) testing methodologyRathermel, Burnett, et al., A Methodology for
Testing Spreadsheets 200Ihey then implemented two versions of the environment

with varying amounts of perceivable rewards and punishments.

The features used in this study were also used in the followingestutis
important to understand what some of these features do veameunted thewumber
of times that they showed up in log filasd built mining models using those counts.
When a checkmark is placed, cell borders change colors to show how tested a cell is.

A cell with red borders means that it has not been tested yet. A cell with blue borders
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means that all of its situations have been tested. A purple border means tkdtishe c
somewhere between 0% and 100% tested. At the cost of placing a checkmark on a
cell, a user is thereby provided the visual feedback about the progress made in testing

the spreadsheet, which can be considered a perceived reward.

Forms/3 gives this tésdness progress feedback in three ways. The first is at
the cell level, as already mentioned, by coloring the cell border. This feedback is also
provided at the subxpression level through arrows. When arrows are brought up to
see the relationship betweeells in the spreadshe#te arrows are colored with the
same reepurpleblue color scheme to depict how tested the relationship between those
two cells is. Furthermorgosting a formula breaks the arrow into the number of sub
expressions that the fouta has, to show how tested each-edpression relationship
is. A third testedness progress feedback mechanism is an overall testedness bar that

shows the cumulative percentage of the spreadsheet that has been tested.

Other than allowing the user to ketepck of how much they have tested each
cell, more tangible rewards can also follow: in wanting to make testing progress, a

user might notice that a cell does not return an expected value and might therefore be

buggy.

When a user notices an incorrect value, theycanplaceamx kK i n t he
decision box. Similarly to checkmarks, placingnarks also provide visual feedback
that can be perceived as a reward. When-arai is placedthe interior ofall of the
cellst hat contribute to that cell ds value
(ranging from light to dark). The darker the interior coloring of the cell, the more
likely it is that it contains a bug. The reward here is that the user gets a clearer pictur

of where errors are likely to hide in the spreadsheet.

ce

ge
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There werghreedifferences between the lekgward environment used by one
group and the higheward environment used by the other. (1) The first was to remove
the testedness progress of a cell wihevas found to be potentially buggy. This is
because endser programmers often get confused about the difference between
testing a cell based on a set of input va
Acorrect. 0 Thus, a gdeedbdck nightadnfuse some lisetse s ¢ o n
For the lowreward environment, the testedness feedback was remuaviedoth the
testedness and fault likelihood feedback were left in the t@glard environment. (2)
The first change affected a second change: thiaexpons that are given for cell
borders and arrow testedness. Since how tested the cell was did not actually change
(only the visual feedback did), the explanations that pop up when users hover over the
borders and arrows would still give conflicting dack, when compared to the
colors. Thus, those explanations were removed for thedowvard group. (3) The third
change was that a fault localization bar was added to thehgglwar d gr oup 6 s
environment, similar to the overall spreadsheet testednesBhimkvas so that the
rewards from using checkmarks are not out of balance with the rewards from-using x

marks.

ResultsThe st udyods r es uthdathed ahghererewairth at t he
structure fixed significantly more bugs in the harder of the two giasks (Payroll)
and also had a better comprehension of how the fault localization features worked.
The conclusion of the paper was therefore that it is not sufficient to make features that
work well and to explain how they should be used, but that is@siaiportant to
increase the perceivable rewards of using those features, in order for participants to be

more siccessful at using the features.
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6.2.2. Summer 2005 Gender Tinkering

The Summer 2005 Gender Tinkerisigidyprovided76 participants. 37 of
those participants were from the Control Group, which contained 17 females and 20
males, and 39 were from the Treatment Group, which contained 23 females and 16

males.

Goals The Summer 2005 Gender Tinkering stBgckwith, Kissinger, et al.
2006)was condated based on design changes proposed in an earlier Gender HCI
study. Two environments were compared to look for the effect of the changes on

tinkering behavior and on sedffficacy.

Experimental Setup.As in the Winter 2004 Fault Localization study, the
debugging features present were part of
Test o).

For this study, &igh-support environment (for the treatment group) was
designed based on previous findings and waspeoed to the earlier version of the
environment, which was lowost in terms of tinkering (control group). The treatment
high-support environment had several additions. It includéapte confidence marks,

expandable tooltips, and Help Me Test.

Thecontol group users had two choices of
box: a checkmark or anmark. To place a checkmark, a user had teditk and, to
place an xmark, rightclick. In the highsupport environmeng user had four choices
of marks: a lgh-confidence checkmark, a leeonfidence checkmark, a high
confidence xmark, or a lowconfidence xmark The only difference between a high
and a lowconfidence mark is the transparency of the colored feedback (high

confidence feedback has a much dadteade than loveonfidence)ln this studywe
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grouped low and highconfidence marks together, since higinfidence marks were
not available for one third of the data.

The expandable tooltips are variations on the explanations that come up when
a usethovers over any feature in the environment. In addition to the regular tooltips,
users in the higisupport environment also had the option of expanding the tooltip to
read additional information about that featukéso present in the environment was the
fiHel p Me Testo (HMT) feature. Someti mes
will cover the untested logic in a collection of related formulas, and HMT tries to find
inputs that will lead to coverage of untested logic in the spreadsheet, uporusdrish
can then make testing decisioWghile the users had these features availablegidve
not use either tooltip or HMT data in this studypoltip data was ignored because we
do not trust those data: tooltips pop up all the time and it is impossiditeientiate
between the tooltips that participants wanted to bring up and those that came up just
because of where they left their mouse. We also ignored HMT data becaubkalbnly

of the overall dataset had that feature available to them.

Results.Malesin the lowcost environment tinkereslgnificantlymore than
everyone elselhat environment made it easier to tinker by requiring only one click to
place a mark in the decision boxnKering behavior, in generalyas positive except
for the lowcost mées. The lowcost males did more mindless tinkerisince they did

not take the time to pause and think about the feedback

6.2.3. Summer 2006 Gender Strategies
The Summer 2006 Gender Strategies s{ihckwith, Grigoreanu, et al. 2007)
is a study in progress, though all of the data has been collectedtf@rdvided61

participants: 37 females and 24 males.
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Goals. The goals of this study were to quantitatively and qualitatively go after
the differences in strategies that males amlales employ while problem solving
(debugging spreadsheets, in particular).

Experimental Setup.The main difference in the set up between this study and
the Treatment group from the Summer 2005 Gender Tinkering study is that, in this
study, the cells werlaid out in a grigike pattern to give them an Eatlike
appearance, since particiga were familiar with Excel. Another difference was that
cells were rearranged to remove confounds in cell orders. We looked for several
orders in which users travetsthe spreadsheet: dataflow, western reading order,
column order, description order, and example order. Dataflow order could not overlap
with western reading order, for example, because we then would not know exactly

which of the two they were following.

As in the Summer 2005 study treatment group, users had the choice of placing
either lowconfidence or higitonfidence marks. They also had the opportunity of
using Help Me Test, if they wanted. Arrows, border colors, and cell interior coloring
were as in mvious studies. Tooltips were available to explain all of the features.
Unlike in Summer 2005 treatment group, they were no longer expandable, but only

provided the shortened explanations provided to the Summer 2005 control group.

Another change major chge made in the setup of this study was to the
studydés tutorial. During each session wit
typically lasts about 25 minutes. This tutorial gives participants a chance to learn
about the features and to exploinerm before havingp use them for an actual task.

Usually, we told participantsothwhat the tools are and also how to use tharthis

study, however, we did not want to bias p
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for the strategies that malesdafemales employ to problem solvihis, this time

around, the tutorial was simply a Atour o

Results. There were significant gender differences in the strategies that
successful males and successful females used to debug spreadsheets. While
spreadsheet debugging tools best support users that approach the problem from a
depthfirst dataflow perspective, females rarely used ddipthdataflow strategies.

Both genders used testing as a strategy, but mainly females used code inspection,
either byitself or in conjunction with testing. This study also revealed strategies used

by the participants that are virtually unsupported in spreadsheet environments.
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DATA COLLECTION , INTEGRATION AND STRUCTURING
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Figure 10:These are the six steps of the CRISIM data mining process model and
the subpas and their output&hapter 7 is about understanding and preparing the

data.
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The data used in this study came from the three studies mentioned in Chapter
6. Thischapter is about the lolevel similarities and differences between those three
sets This knowledge helped with accurately integrating them, matt@wgsions about

how tobest applithe mining algorithmsand interprang the resultingnodels

Each studyrovided fourtypes of data(1) log files of the actions that
participants tookvhile working with the software, (2) a set of questionnaire data plus
various calculations resulting from them, (3) spreadsheet characteristics, and (4)
studyspecificdecisimsabout what events got loggethe first dataset is addressed in
Section 1, the second in Section 2, and the third and fourth are addressed in Section 3
of this chapter. For the complete tables that resulted from the coll@ctégration
structuring pocessas well as descriptions and examgtaseach of the variablesge

Appendix A.

Someof the data available from the previous studies were calculations derived
from the raw data (such as totals of bugs fixed and results from scripts counting the
amount of tinkering or how much a certain cell order was follow&d#.collected and
integrated the raw datanly, and redid some of the calculatioimgtwe needed (like

bugs fixed)later in the process.

The data preparation consisted of three steps: ([Bctioigthem (2)
combiningintegratingdatafrom the three studiesind (3) standardizindgnem The
data collection step resulted in 14 tables:Sgare 11 The combination step
consisted of reducing the 14 tableddar (one for each type of data). The
standardizatiostep involved making sure that the valuearny fieldfor one study

were comparable to the values in the séigld for a different study.
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Summer2005Background_local
Summer2005Cells
Summer2005CantrolEvents_local
Summer2005LogFiles_local
Summer2005TreatmentEvents_local
Summer2006Background_local
Summer2006Cells_local

Summer2006Events_local

Summer2006LogFiles_local
Winter2004Cells
Winter2004ControlBackground_local
Winter2004Events_local

Winter2004LogFiles_local

e i O O e O

Winter2004TreatmentBackground_local

Figure 11:All of the data from the different studies, in a format that Access likes on
the table scale. These were later combined into only four tables.

7.1. Log Files Data
7.1.1. Collection
Each subjecincluded in this studhadtwo log filesin the original stud e s 6
directories one for the Gradebook task and one for the Payroll task. The Winter2004
and the Summer2005 studies had a Control and a Treatment gheue.were times
when log files were available for subjects who were not listed in the questionmeire a
background data tables. Thaséhjecté | og fi l es t herefore had

dataset.

7.1.2.Combination

The log file combination consisted of seeing what differences there were in the
structure of the log files between the three studdssthen created an overall
structure that would fit all three studieExamples of differencemmongthe files
included:the addition of low and high ofidence checkmarks andmarksin the

Summer 2005 and Summer 2006 studike addition of keyboard shoutsin the
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~

Summer 2005 stuggnda ddi ng an Aundoo field to the i
was changed to ATO for the Summer 2006 stu

7.1.3. Standardization

Our log files are senmstructured since different fields mean different things,
depending onhe user or system event. Data minaigorithmsneed structured data to
come up with sensible models (i.e. each column heading is the same for all of the rows
in the log files). At least two solutions exist when going from a s#ractured to a
structued dataset(1) to throw away most othe datakeeping onlystructured bitgor
analysis, or (2) spend time structuring the data to take advantage of having more data

available to mine.

In Study 1 we stuck with the first choicéeeping only the eventame for
analysis (as wels a fewextra details from one of the fields, whiale concatenat
to the event name). For example, we have
they can either be editing a formflav€hi ch got changerdimplyo AEdIi t
editingavalugl whi ch got <chan.ge@i miol arEldyi,t WVG&H aeckb
was changetb eitherfi Ch e ¢ k ma rMaa Kaerresttoihe log file information

was ignored

In this studywe chose to take theecond approach, by structuritig log files
in such a way that the fields were the same across all events and across the three
studiesFor the purposes of data mininge also had to add some additional
informationthat was not previously in the log filegich includel the log filethat the
data came fropthe subject ideiftcation number, the task that the user waseon

A S e c o n dand hefline aumbey in the log file.

Some other fields thate added to the records were the status of system

events. Our log files recotevo types of events: System Events and User Evénts.
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example of a system eventdsplayinghow tested the total spreadsheetise

system events are most interesting in terms of their status when a user event is
performed We thereforemoved the system evesnfrom their own records into fields

for the user event¥Ve added a field for each user event that says how tested the
spreadsheet was whérey performed any one event (for example, placing a
checkmark) Similarly, we addedfieldsfor howt he c &dnese st hescecel | 6s f
likelihood, whether the formula is open for that cell, and what time the formula was

opened at

This process resulted in a log file table that contained the same information as
the original log filesbut was now structure&or the analysis of this dateye linked it
to static data about the users (questionnaire answers and performance data per subject)
and taskspecific data (event data and spreadsheet,dait) of whichwe cover in the

next two sections

7.2. Questionnaireand Performance Data
7.2.1. Collection

Thepersubjectquestionnaireand performancdata came from multiple files.
The questionnaire data included: actual data from the questionnaires (e.g. individual
SE scores), calculations based on those answersdtalgpre SE)data coming from
other files (e.g. bugs fixed), calculations made based on data from other files (e.g. total
bugs fixed), and scores resulting from scripts being run (e.g. western reading order
score). In our study directories, these datiathree types of Excel files:

Questionnaire files, BugsFixedFound files, and AllData files.

7.2.2. Combination
For each of the types of datae did two types of combinations: one within

each study and one between studies. This questionnaire and pexderdata were the
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most complex to combine because, even within one study, they came from different

files.

In combining the data from the three separate studiesirghdecisionwas
how to deal with data that was not available for all studies. Forggaone study
hada questionnaire question specific to that study that the others did nairrsvme
studies recorded all of the individual sefficacy scores, while others only recorded
the total In data mining, the more data is available, the be@i@mbining the columns
this waymade usealize thatve could get some of the missing data from other files

savedinth@er i gi nal studiesd6 directories.

Unfortunately,the studies had very littidata recordeth common.Of my
gigantic table of 291 colunsnonly a mere five fields contained data for all three
studies! The big combined set includaeerything from answers to the questionnaires,
to script outputs about tinkeringumber of bugs fixed;ounts of dumb vs. smart
mistakes, comprehension scoriagdfeature usage statisticBhe ones that all three
studies had in commaomere: Participant 1D, Studysender, GPA, andotal Pre Sef

Efficacy.

7.2.3. Standardization

There was littlan commonamongthe three studiés f A | IspreBdsleet 0
files (files that are usually creaté@m the raw datauring the analysis of the data,
which include a diverse set of relevant data). Some of the information that was
mi ssing fr om s o mewaslyingdrouadksiroothés filéds infhat a f i
directory.We looked up both data thate could not do without and data that were
low-hanging fruit.This broughthe total number cdommonfields up to 461n order
to make sure that the values within a columnen@mparable for all three studies

standardized success measure scgresled the spreadshestperienceand
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programmingexperience of thesersandmacke sure that the format of the entries was
the same throughotr all columns

7.3. Forms/3Details: Cell Data and Events
7.3.1. Collection

The cell data and the events data are particuleatbstudyd s sTddsel p
dataareimportant for eliminating confound® thatthey mightgive an everdeeper
understanding of what participants are doifige data collected includenformation
about which cells contained bugs in the beginning of the task for cell data, where cells
werelocated,which were formulas and which were values, and all of the possible

events that participants could have used

7.3.2. Combination

We created a table with all of the events that occurred in any one of the three
studies.The goal of tis events tablevas to list each posdibevent as a systemser
or HMT event The Summer2005i A | | Dat a0 sopntairecadbsthee et f il e
events that were allowed in the other studiedmore The combined table was
therefore the same as Summer 2D@3/e used thesdata towrite scripts that
reorganizd the log files data into a moseructurel datasetWe first moved system
events like spreadsheet testedness, cell testedness, and cékdhidiod from log
file rows into columns. Though system event analysis would be interesiimgkto
after in future studies, waid notpursue this beyonthe data mparation phasi this
study In this study, weanalyzedonly the lines of the log files that were user events
(taking out system events and events |ike
Me Test).

The cell data table contained information akibetayout and formula content

of the cells, as well as data about what order those cells were in on the handouts that
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we gave out (spreadsheet description and sample vaBah)the layout of the
spreadsheet and the order in which cells were listetl@uarious handouts differed
among the studie3.hesedataarealsonow preprocessednd availabldor future
studiesl n t hi s st hedmaidcell datam®rimatienghatyve usedincluded
whether a cell was a value aformulg whatt h e camé wagasdwihmt its 1D
number was.

7.3.3. Standardization

No standardization was needed for either the event or the cell data.
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8. (DATA UNDERSTANDING AND PREPARATION, AND
MODELING ) BUILDING THE COMPETING MODEL S

Business

Understanding

Determine
Business Objectives
Baclkground
Business Objectives
Business Success
Criteria

| Data
Understanding

Collect Initial Data
Initial Data Collection

Report

Describe Data
Data Description Report

Assess Situation
Javentory of Resources

Explore Data
Data Expleratien Report]

Data
Preparation

Data Set
Data Set Description

Select Data
Exclusion

Clean Data
Data Cleaning Report

Modeling I

Evaluation I

Ratienale for Inclhision /|

Regquirements,
Assumptions, and
Constraints

Risks and Contingencias

Terminology

Costs and Benefits

Determine
Data Mining Goals
Data Mining Goals
Data Miming Success
Criteria

Produce Project Plan

Froject Plan

Initial Assessment gf
Tools and Technigues

[ Verify Data Quality
Data Quality Report

Construct Data
Derived Athributes
Generated Records

Integrate Data
Merged Data

Select Modeling

Generate Test Design
Tast Design

Build Model

meter Settings

Modsl Description

Assess Model
Model Assessment

Format Data
Reformatted Data

Revised Pavameter
Setfings

Evaluate Results
Assessment of Data
Mining Results wort,
Business Success
Criteria

Approved Models

Review Process
Review gf Process

Determine Next Steps
List of Passible Actions
Decision

Deployment I‘

Plan Deployment
Deployment Plan

Plan Monitoring and
Maintenance

Monitoring and
Maintenance FPlan

Produce Final Report
Final Report
Final Presentation

Review Project
Experience
Documentation

Figure 12:These are the six steps of the CRISIM data mining process model and
the subpas and their output§ his chapter is about exploring and preparing the data
and then using them to create competing data mining models.
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To reiterateour goal in this Geder HCI study:

Our business objective was to find trustworthy relationships
betweenstatic (gender, GPA, sekfficacy, etc,) behavioral
(event counts)studyspecific (cell characteristics, number of
bugs per task, user events permitted, getapd succes
(percentage of bugs fixe@ender HCI data that, if taken into
consideration, will ultimately make spreadsheet software more

genderneutral.

Research questions relateditar objectivewere

¢ What combinations of background, study specifics, and action
characteristics lead to female succesdixing bug®

e What combinations of background, study specifics, and action

characteristics lead to male succeddixing bug®
e Do unsuccessful females exhibit any common characteristics?
e Do unsuccessful malexhibit any common characteristics?

In order for the algorithms to be able to ansaerresearch questions, they
needed to (1) be able to be used as predictive algorithms and (2) give some kind of
insight about their rationale in predicting success. Tda gfour final model ido see
what combinations of questionnaire data and event counts could predict the number of

bugs fixed.

8.1. OLAP Cubes
We used OLAP cubes to organize the dailte data mining, OLAP cubes are

a business intelligence approachdata reporting and forecasting. Thusthe
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procesf organizing the data this waye also explorethem. The descriptive
statistics resulting from that phase can be found in Appehdix

An Online Analytical Processing (OLAP) culsesimilar to a twedimensional
spreadsheet that has been extended to three or more dime@didlscubes have
dimensiors and measuse2 Eachdimensiorof an OLAP cube is a category by which
all of the data can be viewgsimilar to a heading that might categorize a set of
column or row headingsEach dimension is also broken up into its members. For
example, AGendero is one dimension of our
di mension6és members. Other dimensions in
Subject, WorkbooKthe task, either Gradebook or Payrdlline (line number in the
log files), Time (time that the event was performed, &¢lIName, CelllD, Event, and
EventType A dimension is the descriptive attribute of a measure. Thugasure
(usually numeric) is a set of values, based on an attribute. They are the values that are
being aggregated and analyz&dn exampl e of a measure i s 0
can be counted by line, by gender, by workbook, etc Fi¢pse 13for an example of

a threedimensional OLAP cube.
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Arrow Erased 4 4
Arrows Off 7 6
()
S Arrows On 7 6
= Checkbox Clickec| 27 25
)]
o Edit 33 33 S
. (@]
Hide Formula 46 46 Payroll £
Post Formula S
47 48 Gradebook =
Male Female
Gender

Figure 13:This is a sample thregimensional OLAP cube for Gender HCI data. The
three dimensions are Gender (members: Male and Female), Event Type (mambers
events that the participants can perfoArrow Erased, Arrows Off, etc.), and
Workbook (memberare the two spreadsheet tasksadebook and PayrllThe
measures are event counts, which populate the Eelisexample, in this OLAP cube,
males hadn average of four Arrow Erased events in the Gradebook workbook.

8.2. Modeling Technique

Sincedifferent modeling algorithms are better at predicting some measures
than otherswe ran all of the relevant algorithms on the input data described in the
previous chaptefall nontime seriealgorithms that worked on discretizdédtg.
Thosesix algorithms were: Association Rules, Clustering, Neural Networks, Decision
Trees, NaivdBayesNetworks, and Logistic RegressideeAppendix Dfor the

parameter settingse used for each model.

The way of viewing slices of the OLAP cube is by creating pivot table views

these are a variety of summary tabMy source datdor the mining modelsvas a
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combination of the resulting pivot table view of the OLAP cube that showed event
count per cell type (value or formula) per task (Gradebook or Payroll) per participant,
data from the gustionnaires, and success datse(§igurel4).
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1] TrainQuestionnaireEvents...

Subject

Skudy

Gender

Maijor

MajorType

YearInschool

GPA

C3ExpR.ating
ProfEUPragOrProgExp
SSExpRating

ProfSSExp

TotalPresE

TotalPostSE
StdComprehensionScore
EEBFoundPerc
EBFixedPerc
PRFoundPerc
PRFixedPerc
TotalFoundPerc
TotalFixedPerc

Taskl

PRAr owErased Tokal
PRArrowsOFf Total
PRArrowsOnTokal

PR CheckmarkPlacedTokal
PRUMdoCheckmarkTotal
PRUMdoxMarkTaokal
PRxMarkPlacedTokal
PRCheckboxClicked Tatal
PREditFormula
PREditValue
PRHideFormula

PRHideY alus
PRPostFormula
PRPostyalue
GBArrowErasedTokal
GBArrowsOffTatal
GERArrowsonTokal
GECheckmarkPlacedTatal
GEUndoCheckmnarkTokal
GEUndoxMarkTotal
GExMarkPlacedTokal
GECheckbo:ClickedTotal
GEEditFarmula
GEEditValue
GBHideFormula

GEHidew alue
GBPostFormula
GEPostYalue

Figure 14:Fields from whichcompeting models for predicting success at fixing bugs
werebuilt. Thevariable names should be pretty sidfscriptive. They includstatic
datg counts of eventg GradebooKGB) and Payrol(PR)tasks and success data
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In order for allof the algorithms to be applicablse discretized the
continuous variables (such as GPA) into the maximum number of groupings possible.
Forthe percentage of bugs fixedfter multiple unsuccessful attempts at creating
models that accurately predictedfpgapant success at a low level of granularity (10,
5, and 3 equalkgized bucketsiwvehad t o settle for the categ
and Aunsuccessfulo, split at the median (
buckets, too few cases fell intike different success groupings, which did not give the

model enough examples to dependably train the models.

8.3. Test Design

In order to test the validity of my modelse separated all of the datee had
into two groups: a training set (randomly selected 70% of entries) and a testing set
(randomly selected 30% of entriegYe thenverified the accuracy of the modelising

lift charts and classification matrices to see how well each model prebiagedixed

When decidingonthe percentage of entriesatiocate toeach setwe had to
consider the tradeoff between building a better defined model, based on a bigger
training set, and getting a better evaluation of its performance with a bigger testing set.
Because 191 participants is still a relatively small group for data miningpseswe
had to take the safe route of building the models on a bigger set of data and hoping
that they would be able to accurately predict the smaller sets of predictable values.
Training and testing set size range anywhere from 50/50 (not too cortor@oL0
(fairly common).Since the dataset is small, we could not have a testing set with just
20 total participants, yet we also did not want to build the models on only 100 of our
participantsThis 70/30 split was therefore a reasonable €aikng halfway between

the two extremes
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In terms of the predictive power ofir modek, we wereaiming for the highest
fit possible.Since participants could either be successful or unsuccessful, random
guessing would lead to a 50% fit. With a 60% fit, the maglékely onto something.
Especially vith human data, even a 60% predictive power is gtiaslcommon
practice, however, to consider 70% as a good fit. We aimed for this percemtage

reduce the possibilitthat the results were caused by random chance

8.4. Building the Models

For each of thesix applicablealgorithmsmentioned earliemwe set the key to
be the fSubj ectWesdtRercentpge ofBugs Fixpdatanbe | D) .
APr edi oMei@noredthe @ercentage lodigs fixed in Payroll, bugund in
Payroll, bugs fixed in Gradebook, and bugs found in Gradelsiote thoseould not
be used as input when predicting the overall bugs fixed and bugs thegdyould

havemade the prediction trivial

In addition to those six modelwe also cratedan additional three models
using the clustering algorithrbased on some hypotheses that resulted from earlier
data exploratioriseeFigure 15for all nine of these modelslt seemed that female
success in the number of bugs fixed was highly depemiestatic factors alone (data
from the background and sadfficacy questionnairesyVe also hypothesized that
male success could be derived fairly reasonably from dynamic behavioral data alone.
These hypotheses resulted from an early attempt at minigghe static data (see
Appendix Q. We therefore created one of each of those models: one with only static
data(CABackground@and one with mostly behavioral d4t2A2). In addition to
thosewe also created a model using only those variableditiestr regressionests
found to be related to bugs fixed in a statistically significant mafseer Appendix

B); significant static ones for females and significant dynamic ones for males
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(CAEvents) The reason whye decided to use the clustering algorithm tiogse
additional three models is that this algorittype gives a lot of information about how
it came up with its patterns (unlike algorithms like neural networks and Bayesian

networks) and it also often does a good job of predicting output variables.

The AKeyo, Al nputo, and APredictOnlyo v
models can be seenhilgure 15 These nine models are evaluate@imapter 3o see
which best predictparticipant success at fixing bugs.
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9. (MODELING AND EVALUATION ) RESULTS AND
VALIDATION : THE BEST MODE L FOR PREDICTING BUGS
FIXED

Business

Understanding

Determine
Business Objectives
Baclkground
Business Objectives
Business Success
Criteria

Assess Situation

Inventory of Resources

Regquirements,
Assumptions, and
Constraints

Risks and Confingencias

Terminology

Costs and Benefits

Determine
Data Mining Goals
Data Mining Goals
Data Miming Success
Criteria

Produce Project Plan

Froject Plan

Initial Assessment of
Tools and Technigues

| Data
Understanding

Collect Initial Data
Initial Data Collection

Report

Describe Data
Data Description Report

Explore Data

Data Explovation Report
Verify Data Quality
Data Quality Report

Data
Preparation

Data Set
Data Set Description

Select Data

Rationale for Inchision /|

Exclusion

Clean Data
Data Cleaning Report

Construct Data
Derived Attributes
Generated Recovds

Integrate Data
Merged Data

Format Data
Reformatted Data

Modeling I

Select Modeling
Technique

Modsling Technigue

Modeling Assumptions

Generate Test Design
Test Design

Build Model
Favameter Settings
Models

Modsl Description

|
| Evaluation I

Cri
| Approved Models

Review Process
Review of Process

Determine Next Steps
List of Passible Actions

Assess Model

Modsl Assessment

Revised Pavameter
Settings

Decision

Deployment I‘

Plan Deployment
Deployment Plan

Plan Monitoring and
Maintenance

Monitoring and

Maintenance Flan

Produce Final Report
Final Report
Final Presentation

Review Project
Experience
Documentation

Figurel16: These are the six steps of the CRISIM data mining process model and
the subpas and their output§ his chapter evaluates the performance of the
competing models and further creating an even better model.

One model often outperforms the other msdepredicting a success variable

Occasionally, different models perform better under differing circumstdsaek as
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power in predicting female success vs. power in predicting male sucthissghapter
evaluaesthe nodels to see which best predistgcess at fixinpugsand under what
circumstancethis happens

As mentioned in the previous chapter, the median percentage of bugs fixed for
the overall population was 60%. Any participants who fixed 60% or more of the bugs
were considentedbidguécesaful @t her wi se, the
Thus, wherever fsuccesso or fisuccess at f
means the binary value of fsuccessful o or

percentage of bugs fixed).

9.1. TheBest Models for PredictingSuccess at Fixingdugs

Table 5showshow well each of the modelsré&d for the different population
groups (listed in the columnshhe NB NaiveBayesmodel, the CAEvents cluster
analysis mode(created with the statistically significant attributestaticones that
were significant for the females and eveotintones that were significant for the
males) and the LoR logistic regression model performed best in predaicgesdy
the overallpopulation.All three of these correctly predictahether the participant
wassuccestll or not at fixing buggor 73% of the population, which is a very good
prediction rateThe best models for predictisgiccesdy males were the NN Neural
Network moetl and the CAEvents cluster analysis model. For females, the best model

was the DT Decision Tree model.
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Table 5 Percentage of the target population (column headings) for which each of the
mining models (row headings) correctly predicted success at fixigg.

Overall Males Females
AssociatiorRules Model 46% 36% 53%
Clustering Model (CA) 50% 64% 40%
Neural Networks Model 69% 82% 60%
Clustering Model (CA2) 46% 54% 33%
DecisionTree Model 57% 54% 73%
Naive Bayes Model 73% 64% 60%
Clustering CABackgroundl | 50% 64% 40%
Clustering (CAEvents) 73% 82% 66%
Logistic Regression Model | 73% 73% 60%

Thus,there are five model&ll built on both male and female daprforming
at the top for some populatibBAEvents, DT, NB, LoR, and NN (s@able 5.
While NaiveBayes Logistic Regression, and Neural Network models peréaivery
well in predictingsuccess at fixing bug# is hard to understand the logic that they
used to arrive at their classification rules. Cluster Analysis and Decision drete
other hand, have very clear ways of showing why they classified a particular
participant as either successful or unsuccessful, based on the number of bugs fixed.
Since my goal for this thesis is not only to predict sucae§iging bugs but also ¢
get a better understanding of the factors lded to itfor males and females, these two

models warrant further scrutiny, which we do in the reminder of this chapter.
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9.2. Predicting Bugs Fixed By Females

As was shown iTable 5 the Decision TTee mode(DT) did the besjob of
predicting female success fixing bugs(73%), although itdid only slightly better
than random for male succg$8gl%). Thus, if we want to know what leads to female

success and the lack thereof, the decision tree n®ageéresting to look at.

Decision trees pick the attribute thast explains the bugs fixing success for
the overall populaton whi ch i n t his caslfgureljdsThié PR
model was very simple, witonly one level.flparticipants didoetweer® and13
formula edits in Payrollinclusive), they were very likely to miccessfuht fixing
more bugs than the mediéseeFigure 1§.

Some might think that this model has no explanatory paivisra smple
modeland the ®ry it tells is easy to believe: if participants actually worked on fixing
the bugs without getting lost, then they were successful. We would not want to
discount this model as not being useful, however. This model raises all kinds of
interesting questianthat will further help us design better todghy is this simple
model about edit formulas the model thast predicted bugs fixed for females? Could
software somehow notice unproductive behavior with formula edits in preblem
solving environmentsWhy did this model not work for males® it becausena | e s 6

rangesarehigher or lower®r are other fators more important for males?

Edi
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Total Fixed Perc

Figure 17:The number of formula edifgerformedin Payrollpositivelypredict the
success at fixing bugéd A r e a snomber bflfoemla edits (23) in Payroll
positively predicted auccess at fixing bug¥hough the model was created using all
of the participants, it only performs well in predicting female success at fixing bugs.

PR Edit Formula == 9 and

< 14
e |

PR Edit Formula < 9 or
== 14

Figure 18:Thedarker sections of thearsdepictthe number of participants who fixed

at least 60% of dndhthdighter gestion§ ¢f hears arethes f ul 0)
number of participantwh o f i xed f ewer than 6O0p&treef t he
node This model was run on the inang data. It says that 34 out of the gdrticipants

who editedbetween 9 and 1f®rmulas(inclusive)were successful at fixing bugs

Also, 58 out of the 98 participants who did either fewer than 9 edits or more than 13
editswere unsuccessful at fixingugs

This information aloneorrectypr edi ct ed 73 % of t he f ema
success dixing bugs Before data mining, we had not thought of seeing if there was
anything other than a linear relationship between the number of formulas edited and
the siccess at fixing bug®ata mining helped us find this pattern, which makes sense.

When a patrticipant is faced with a complex task, such as debugging the Payroll
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spreadsheet, editing either too few or too many formulas can be a sign that the user is
lost. When a user is not editing martiey may béhaving a hard time deciding on

what formulas to edit or how to edit thewWhile the minimum number of edits for

fixing all of the bugs in Payroll was four, participants are not often able to fix all of the
formulas correctly their first tryWWhen a user is instead making mdogmula edits, it

may bea sign thathey may béaving a hard time with the syntax or that they are
making many changes without paygsenough to think beforehand.

Result 1: Performing eitler too many or too few edit formulas in complex tasks
negativelypredictedsuccess at fixing buger femaleslt, not feature usage or

background, was the only factor that differentiated the unsuccesstidipantdfrom
the successful oneshisisshom by model A DT predictsfernaeh | cor r e
success at fixing bug&% of the time.

9.3. Predicting Bugs Fixed By Males
The CAEvents cluster analysis model, which had an overall prediction rate of
73%, predicted malsuccess at fixingpugs even moreorrectly (at a rate of 82%).
Clustering algorithms divide the population into several groups that have similar
attributes Figure 19shows what CAEvents looks like. Because of the CAEvents
model 6s transparency and b ecdanodeldoldok per f o

into in order to sewhich attributes led to male success and faikiréxing bugs

As mentioned in the previous chaptee built the CAEvents model as
competing model to the rdel that uses all of the inpugsiodel CA) Since unrehted
input variables weaken the modeise decided to use only variables thet thought
were highly related to success at fixing hufise criterion forfhighly related was
whetherregression analysigsulted in an input variabfgedicing bugs fixed m a

significant manner. From an earlier modelexploration (sedppendix Q, we also
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hypothesized that static data (like background factors aneéféelicy scores) would

matter for females, while dynamic data (such as event counts) would matterdar mal
Weused the same reasoning for picking the
mode| only ignoring those statistically significant input values that were highly

related to other input valuegable 5shows thathis model greatly outperformed

model CA, for the overall population, for males only, and for females.dfigure 20

gives details about the values of each attribotee&ch of these four clusters.

Cluster 3

Cluster 2

Cluster 1

Figure 19 The darker the cluster, the more highly populated it is. The darker the line
between the clusters, the more highly related those two clusters are.
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Attributes Cluster profiles
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Figure 20:This is the distribution of values for each of the variables (in the rows) per
cluster in the CAEvents model (in the columns).
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To determine whether an attribute is of interest in a particular clugter,
compared the cluster distribution of the values for that variable to the overall
distribution.Since this model worked best for the maiesanalyze itonly in terms of
how it predicts male success at fixing bu@duster 1 had a few more males than
females (59% males), Cluster 2 was mostly female (73% females), Cluster 3 had more
males than females (55% male), and Cluster 4 was almost completely male (98%

male).

We willusethece oncept of MAadvanced featureso i
Placing and taking away-Kiarks and performing Arrow Erasedents are
fiadvanced features in our studiefs mentioned in Chapté, X-Marks are available
for users to place in cells for wii¢hey believe the value is wronghile we told the
participants that this feature existed, we did not tell them anything about the meaning
of the feedback they received when performing such an action or how to act on that
feedback.

After bringing up allof the arrows for a cell, a participant can pick arrows off
one by one by performing an Arrow Erased event. This allows them to hide
relationships between cells that they find unimportahts feature is not conducive to
playful tinkering, since it is pfsically a little tricky to pick off the arrow and, once the
arrow is gone, it cannot be easily brought back. Arrow Erased also does not provide
additional feedback or color changes, as the other featur@fiddeature is
especially useful when lookirat a cell with its formula open. Whether the formula is
open or notusing it commits the participant to a choice of which relationships to
pursue(an advanced concept that was not addressed in our tutorials). So while taking
off all of the arrows for a die(which is a different action from Arrow Erased)easy

to do, Arrow Erased can be considered an ackafeature in the environment.
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Cluster 1had 59%males. They weréirly average in terms of GPA, Yesr
School, Preself-Efficacy, ard Edit Value They did, however, have a high usage of
the advanced featured/hile this group learned lot about the features, as shown by
their high Comprehension scorésey had the most unsuccessful participants out of
the four clustersOne possible reason for thiss that their goahay have beeto
learn aboutthe features, rather thanusethem to fixbugs in this new environment.
Learning how to best use new features does mean that they will have less time to fix
bugs. With tasks onlgbouthalf an hour, this behavior could have a negative impact
on their performance. However, this group of people might have turned out to be
successfutiebuggersn the real world, where more time wid be allowed for fixing

bugs.

Cluster 2is 73% femaleThese females hathe lowest selefficacy out of all
of the groupsThere is only a small group of males that ttisster used to predict the
success ofThe clusters also not great at predictirsgiccess, with about half the group
being successful and tla¢her half unsuccessfulvhat this cluster does say is that
therewasa low selfefficacy group of peoplémostly femalewho wereaverage in
terms of all other static factors and in term&dit Values butthatstayedaway from
advancedeatures(Editing values is a necessary part of testiighjle this grouphad
slightly fewer successful participants than clusters 3 and 4, the difference was slight
which means that lack of sedfficacy in combination with lovadvancedeature
usage did not necesgigiiead to fewer bugs fixed, provided that they were still

testing

Cluster 3was the most successful at fixing bugs out of the three grdines.
population is made up mostly of juniors and senadrisoth gendersvith high self

efficacy. While they usd theadvancedeaturesonly slightly, this group hahigh
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feature comprehension scores. Another distinctive characteristic of this group is that
theyhadvery high Edit Value counts.

Finally, thereis Cluster 4 This clusteylike Cluster 2jumps out in terms of
gender differencedt had 98% male seniors with low GPA and average-séitacy.
100% hal less than a 2.73 GRAietmostwere successful at fixing bugsike Cluster
1, this group hdhighadvancedeature usage. What differengatthem from Cluster
1 (which was unsuccessful at fixing bugs) is thaty also had a high number of Edit

Values (testing)

Result 2: For malesan emphasis otestingwasimportant, with both clustertbat
were best at fixing bugdoing the most value é&d. Highadvancedeature usage led
to fewer bugs fixed when value edits wée. Unlike for females, some males with

very low GPA were successful at fixing bugs.

9.4.Improving Prediction of Bugs Fixed ByMales and Females

The CAEvents model was alsaetbne that performed best for predicting the
succesat fixing bugsfor all participants. However, it was much better at predicting
males 6 s 82%)ehansfemale (66%) successNe therefore tried to improve the
model 6s efficiency b ytheomaubervisesCABventsimadelg e : s w
to a supervised modalNe named this model CAPredictBugsFixgeFigure 21and
Figure 23. In order to switch from unsuperviseddiopervisedwe change the
Percentage of Bugs Fixed variablevh i ch had val ues drédm A>=60 %
APredict Onl yo t o #f P rbegdfixaharablewdsmowsalsone ans t h
goingtobeusedittann ng t he model, not | uedictivd or eval

power, as before.

This modificationimproved the powen predictingsuccess at fixingugs

from 73% to 77%Note thatprediction of overall male succesas the same with
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both modelg82%). What increased was tlwerrectprediction offemale® ucsess at
fixing bugs Overall, it rose from 66% to 73% (s€able §.

Overall Males Females
CAEvents 73% 82% 66%
CAPredictBugsFixed| 77% 82% 73%

Table 6 This shows tk percentage of each population grouping (column headings) by
model (row headings). CAEvents wige unsupervised modeind
CAPredictBugsFixedvas the supervisemiodel.

Cluster 4

Cluster 3 Cluster 2

Figure 21 This is e CAPredictBugsFixeanodel Darker clusters have more
members aah thelink between Clusters 2 andagasthe strongest.
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Attributes Cluster profiles

Populatio, ..

Yariables States ize: 139

Cluster 1 Cluster 2 Cluster 3
Size: 60 Size: 31 Size: 26

Cluster 4
Size: 22

=
w

GE &rrow Erased Tatal

9-13
Other

11-21
21-30
<1
30-40
Other

GE Edit Yalue

F
il

mizzing

Gender

32962180188 -
29544536708 -
»= 3708577272
273380754 - 2.
Other

13-24
<13

2437
37 -54
Other

1

GPA
PR. Edit value

PR Unda ¥ Mark Tokal . g
-26
ther

<3
3-8
8-13
13-26
Other

[ T =l R

PR Mark Placed Tatal

Payroll
Gradebook
mizzing

Taskl

=08
Tokal Fixed Perc < 0.6

mizzing

40- 45
37-40
»=45
34.-37
Other

Tokal Pre SE

Figure 22 These are the distribution of values for each of the variables (in the rows)
per cluster in the CAPredictBugsFixed model (in the columns).

Senior
Junior
Graduate
Sophomore
Other

Year In School
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Once again, the clustering model has four groups. This timewes@mostly
female (Clusters 1 and 4) and tweremostly male (Clusters 2 and J)his tells us
that gender is an important factor in finding patterns that led to success at fixing bugs.

Realt 3: The combination of factors thatdeo success at fixing bugs fonales is

U7

different from the combination of factors that led to female success at fixing bugs

Cluster 1was 61% female. They were average in almost every way, except for
one main dference: they used no-Kilarks in Payroll and very few Arrow Erased in
GradebooKi.e. low usage ohdvancedeatures)Yet, the cluster was above average in

terms of success at fixing bugs.

Cluster 4was the other female cluster (100% fematg)ich wasalso above
average in terms of success at fixing bugsese were graduate students with high
GPA and slightly higher se#fficacy than averagénother interesting fact about
these females is that mosere insessionshatstarted with the easier Gradebook task.
They also used feadvancedeatures, though not as few as Cluster 1. They had above

average value edits in Payroll.

Result 4: Both female clustersadvery lowadvancedeature usagand above
average succes$he duster that used fewmoreadvancedeatures did not perform
any better than the group who did nbhis suggests that the availabidvanced
featuresare fairly inconsequential in terms of helping females with their debugging.

Other factors matter more

Cluster 2was a very higladvancedeature usage clustand was mostly male
(81%) This group also performed a lot of edit values. They were all over the place in

terms of GPA, but had very high selfficacyand they had more graduate students
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than Cluser 1 and Cluster.3 hisgroup had the greatest percentage of successful
participants at fixing bugs

Cluster 3was another male group (66% male). This groupheshyfewer edit
values than any other group. They also used fewltaxks than the other rfeagroup
(though more than the female clusters), but more Arrow Erased events than any other
cluster. Most of these participame&re in sessions thatarted with the Payroll task.

They had low seléfficacy going into the first task. IRwere unsuccesshat fixing
bugs.

Result 5: For the two male groupbackground factors like GPA did not seem to
affect either the advanced features they used or their swatc®sag bugs What
really seemed to helthem wagdoinga lot of edit valuegtesting and XxMarks
(advanced testing)

Note thatCluster 3 was 1/3 female and 2/3 males. What characterized this
cluster was a combination of low selfficacy, starting with the Payroll task, and
doing few value edits (despite using advanced testing featades) dl of these
participants being unsuccessfecause 1/3 of the group was female, we do not have
evidence that SE impacted the malesd succ

testing (value edits) was the determining

9.5. Discussionof the Results

What welearned about factors leading to female success at fixing bugs:

e Performing either too many or too few edit formulas in complex tasks

positively predictedhatfew bugswould befixed.

e Different factors led to male success at fixing bugs than female success

at fixing bugs (shown both by the clusters being characterized by a
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specific gender and by different models performing better for the
different genders).

e Females used fewer advanced features than males in general. Also,
these advanced features did seén to help the female cluster who
used it more, since both clusters were above average in terms of bugs

fixed.
What we learned about factors leading to male success at fixing bugs:

e An emphasis on testing through value edits was an important factor that

ledto male success at fixing bugs.

e Unlike for females, some very lIeBPA (<2.73)males were successful
at fixing bugs.(All of the participants with GPA that low were males.

GPA predicted bugs fixed for females, however.)

e X-Marks werepositively related to sicess at bugs fixing, while Arrow

Erased was negatively related to success at bug fixing.

Data mining was useful, since we wereedtd find nonlinear relationshipbat
we had not thought of checking before arelwere also able to fincbmplex
relationdips betweeseveralariables. All three final modelslsomeet both the
business and the data mining objectivestting a73%, 82%, and7% fit is quite

good for human data.
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10. CONCLUSION

This thesis has contributed several new results to the emgexga of Gender

HCI. In this chapter, we situate our new results in the context of other findings in this

area.

First we consider findings relating background factors to debugging success.

So far, we have found the most important background factor $elbefficacy.

Findings related to seé#fficacy include:

Female end users had significantly lower-sdfficacy(a taskspecific form
of confidencethan male¢Beckwith, Burnett and Wiedenbeck, et al.

2005) (Other researchers have reported similar tegul

For femaleslow seltefficacywas predictive of hoveffectivelythey
workedwith problemsolving features available in the softwanalike
males(Beckwith, Burnett and Wiedenbeck, et al. 2008)is finding

generalized to the MS Excel environmé@Beckwith, Inman, et al. 2007)

There was no significant difference in the success of the two genders or in

| earning how the featur es waficakyed, | myg
about their usage of new features was not an accurate assessment of their
problemsolving potential, but rather bame a selfulfilling prophecy

(Beckwith, Burnett and Wiedenbeck, et al. 2008)is finding also

generalized to the MS Excel environmé@Beckwith, Inman, et al. 2007)
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e New evidencebased hypothesiFemales with laver selfefficacy are
likely to struggle longer to use a strategy that is not working well before
moving on to another strategy (Study 1).

Other findinggelate to background factoosher than seléfficacy:

e Unlike for females, some males with very IG&PA were successful at
fixing bugs (Study 2).

e For the male groups, background factors like GPA did not seem to affect
either the advanced features they used or their success at fixing bugs. What
really seemed to help them was doing a lot of edit valuesngg and X
Marks (advanced testing) (Study 2).

Factors that relate to the features available in the environment and how those
features are used by participants were also found to relate to participant success. One
set of these results focuses on whetherparticular featurased was of type familiar

(formula edits)or type unfamiliar

e Females significantly more often agre
would take too longo learn the [untaught featutgBeckwith, Burnett and
Wiedenbeck, et aR005)

e Female end users were significantly slower to try out unfanféaiures,
instead used the Type Familiar feature of formula €8ieskwith, Burnett
and Wiedenbeck, et al. 2009)his finding generalized to the MS Excel

environmenin an analogoutrm (Beckwith, Inman, et al. 2007)

e Females were significantly less likely itatially approachew features
(Beckwith, Burnett and Wiedenbeck, et al. 2005)
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e Even if they tried it once, females were less likely to engage in regular use
of new featureg¢Beckwith, Burnett and Wiedenbeck, et al. 2005)

e Performing either too many or too few edit formulas in complex tasks

negatively predicted suaess at fixing bugs for femal€Study 2).

While participants came in with knowledge about editing formulas, they we
taught several features in a tutorial and were also encouraged to explore using some

untaught features.

¢ New evidencéased hypothesit)nsuccessful males overdo use of arrows
T unlike successful males, successful females, and unsuccessful females
(Studyl).

e Thefemale clusters had very low advanced feature usage. The cluster that
used a few more advanced features did not perform any better than the
group who did not. This suggests that the available advanced features are
fairly inconsequential in termd belping females with their debugging.

Other factors matter more (Study 2).

e Partial evidence: Providing ways to express uncertain or tentative
judgments seems to equalize fematel male usage of testing features
(Beckwith, Gender HCI Issues in Efser Rogramming 2007)

e Partial evidence: Providing female/male video explanations of strategy
hints seems promising in guiding f eme
effective use of the environmef@ubrahmaniyan, et al. 2007)

While some participants stidk the features they know how to use, others

playfully experiment with the new features throughout the: task
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Tinkering (playfully experimenting) with features wadsneby males more
often than femalewhen the environment was conducive to tinkering.
(Beckwith, Kissinger, et al. 2006)

Males werecomfortable with tinkering; in facgome did it to excess
(Beckwith, Kissinger, et al. 2006)

New evidencébased hypothesis: Unsuccessful males have a tendency to
tinker excessively with the features rathggin using the features to
accomplish their task (Study 1).

For females, the amount of tinkering predicted sucdagsfor males,
excessive tinkering hurt the(Beckwith, Kissinger, et al. 2006)

Pauses after any action were predictive of better understanding for both
gendergBeckwith, Kissinger, et al. 2006)

Females paused significantly more than the malegB#idkwith,
Kissinger, et al. 2006)

The use of testinglso mattered, at least to mal&@he most direct measure of

testing in our environmelis value edits.

For males, an emphasis on testing was important, with clusters that were

best at fixing bugs doing the most value edits (Study 2).

For malesyalue edits mattered more than advanesting feature usage.
In fact, high advanced feature usage led to fewer bugs fixealue edits

were few (Study 2).

One last set of results is the overall picture that thiedengs paint: theyhave

shown that different factors lead to male and fersatess at fixing bugé new
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evidencebased hypothesisom Study 1 suggests thidte debugging and testing
strategies that help wi ndsfomanblesiccesshanc c e s s
Study 2 showed thahe combination of factors that led to success at fixing bugs for
maleswas indeedlifferent from the combination of factors that led to fensalecess

at fixing bugsThus,t h e s e sdata mihirg gesudiasidbto the growing body of
evidencehat it s important to take gender differences into account when designing

problemsolving software for end users.
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APPENDIX A. (DATA PREPARATION) DATA TABLES
These are what the tables looked like for my data soweereated several

data source views whiake mined. Those views were created ussognbinations of

subsets of data frothe original tablesn this Appendix

Events Table

Field Name | Description Notes
EventID One number for each event. For faster access.
Event The name of the event perform¢ This is the primary key for this
in a line of a log file. table. Examples of events: arrow
on, celtFL-changed, HMT,
checkmark.
Type The type of theevent. Each type| The three types: User, System,

has characteristics particular to

HMT.

Table 7 Event fields, description, and notes about them.
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Cell Data
Field Name Description Notes
CellName What the cell was named as. | This is the primary key fothis
table. Examples of cell names:
Course_Avg, Quiz2,
DentalinsurancePremium, D3,
G18.
CelllD This is a unique ID for each | Examples of cell IDs:
cell that gets created. Becaus| CELL326842313568,
the Summer2006 study CELL325217624768.
required the cells to be moveq
around, each cell with a
specific ID might hag up to
two different cell names.
OriginalCelllD | Unfortunately, when cells got | The three cells which were
moved around for the recreated instead of being moved
Summer2006 data, three of | CELL336172198238
them got recreated, which CELL336172198241, and
generated a new ID for them.| CELL336172198239.
In this field the ID of those
three cells is the ID that they These three cellsave new formulg
dh had. had th 1 cells that appear only in
‘t’)"ou ave ; a " a " €Y 0Nl summer2006: CELL33617219
een Toc‘l’e o [TEHNIEA = 9307, CELL33617218168, and
recreated. CELL336172198236.
Workbook The forms spreadsheet that th This is either Gradebook or Payrq
participant had to debug. in all cases.
TypeEdit When a user f/(Thetwo types of cells are value

sometimes useful to know
whether the cell is a formula
cell or simply a value.

cells and formula cells. Value cell
contain constants, while formula
cells contain references to other
cells
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WO The Western Reading Order ¢ For the Summer2005 and
the cell in the spreadsheet. If | Winter2004 studies, the cells hav
we list the cells starting from | values between 1 and 19 for
the top left, moving right and | Gradebook and 1 and 24 for
then down a row, continue Payroll. For Summer 2006, the
right, and so on, this is the values for Gradebook range from
place that the cell occupies in| to 22 (because of the three new
this list. formula cells) and also 1 to 24 for,

Payroll.

CO Column Order is a similar One difference here is that two
rating. If the list were now cells shared the same coluimrthe
made starting from the top lefi Payroll spreadsheets used by
first going down, then up and | Winter2004 and Summer2005.
right and down the next There are therefore two cells that
column, this is the location tha placed ¥'in that line. So, the
the particular cell would fall in| values go from 1 to 23 in Payroll
that list. for those two studies.

ShortestDist | This is the shortest distance | The values for shortest distance
between an input celhd the | range from 0 to 3: 0 meaning that
cell that the value is listed for.| this cell is an input cell, 1 meanin
It is a measure of how many | it references an input cell, etc.
levels away the inputs are.

Buggy The Buggyfield tells us The possible entries for this field
whet her or nojlare: TRUE (the cell was buggy)
formula contained a bug at th¢ and FALSE (the cell formula did
beginning of the task. not contain a bug).

Row The row that the cell is in. For Sunmer2005 and Winter2006

there were a total of four rows in
Gradebook and six rows in Payro
In the Summer2006 data, the
values range from 1 to 15 (though
value/formula cells were only in
rows 3, 9, and 15) in Gradebook
and 1 through 18 in Payroll
(though value/formula cells were
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only in rows 3, 8, 13, and 18).

Column The column that the cell is in.| There were 6 columns in
Gradebook and 6 columns in
Payroll for Winter2004 and
Summer2005. The Medicare cell
Payroll was listed as in column 2.
since itshared column 2 with
another cell. For Summer2006,
there were 13 in Gradebook and |
in Payroll.

Input Middle | Is it an input cell, middle, or | Input cells are all of the value cell

Output output cell? (are not dependent on any other

cells). Middle cells & those cells
that both reference another cell a
are also referenced by at least on
other cell. Output cells are those
cells that are not referenced by al
other cells.

Sink1l Does this c¢el |Wedonotknow how to use this
value? (The output cells are th sink data.
sinks.)

Sink2 Does this cell
value?

DescriptionO. | The order in which cells are | Summer2006 did not have a
listed on the description specific description order, though
handout. people following description der

could still be identified
qualitatively.

ExampleO. The order in which cells are | There is no such order for the

listed on the example handoui

Summer2006 study.

Table 8 Cell data fields, descriptions of those fields, and notes about them.
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StaticData
Field Name Description Notes
ID The part i ci Thisisthe primary key:
number. the ID number is unique
to each participant.
Study The study that the data| The data comes from
was collected for. three studies:
Winter2004,
Summer2005, and
Summer1006.
Gender The particiMorF.
gender.
Major The part i c i Popular majors were

Business, Animal
Science, and Forestry.

YearIlnSchool

The partici
college or graduate
school.

Possible values:
Freshman, Sophomore,
Junbpr, Senior, Post
Bac., Graduate.

GPA Parti ci pant Range:2to4.
cumulative grade point
average.

CSExpRating This is a rating of the | The raw data was a set

amount of programming
experience that the
participant has.

of three numbers for the
amount of years that thi
participant programmec
for (in high school,
college, or
professionally). This
number ranged from 0
to 12.
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We gave the participant
a rating based on that
number. The possible
ratings were as follows:
None (0), Some (>0 but
<4), andMany (>=4).

ProgLang The programming This data is not
languages that some | available for
participants used in the| Winter2004 entries.
past. Examples: HTML, VB,

C, T,

ProfEUProgOrProgExp Did the participant state Yes or No.
that they had
professional experience
asan enduser
programmer (HTML,

MatLab, etc.) or actual
programming
experience (C++, Java,
etc.)?
SSExpRating This is a rating of the | The raw data was a set

amount of spreadsheet
experience that the
participant has.

of four numbers for the
amountof spreadsheets
that the participant
created (in high school,
college, professionally,
or for personal use).
This number ranged
from O to 450.

We gave the participant
a rating based on that
number. The possible
ratings were as follows:
Few (<5), Some (=5
but <20), Several (>=2(
but <50), and Many
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(>50).
ProfSSExp? Did the participant statg Yes or No.
that they had
professional experience
in spreadsheet usage?
English? Is English the Yes or No.

participant
language?

NrEnglishYears

If Englishis not the
participant
language, this is the
number of years that
they have spoken

These values range frol
1to 25.

English for.

TotalPreSE The part i ci Thelowesttotal pre
SelfEfficacy before the| self-efficacy score was
first task. 25 and the highest was

50.
TotalPostSE The part i c i Winter2004 records do

SelfEfficacy score after
the second task.

not include this data.

The lowest total post
seltefficacy score was
23 and the highest 50
again.

E15(Curved_Midterm3)Found

Did the participant find
the curved midterm3
bug?

1if Yes, 0 if No.

E15(Curved_Midterm3)Fixed

Did the participant fix
the curved midterm3
bug?

1if Yes, 0 if No.

F15Found

Did the participant find

1if Yes, 0 if No.
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the f15 bug?

This bug was in one of
theadditional cells
introduced during the
Summer2006 study; it i
in neither Summer2005
nor Winter2004.

F15Fixed

Did the participant fix
the f15 bug?

1if Yes, O if No.

This bug was in one of
the additional cells
introduced during the
Summer2006 study; it i
in neither Summer2005

nor Winter2004.
[115(Course_Avg)Found Did the participant find | 1 if Yes, O if No.
the course average bug
[115(Course_Avg)Fixed Did the participant fix | 1 if Yes, O if No.
the course average bug
K9(Quiz_Avg)Found Did the participantind | 1 if Yes, O if No.
the quiz average bug?
K9(Quiz_Avg)Fixed Did the participant fix | 1 if Yes, O if No.
the quiz average bug?
L9(Midterm_Avg)Found Did the participant find | 1 if Yes, O if No.
the midterm average
bug?
L9(Midterm_Avg)Fixed Did thepatrticipant fix | 1 if Yes, O if No.
the midterm average
bug?
M9(Exam_Avg)Found Did the participant find | 1 if Yes, 0 if No.
the exam average bug
M9(Exam_Avg)Fixed Did the participant fix | 1 if Yes, O if No.
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the exam average bug?

GBFound The total numberfo These values range frol
bugs found by the 0 to 6.
participant in the onl
y the Summer2006
Gradebook spreadshee Gradebook spreadshee
contained the sixth bug]
however.
GBFixed The total number of These values range frol

bugs fixed by the
participant in the
Gradeboolspreadsheet

Oto 6.

Only the Summer2006
Gradebook spreadshee
contained the sixth bug]
however.

B8-1(SocSe€l)Found

Did the participant find
the first social security
bug?

1if Yes, O if No.

B8-1(SocSe€l)Fixed

Did the participanfix
the first social security
bug?

1if Yes, 0 if No.

B8-2(SocSe«)Found

Did the participant find
the second social
security bug?

1if Yes, 0 if No.

B8-2(SocSe&)Fixed

Did the participant fix
the second social
security bug?

1if Yes, O if No.

C18(AdjustedGrossPay)Found

Did the participant find
the adjusted gross pay
bug?

1if Yes, 0 if No.

C18(AdjustedGrossPay)Fixed

Did the participant fix
the adjusted gross pay

1if Yes, 0 if No.
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bug?
D3(SingleWithHold)Found Did the participant find | 1 if Yes, O if No.
thesingle withhold bug?
D3(SingleWithHold)Fixed Did the participant fix | 1 if Yes, O if No.
the single withhold bug
E3(MarriedWithhold)Found Did the participant find | 1 if Yes, O if No.
the married withhold
bug?
E3(MarriedWithhold)Fixed Did the participant fix | 1 if Yes, O if No.
the married withhold
bug?
PRFound The total number of Ranges between 0 and
bugs found by the 5.
participant in the
Payroll spreadsheet.
PRFixed The total number of Ranges between 0 and
bugs fixed by the 5.
participant in the
Payrollspreadsheet.
TotalFound The total number of Ranges between 0 and

bugs found by the
participant over both
tasks.

11.

Only the Summer2006
students could have
gotten 11. The others
had a maximum of 10
bugs found or fixed.

In particula, the values
ranged from O to 10 for
the Summer2005 study
from 1 to 11 for the

Summer2006 study, an|
from 3 to 10 for the
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Winter2004 study.

TotalFixed

The total number of
bugs fixed by the
participant over both
tasks.

Ranges between 0 and
11.

Only theSummer2006
students could have
gotten 11. The others
had a maximum of 10
bugs found or fixed.

In particular, the values
ranged from O to 10 for
the Summer2005 study
0 to 11 for the
Summer2006 study, an|
from O to 9 for the
Winter2004 study.

Task1

This isthe first task that
the participant was
given.

Possible values are
Gradebook and Payroll]

Table 9 Static data fields, description, and notes about them.
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Log Files Data

Field Name

Description

Index

This is particular to the database use. An automatically,
generated number thate used as the primary key for the
table. This means that each one of the records had a u
index.

Study

Which study did the log files come from initially:
Winter2004,Summer2005, or Summer20067? This
information was added in by me.

Subject

subj ecit

The participantos
t he same |

These | D6s are
background data table.

Workbook

What workbook were they working on: Gradekaw
Payroll? This information comes directly from the log
files.

Seconds

The time in the log files is saved in the form: hh:mm:ss
We changed it into seconds and subtracted the first tim
from all of them to be able to compare the progress of
different participants, even if they did not start at the sal
time.

CellName

The cell name was taken directly from the log file.

CelllD

The cell ID was taken directly from the log file.

Event

The event is the action performed by the user, this is al
taken directly from the log file. System events, howeve
we took out of the records and stuck them into their ow
field, as we will see in a bit.

PercentTested

This used to be one of the systewents. Whenever a
change was made, this information would come up as |
new record. In order to be able to best analyze how the
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userso events rwedeaideetd stidko
this information in a field. This way, we know what the
spreadsheet seedness was when the participant perforr
certain actions.

CTC

This is the cell testedness for the particular cell that the
user event was performed on. Turning the system ever
into additional fields for each user event becomes ever
more important forases like this one and the cell fault
likelihood. It might be interesting, for example to know
whether a checkmark was placed on a cell that was thg
least tested.

CFC

This i s t-hkelihoodewhdna partituarwset
event was performedontbee | | . Was t he
formula edited, for example? This information was also
taken from the log file, thougle had to write a script to
turn it into a field for all user events.

FormulaStatus

When this particular event was performed, was the
formula for this cell open or closed? This is one of the (
events from the log files, but it needed a bit of massagi
to get this information at any point in time.

OpenAt

I f the status of the for.]
formula opened¥We also masaged data from the log filg
a bit to get this.

CellWO

For the particular cell that is being touched, what does
cell data table say its Western Reading Order (not scot
is?We added this field to make it easy to debug the
Western Reading Order score calculatife used
information from the log files and the cell data table to |
this information.

CellCO

For the particular cell that is being touched, what does
cell data able say its Column Order (not score)\¥@

added this field to make it easy to debug the Column C
score calculationVe used information from the log files
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and the cell data table to get this information.

Buggy In the beginning of the task, did thasll contain a bug?
We used information from the log files and the cell datg
table to get this information.

ShortestDistance What level is that cell on in dataflow ordeéiz used

information from the log files and the cell data table to |
this informaton.

Table 10 Log file data fields, descriptions of those fields, and notes about them.
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APPENDIX B.(DATA UNDERSTANDING) DESCRIPTIVE
STATISTICSAND REGRESSION ANALYSES

The research questiong had in mind while conducting this data exploration
were:

1. What do femalesd and malesd use of t he |

2. What happens when testing features, formula operations, and value operations are
looked at separately?

3. How similar are these feature usage profiles between the two tasks (Glkadeboo
and Payroll)?

4. How does feature usage relate to bugs fixed?

This exploration involved a series of calculations and data visualization
iterations to get a better understanding of successful male and female behavior. In
addition to helping with the undersiding of successful behaviomlculations like

counts of eventby time period alstelpwith the understanding of thdata itself.
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Figure 23: Counts of all events in both workbooks.
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Arrow Arrows |Arrows On Checkhox Clicked Edit Hide Post
Erased Off Formula | Formula
User
Event Type
Workbook All (=]
EventCount Column Labels E]
Row Labels [T F M Grand Total
=User 382.38 405.30 303.30
+ Arrow Erased 731 8.33 7.87
# Arrows Off 15.18 21.40 18.29
H Arrows On 13.72 19.66 16.66
=ICheckbox Clicked 72.12 80.56 76.14
Checkmark Placed 58.84 59.93 59.36
Undo Checkmark 8.58 9.77 9.14
Undo ¥-Mark 249  5.96 a4.47
X-Mark Placed 6.48 10.46 8.54
HEdit 60.88 60.48 60.69
* Hide Formula 108.95 108.80 108.88
+ Post Formula 111.57 111.05 111.32
Grand Total 382.38 405.30 393.30
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Figure 2. Counts of all events iGradebook

Arrow Arrows |Arrows On CheckhoxClicked Edit Hide Post
Erased Off Formula | Formula
User
Event Type
Workbook GRADEBOOK
EventCount Column Labels E]
Row Labels F M Grand Total
= User 160.52 166.01 163.14
+ Arrow Erased 4.47  4.19 4.29
* Arrows Off 6.25 7.12 6.72
+ Arrows On 557 6.7 6.21
= Checkbox Clicked 25.08 27.22 26.10
Checkmark Placed 20,66 20.84 20.75
Undo Checkmark 392 4.34 4.13
Undo ¥-Mark 192 3.00 2.68
¥-Mark Placed 3.57 425 3.93
+ Edit 32.55 32.82 32.68
+ Hide Formula 46.31 A45.65 45.99
+ Post Formula 47.76  46.81 47.31
Grand Total 160.52 166.01 163.14
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All Events In Payroll
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Arrow Arrows |Arrows On Checkbox Clicked Edit Hide Post
Erased Off Formula | Formula
User
Event Type
Waorkbook PAYROLL
EventCount Column Labels E]
Row Labels (=] F M  Grand Total
=User 221.86 239.29 230.16
* Arrow Erased 5.36 6.84 6.11
# Arrows Off 10.72 15.67 13.18
* Arrows On 9.66 14.02 11.80
=ICheckbox Clicked 47.29 53.64 50.31
Checkmark Placed 38.39 39.32 38.83
Undo Checkmark 6.48 7.13 6.79
Undo ¥-Mark 223 473 3.69
K-Mark Placed 4.64 790 6.38
Edit 28.62 27.66 28.16
Hide Formula 62.64 63.15 62.88
Post Formula 63.81 64.24 64.02
Grand Total 221.86 239.20 230.16

Figure 25: Counts of all events in Payroll.
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Figure 26:Graphof eventcountsover time in Gradeboolof malesand Emales.
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Figure 27: Graph of event counts over time in Payroll for males and females.
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Workbook  PAYROLL
Hierarchy (Multiple Items)

Workbook ~ GRADEBOOK

T [Multipleltems} EventCount Column Labels E|

Row Lahels F M Grand Total
EventCount Column Labels [~| =0 26.51 29.27 27.83
Row Labels -7 F M Grand Total | ®'1 26.45 28.56 27.46
=0 4127 4410 a5 P2 30.53 30.91 30.71
w1 33.36 34.48 33.89 3 34.21 32.07 33.19
) 33.78 37.16 35.38 | ¥4 35.97 38.01 36.94
#3 37.13 37.60 37.35 | #3 35.41 39.12 37.20
+4 16.07 17.43 16.69 | *0 32.92 37.14 34.97
Grand Total 160.00 165.87 162.80 |Grand Total 219.64 234.68 226.81

Figure 28: Counts of events @radebook and Payroll by males and females.
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Figure 29: User activity in Gradebook per minute by males and females.
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User Event Activity In Payroll

Average Nr. of Events/Person
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Figure 30: User activity in Payroll per minute by males and females.

Figure 31: User activity in Gradebook in the first two nb@suby males and females.



