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Colloids, particles smaller than ten microns in diameter, are ubiquitous in the subsurface. Colloids 

have an effect on the transport of contaminants that bind to their surfaces, and can reduce the 

permeability of aquifer materials through deposition. Some microorganisms, including pathogens, are 

also transported in the subsurface as colloids. The study of colloid transport behavior is important to 

the improvement of contaminant transport predictions, and thus to the protection of water quality. 

Imaging technologies provide detailed spatial-temporal concentration data not obtainable by 

traditional methods, which rely on the collection and analysis of water samples at discrete locations.  

A quantitative, light-transmission imaging system was developed for the observation of solute and 

colloid transport in a chamber containing porous media. Multi-spectral LEDs and high-quality optical 

filters were used with a sensitive charge-coupled device camera to obtain images of a 47x57cm sand 

pack containing two fluorescent tracersτdisodium fluorescein and red-fluorescent latex colloids. The 

properties of the optical components, and the selection of tracers, were optimized to allow for 

collection of data on three distinct properties of the system in time and spaceτwater content, 

fluorescein concentration, and colloid concentration. An image processing technique was developed 

to normalize collected images and to remove noise. The system was calibrated through comparison of 



processed intensities with known fluorescein and colloid concentrations. Quantification was possible 

over the concentration range 10
-2
 to 10

2
ppm for fluorescein, and 10

-1
 to 10

3
ppm for colloids. This wide 

range of detection and the very low detection limits were made possible by the improvement in the 

signal-to-noise ratio that resulted from system development. 

Experiments were conducted to demonstrate the utility of this method to observe and quantify 

fluorescein and colloid transport. Model predictions compared favorably with collected data over 

multiple data sets, each containing approximately 300 data points. Colloid transport was reasonably fit 

by the advection-dispersion equation using a retardation factor and a first-order deposition coefficient 

to represent colloid interactions with the sand surface.  In some cases, accurate description of colloid 

transport will require a more detailed parameterization of colloid dynamics that was beyond the scope 

of this work. Data presented in this thesis however demonstrate the power of this system to provide 

insight into the fate and transport of fluorescein and colloids in porous media. These insights facilitate 

prevention of groundwater pollution by colloidal contaminants, and contribute to effective design of 

remediation strategies for colloid-contaminated environments. 
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Chapter One: Introduction 

Colloids, particles smaller than ten microns in diameter, are important in groundwater hydrology and 

contaminant transport due to their ubiquitous occurrence in the subsurface [McCarthy and Shevenell, 

1998], their effect on transport of contaminants that bind to their surfaces [Corapcioglu and Jiang, 

1993], and their ability to reduce permeability of aquifer materials through deposition to sediment 

surfaces [Blume et al., 2002].  Many microorganisms including some pathogens are also transported in 

the subsurface as colloids [eg. Pang et al., 2008].  Study of colloid behavior in porous media in a 

laboratory setting facilitates understanding of fundamental principles controlling colloid transport. 

Methodologies used to study solute and colloid transport through porous media are reviewed in 

Chapter Two of this thesis. 

Research on colloid transport has historically focused on column experiments that record 

concentration as a function of time at the column outlet or at a few points along the column length 

[eg. Grolimund et al., 1998].  In recent years, visualization has become an increasingly popular method 

for identifying and quantifying the mechanisms controlling colloid transport [eg. Yoon et al., 2006]. 

Some methods allow microscopic observation of colloid interactions with surfaces over micron length 

scales (i.e. the pore scale) [eg. Auset and Keller, 2006; Li et al., 2006; Wan and Wilson, 1994a].  Other 

methods allow observation of colloid concentrations over centimeter length scales (i.e. the meso 

scale) using x-ray tomography [eg. DiCarlo et al., 2006], MRI [eg. Baumann and Werth, 2005; 

Sherwood et al., 2003], epi-fluorescence [eg. Bridge et al., 2006; Zhang and Wang, 2006], or light-

transmission [eg. Weisbrod et al., 2003b].  These meso-scale systems allow for evaluation of transport 

behaviors that occur as a result of heterogeneities in the media and fluid distribution, which are 

critical for accurately predicting transport at the field scale.   

In the work presented here, the technical precision of a meso-scale light-transmission visualization 

system [Weisbrod et al., 2003b] was improved (Chapter Three) and calibrated (Chapter Four) for use in 
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quantitative solute and colloid transport visualization experiments in saturated porous media (Chapter 

Five).  The goal of this work was to improve the light-transmission visualization system to allow for 

quantification of water content, fluorescein concentrations, and colloid concentrations, and detection 

over a broad range of concentrations for more precise analysis of colloid transport behavior.  The 

capacity of this system to achieve these goals was demonstrated in a series of experiments, where 

one-dimensional and two-dimensional fluorescein and colloid transport were visualized and 

quantified.  
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Chapter Two: Literature Review 

Visualization 

Observation is critical to our understanding of the world. As a sense fundamental to human 

experience, sight can aid researchers in exploration of natural phenomena [Ewing and Horton, 1999b]. 

Observation allows us to relate intuitively to our subject. Scientific visualization is a powerful tool for 

attaining and assimilating information [Ewing and Horton, 1999a; Kuester et al., 2005]. Visualizing 

events occurring in a system of interest allows a more full understanding of collected data [eg. Gao et 

al., 2006]. According to Friendly [2008]Σ ά5ŀǘŀ ŀƴŘ ƛƴŦƻǊƳŀǘƛƻƴ ǾƛǎǳŀƭƛȊŀǘƛƻƴ ƛǎ ŎƻƴŎŜǊƴŜŘ ǿƛǘƘ ǎƘƻǿƛƴƎ 

quantitative and qualitative information, so that a viewer can see patterns, trends or anomalies, 

constancy or variation, in ways that other formsτtext and tablesτŘƻ ƴƻǘ ŀƭƭƻǿΦέ  {ǳǇǇƭŜƳŜƴǘƛƴƎ 

point measurements with images creates a result that is more exact, complete, and compatible with 

the full range of human comprehension styles. Data images also offer increased spatial-temporal 

resolution, where expanded dimensions facilitate the breadth of understanding [eg. Culligan et al., 

2004]. Many disciplines employ the use of a wide number of visualization techniques to address a vast 

array of scientific questions [eg. White et al., 1996].  

Researchers are challenged to report what is happening below the surface, which they can not see 

directly [Werth et al., 2010]. Subsurface hydrology has benefited greatly from the use of advanced 

imaging technologies [Conrad et al., 2002]. Many hydrologic experiments have been conducted where 

high-resolution, quantitative visualization could have significantly aided understanding of targeted 

questions [eg. Bradford and Bettahar, 2006; Cumbie and McKay, 1999; Liu et al., 2002; Silliman et al., 

2001]. Since the late 1970s, the science of subsurface visualization has developed more powerful, 

reliable, creative, and sensitive technologies for monitoring and recording activity otherwise masked 

beneath the surface of the earth [Keller and Auset, 2007]. Prior to the development of sophisticated 

technological capabilities, researchers devised simplified techniques to address questions about the 



5 
 

natural world [eg. Bouma et al., 1977]. Medical science has led the way in developing imaging 

technologies [Reinecke et al., 1998] dating back to the 19
th
 century [Deinert et al., 2004]. Several of 

these techniques have been adapted to hydrologic applications [Hall et al., 1997], thereby opening up 

potential avenues for data collection [Thieme et al., 2003]. This chapter surveys the ways in which 

visualization has been used in subsurface hydrology, and leads to a discussion of the particular 

technique that is used in this work.  

Sub-Disciplines 

 Visualization in subsurface hydrology can offer insight into a range of sub-disciplines. These may be 

grouped as: those that address the soil matrix or solid phase, those that address the mobile phase, 

those related to contamination, those related to other applied fields, and those that address 

mathematical applications. The solid matrix has been addressed by visualization techniques in several 

disciplinary areas. The ways in which solids may be examined using x-ray microtomography have been 

reviewed from the perspective of materials science [Stock, 1999]. In geophysics, tomography [eg. 

Vinegar and Wellington, 1987] and photography [eg. Schincariol, 1989] have been used to evaluate 

multi-phase flow, sandstones have been probed for their transport capacity [eg. Auzerais et al., 1996; 

Spanne et al., 1994], and fractured rock has been analyzed for its flow variation in response to heating 

[Kneafsey and Pruess, 1998]. In soil science, the solid matrix has been imaged for soil properties such 

as bulk density [eg. Petrovic et al., 1982], porosity [Gotz et al., 2002], the surface fractal dimension 

[Dathe et al., 2001],  hydraulic conductivity [Anderson and Bouma, 1973], and the penetration [Tester 

and Morris, 1987] and transmission of light through various materials have been evaluated [Mandoli 

et al., 1990]. Soil physics has utilized visualization to observe many phenomena, including lateral flow 

[Sinai and Dirksen, 2006], tracer transport through structured soils [Nobles et al., 2004], and the 

relationship between hydraulic properties and transport [Kasteel et al., 2000].  
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The mobile phase of the subsurface may be approached from many perspectives. The physics of fluids 

have been studied [eg. Khalili et al., 1998; Khalili et al., 1999; Oates and Harvey, 2006]. Vadose zone 

phenomena such as wetting front instability [eg. Mortensen et al., 2001; Selker et al., 1992c] and air 

flow [Geistlinger et al., 2009; Wong and Wibowo, 2000] have been directly observed. Petroleum 

science has used direct observation techniques [eg. Coles et al., 1998; Kantzas et al., 1992; Wellington 

and Vinegar, 1987]. Soil microbiology has found applications for various observation techniques 

including fluorescence microscopy [eg. Chen and Koopman, 1997; Li et al., 2004; Wan et al., 1994], and 

magnetic resonance imaging (MRI) [eg. Manz et al., 2003; Olson et al., 2004; Potter et al., 1996]. 

Colloid science has used visualization techniques extensively to observe transport behavior [eg. 

Sirivithayapakorn and Keller, 2003a; Smith et al., 2008; Steenhuis et al., 2005; Wan and Wilson, 

1994a]. A review of visualization techniques used in experiments specific to colloid transport has 

previously been prepared [Ochiai et al., 2005]. 

Disciplines concerned with contamination in the subsurface have utilized direct observation to study 

mass transfer processes [eg. Zinn et al., 2004], contaminant transport [eg. Rimmer et al., 1998; Werth 

et al., 2010], and colloid-facilitated contaminant transport [eg. de Jonge et al., 2004a; de Jonge et al., 

2004b]. Processes related to remediation have been analyzed [eg. Chevalier and Petersen, 1999; 

Conrad et al., 2002; Jeong et al., 2000], including those specific to bioremediation [eg. Huang et al., 

2003; Shonnard et al., 1994; Thullner et al., 2002a]. Other disciplines potentially related to subsurface 

hydrology that have utilized visualization include agriculture [eg. Petersen et al., 1997], industry [eg. 

Sederman and Gladden, 2001; Seymour et al., 2004], and chemical engineering [eg. Reinecke et al., 

1998; Sederman et al., 1997]. Studies in mathematics make use of imaging data for modeling [eg. Sun 

et al., 2001], and upscaling [eg. Wan et al., 1996]. 
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Components 

Many groundwater components are targeted by researchers using visualization techniques. 

Characteristics of components may facilitate or impede detection by imaging.  A survey of these 

groundwater components is presented here, and organized as matrix, water, gas, other fluid, 

fractional, organism, and process components.  These are the targets of the visualization experiment, 

and define the way in which researchers design and conduct experiments.  

Matrix components targeted by visualization include porosity [eg. Prado et al., 2009], pore structure 

[eg. Iassonov and Tuller, 2010; Neethirajan and Jayas, 2008; Schena and Favretto, 2007], macropores 

[eg. Booltink and Bouma, 1991; Bouma et al., 1977], fractures [eg. Detwiler et al., 1999],volume 

[Macari et al., 1997], and interfacial area [eg. Culligan et al., 2004; Niemet et al., 2002]. Components 

of the groundwater phase that have been targeted for direct observation include water-conservative 

dye [eg. Aeby et al., 1997; Forrer et al., 2000], and other solutes [eg. Glass et al., 1989a; Zhu et al., 

2007; Zinn et al., 2004].  The gas phase is a subsurface component that has been visualized [eg. Kaiser 

et al., 2000; Mumford et al., 2009b]. Non-aqueous-phase liquids (NAPLs) [eg. Rangel-German and 

Kovscek, 2006; Schincariol, 1989], including Trichloroethylene (TCE) [eg. Ferrand et al., 1986], are 

other fluid components, sometimes present in the subsurface, that have been imaged.  

The colloidal fraction has been targeted in many imaging experiments [eg. Auset et al., 2005; 

Sirivithayapakorn and Keller, 2003a; Smith et al., 2008], some utilizing natural colloidal materials [eg. 

Lenhart and Saiers, 2004].  Microbial organisms have been observed both as colloidal components [eg. 

Sherwood et al., 2003] and as biofilms [eg. Seymour et al., 2004]. Processes such as colorimetric 

reaction [Oates and Harvey, 2006; Vanommen et al., 1988] may also be the target of a visualization 

experiment. This reaction serves as a proxy for observing fluid behavior.  
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Configurations 

The target components enumerated above lend themselves to different techniques, and each 

technique requires a certain physical configuration. Experiments aimed at observing groundwater 

components have been conducted in various configurations and locations, either in situ or ex situ, in 

natural or artificial media, at scales ranging from microscopic to the field scale, and in two or three 

dimensions. Multiple dimensions were implied earlier by Friendly [2008] as a qualification of 

visualization. Techniques such as gamma radiation, which fundamentally generate a 1-D data stream 

[eg. Oostrom et al., 1995], may be extended to multiple dimensions [eg. Dirksen and Huber, 1978; 

Oostrom et al., 1997].  Several methods generate two-dimensional (2D) images [eg. Kechavarzi et al., 

2000; Montemagno and Gray, 1995; Wan et al., 1996]. Also a few methods generate three-

dimensional (3D) data [eg. Kaiser et al., 2000]. These 3D images are often digitally sectioned to reveal 

2D output, which is more amenable to visual interpretation.  

In addition to the configuration of the data, the dimensionality of the subject is important to consider. 

There is discussion [eg. Catania et al., 2008; Reylea, 1982; Simantiraki et al., 2009] regarding the 

reduction of 3D model systems to nominally two dimensions; in this review, systems will be presented 

based on the dimensionality asserted by the authors.  There are many types of these nominally 2D 

systems [eg. Chevalier and Petersen, 1999]. Some researchers have created single-grain-thickness 

models [eg. Ochiai et al., 2010] in an attempt to reduce the third dimension more completely.  In 

regards to data dimensionality, some systems are able to represent 3-D processes with 3D data 

matrices [eg. Huang et al., 2008; Khalili et al., 1998; Sederman et al., 1997]. Others have developed 

tools to take a 2-D image from within a 3-D matrix [Chen and Wada, 1986]. 

Important in visualization is the scale at which the process takes place.  A great deal of work has been 

done at the pore- or micro-scale [eg. Wan et al., 1996]. Imaging these small systems is facilitated by 

microscopy.  Meso- or Darcy-scale systems are on the order of decimeters, and have the capability to 
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visualize processes that involve more complexity and heterogeneities above that found at the pore 

scale.  There are fewer of these meso-scale systems [eg. Zhang and Wang, 2006], due in part to 

challenges involved with imaging and managing larger structures.  There are also visualization 

experiments that have been conducted at the field scale [eg. Petersen et al., 1997], however, imaging 

a natural, large-scale system requires simplification or reduction in resolution. Constructing an 

ŀǊǘƛŦƛŎƛŀƭ άŦƛŜƭŘ ǎŎŀƭŜέ ƳƻŘŜƭ ǊŜǉǳƛǊŜǎ ǾŜǊȅ ƛƴǘŜƴǎƛǾŜ ǇǊŜǇŀǊŀǘƛƻƴΣ ƭƻƴg set-up time, and logistical 

challenges [Schwille, 1988; Selker, 2010]. 

The setting of an experiment is an important piece of the system configuration.  Many imaging 

experiments involving natural media have been conducted on cores [eg. Majdalani et al., 2007; Soltani 

et al., 2010]. Both thin sections [eg. Hangen et al., 2004; Hatano and Booltink, 1992 1698] and cross 

sections [eg. Seyfried and Rao, 1987; Vanderborght et al., 2002b] of cores have also been imaged. 

Some visualization experiments have been conducted on fractures, both natural [eg. Polak et al., 

2003] and artificial [eg. Wan et al., 1996].  Artificial pore networks or micromodels are commonly used 

[eg. Auset and Keller, 2006; Jia et al., 1999] due to their well-defined characteristics, including pore 

structure and chemical surface properties. Transparent Hele-shaw cells have also been used 

extensively for almost 50 years as a simplified proxy for porous media in visualization experiments [eg. 

Oltean et al., 2004; Wooding, 1963]. Many experiments too, especially early soil science 

investigations, have used soil profiles in the field [eg. Ghodrati and Jury, 1990; Petersen et al., 1997].  

Porous media, both natural and artificial, have been packed into a variety of containers for 

visualization. These include thin-slab chambers [eg. Glass et al., 1989c; Schroth et al., 1998b], tanks 

[eg. Konz et al., 2008], flumes [eg. Kechavarzi et al., 2000], columns [eg. Baumann and Werth, 2005] 

and capillary tubes [Ochiai et al., 2005]. Natural media reported in the visualization literature include 

chalk [eg. Polak et al., 2003; Zhu et al., 2007], sandstone [eg. Vinegar and Wellington, 1987], sediment 

[eg. Khalili et al., 1999], shale [eg. Cumbie and McKay, 1999] and soil [eg. Klauth et al., 2007]. Artificial 
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media that have been used include gel [eg. Baumann and Werth, 2005], glass beads [eg. Burns and 

Zhang, 1999; McNeil et al., 2006], idealized sand [Glass et al., 1989c; Schroth et al., 1996], engineered 

transparent soil [eg. Welker et al., 1999], and zeolite [eg. Kaiser et al., 2000]. Some researchers have 

used experimental set ups with a configuration appropriate for visualization, without collecting the 2D 

data [eg. Shonnard et al., 1994]. 

Aim 

Each experiment addresses a hypothesis--and the information being pursued to address the 

hypothesis is referred to here as the experimental aim. This survey of experimental aims is grouped by 

physical quantities, spatial distributions, processes, motion, parameters, and mathematical 

relationships. Examples of physical quantities evaluated through imaging include bulk density [eg. 

Garnier et al., 1998; Petrovic et al., 1982], concentration [eg. Zhang and Wang, 2006], mass [eg. Wang 

et al., 2008], and porosity [eg. Wong and Wibowo, 2000 1814]. Spatial distributions of media features 

observed with visualization techniques include interfacial area [eg. Culligan et al., 2004; Niemet et al., 

2002] and pore structure [eg. Vogel and Roth, 2001]. Fluid phase distributions that have been the aim 

of visualization studies include saturation [eg. DiCarlo et al., 2010], water film configuration [eg. Zevi 

et al., 2005], and dye tracer distribution [eg. Aeby et al., 2001].  Colloid related distributions that have 

been imaged include particle flow paths [eg. Baumann and Werth, 2004], and particle retention [eg. 

Morales et al., 2009]. Microbe-related distributions that have been imaged include bacterial 

distributions [eg. Yarwood et al., 2002], and microhabitats [eg. Thieme et al., 2003]. 

Hydrologic processes that have been the aim of imaging experiments include those related to fluid, 

chemicals, colloids, and microbes. Fluid processes that have been evaluated include mixing [eg. 

Gramling et al., 2002], drainage [von Wandruska and Wineforder, 1986], and displacement [eg. Jawitz 

et al., 1998]. Chemical processes that have been evaluated include solubilization [eg. Jia et al., 1999], 

dissolution [eg. Brusseau et al., 2002], remediation [eg. Conrad et al., 2002], diffusion [eg. Polak et al., 
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2003], and hydrodynamic dispersion [eg. Theodoropoulou et al., 2003]. Colloidal processes that have 

been evaluated include deposition [eg. Amitay-Rosen et al., 2005], release [eg. Sirivithayapakorn and 

Keller, 2003b], and size exclusion [eg. Sirivithayapakorn and Keller, 2003a]. Microbial processes that 

have been evaluated include growth [eg. Seymour et al., 2007], diffusion [Olson et al., 2005], 

denitrification [Istok et al., 2007], methanogenesis [eg. Ye et al., 2009], and biodegradation [eg. Huang 

et al., 2003]. 

Fluid flow in porous media has been evaluated using imaging in experiments specific to lateral flow 

[eg. Sinai and Dirksen, 2006] bypass flow [eg. Nobles et al., 2004], fingered flow [eg. Glass et al., 

1989b], fracture flow [eg. Loggia et al., 2009], funneled flow along a capillary fringe [eg. Walter et al., 

2000], gas flow [eg. Mumford et al., 2009a], multi-phase flow [eg. Kechavarzi et al., 2005], preferential 

flow [DiCarlo et al.], infiltration [eg. Rangel-German and Kovscek, 2006], and imbibition [Weisbrod et 

al., 2003a]. Researchers have observed various types of particle motion, including transport [eg. Oates 

et al., 2005], mobilization [eg. Gao et al., 2006], trajectory [eg. Auset and Keller, 2004], velocity [eg. 

Baumann and Werth, 2005], microbial motility [eg. Sherwood et al., 2003], and migration [eg. Olson et 

al., 2004].  

Colloid transport parameters that have been determined via imaging methods include attachment 

rates [eg. Baumann and Niessner, 2006], collision efficiency [eg. Baumann and Werth, 2005], 

detachment rates [eg. Smith et al., 2008], Derjaguin-Landau-Verwey-Overbeek (DLVO) parameters [eg. 

Bridge et al., 2007], filtration theory parameters [eg. Baumann and Werth, 2004], removal efficiency 

[eg. Crist et al.], and residence time [eg. Auset and Keller, 2004]. Solute flow parameters that have 

been determined via imaging methods include diffusivity [eg. de Jonge et al., 2004b], dispersion 

coefficient [eg. Gaganis et al., 2005], and the solute mixing regime [eg. Aeby et al., 1997].  

Mathematical relationships may be developed via visualization.  Many results from imaging studies 

have been modeled [eg. Kechavarzi et al., 2005; Rockhold et al., 2007] and precision of image data has 
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been addressed [eg. Detwiler et al., 1999].  Hysteretic relationships have been defined using imaging 

[eg. Hoa et al., 1977], as have particle-surface interactions [eg. Wan and Wilson, 1994a] and velocity 

profiles [eg. Gotz et al., 2002]. 

Control Variables 

As in any scientific experiment, visualization of subsurface processes utilizes control variables to 

address hypotheses.  These control variables may be chemical in nature, such as pH [eg. Lenhart and 

Saiers, 2004] or ionic strength [eg. Zevi et al., 2009 1739]. Parameters may be physical, such as 

boundary conditions [eg. Nicholl et al., 1994], heat [eg. Kneafsey and Pruess, 1998; O'Carroll and Sleep, 

2007], or pressure [eg. Sirivithayapakorn and Keller, 2003a].  Controls may be placed on the colloidal 

fraction e.g. colloid type [eg. Wan and Wilson, 1994a], input concentration [eg. Klauth et al., 2007], 

particle size [eg. Sirivithayapakorn and Keller, 2003a], and particle surface characteristics [eg. Chen 

and Flury, 2005; Crist et al., 2005]. The fluid phase may be varied to affect a response as a function of 

flow rate [eg. Wan and Tokunaga, 1997], density or viscosity [eg. Jawitz et al., 1998], saturation level 

[eg. Chen and Flury, 2005], or the transiency of infiltration [eg. Auset et al., 2005; Gao et al., 2006].  

The media may also be controlled by grain size or texture [eg. Crestana et al., 1985], heterogeneity 

[eg. Brusseau et al., 2000], surface chemistry [eg. Johnson et al., 1996], surface roughness [eg. Morales 

et al., 2009], or pore structure [eg. Lanning and Ford, 2002]. This sampling of control variables shows 

the breadth of experimental possibilities even in systems simplified for direct observation.  

Methods 

Methods developed for acquisition of 2D or 3D data include non-imaging techniques, photography, 

gamma ray techniques, X-ray techniques, positron emission techniques, magnetic resonance imaging, 

and optical imaging. There are advantages and challenges with each of these methods, as well as 

resolution and detection limits. Non-imaging visualization techniques include tracings [eg. Jawitz et al., 

1998; Nobles et al., 2004; Schroth et al., 1995], tensiometer arrays [eg. DiCarlo et al., 1999; Hoa et al., 
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1977], fiber optics [eg. Ghodrati, 1999; Ptak and Schmid, 1996], and core stains [eg. Hatano et al., 

1992]. While these techniques may have the potential to generate spatial distributions of data 

regarding subsurface properties, the data they produce is qualitative in nature or lacks resolution.  Still 

photographs [eg. Walter et al., 2000] and analog video [eg. Glass et al., 1989d] have been used for 

direct imaging, yet data lacks quantitative power or requires a digitization step for quantification. 

Gamma ray probes have been used extensively to collect soil property point measurements [eg. 

Barataud et al., 1999; Hopmans and Dane, 1986; Oostrom and Lenhard, 1998]. Gamma probes have 

also been used in transects [eg. Istok et al., 2007] or arrays [eg. Brusseau et al., 2000; Walker et al., 

1998] to yield improved resolution, or in combination with scanning technology that generates data 

with high spatial resolution [eg. Dirksen, 1978; Hsieh et al., 1998].  Computer-assisted tomography (CT) 

is a scanning method that has been used with gamma rays, as well as positron emission [Khalili et al., 

1998] and X-rays, to generate 3D representations of hydrologic properties such as soil water content 

[Hainsworth and Aylmore, 1983]. X-rays have been used with tomography both at the micro/pore 

scale [eg. Clausnitzer and Hopmans, 2000; Li et al., 2006] and the meso/Darcy scale [eg. Chen et al., 

1996; Crestana et al., 1985]. Higher intensity sources such as synchrotrons have improved the 

capability of X-ray techniques [eg. Altman et al., 2005; DiCarlo et al., 2006; Garnier et al., 1998; Liu et 

al., 1993; Wildenschild et al., 2002; 2005].  MRI has also been used to generate 3D representations of 

static [eg. Hall et al., 1997] and dynamic [eg. Chen et al., 2002] hydrologic phenomena at the meso 

scale [Baumann and Werth, 2005] and the pore scale [eg. Ciobanu et al., 2002]. 

When three dimensions and opaque media are not central to the aim of the study, visible light 

(optical) techniques in two dimensions offer an affordable and accessible means of addressing 

scientific questions.  For small systems, microscopy has been extensively utilized to address such 

phenomena as distribution of colloids [eg. Wan and Tokunaga, 2005; Zevi et al., 2005] and dispersion 

of bacteria [eg. Lanning and Ford, 2002].  Charge-coupled device (CCD) cameras have been used 
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without the aid of microscopy to capture processes such as solute dispersion [Theodoropoulou et al., 

2003], oil migration [eg. Loggia et al., 2009], and biodegradation [eg. Huang et al., 2003]. 

Experimental configurations may even allow for a combination of micro and meso scale imaging [eg. 

Yoon et al., 2006]. Some optical imaging systems target fluorescent probes to capitalize on the light-

transmission capacity of translucent media [eg. Yoon et al., 2006]. Fluorescence imaging may be 

conducted using various spectra of light including visible [eg. Crist et al., 2004] and ultra violet (UV) 

[eg. Dunn et al., 2005]. 

The experimental system presented in this thesis is designed primarily to address questions pertaining 

to fluid physics and colloid science, yet the experimental system has potential for application in 

several of the aforementioned areas of subsurface hydrology. The work here targets model colloids 

and conservative dye tracer components of the groundwater system, and has the ability for in situ 

observation in idealized media at the meso scale. Transport behavior of colloids over Darcy scale 

heterogeneities was the aim of this work, and the system developed could be used to collect data to 

demonstrate physical and chemical processes shown to be important at the pore scale and at the field 

scale. Sand texture, pH, ionic strength, and colloid size are control variables that were used in this 

system to address solute and colloid transport response. Fluorescence imaging is used here to detect 

broad concentration ranges of model tracers in porous media, with visible light being used to excite 

tracer dye molecules. This work presents the largest quantitative, multi-spectral, fluorescence imaging 

system with the largest range of detection as compared with all previous studies to date. Evidence of 

this claim is presented in the following section. 

2-D Meso-Scale Optical Systems 

Many 2-dimensional meso-scale systems have been designed that utilize optical methods to collect 

high-resolution data appropriate for image processing and analysis. These systems may be described 

in the context of their technological evolution, the research questions they were used to address, and 
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the parameters that have been used to assert their usefulness. Those systems that are most similar to 

the one developed in this work are presented here with analysis of their features. Specifically 

addressed will be the dimensions of the experimental system, imaging hardware and resolution, 

image processing protocol, and error analysis. As work within a research group evolves and technical 

capabilities improve, the data tend to demonstrate improved resolution, sensitivity, and precision. The 

primary measures of visualization capability are detection limits, signal-to-noise ratio, and resolution. 

When available, these measures will be presented as a means of comparing the capability of our 

system to the work that has come before.  This section will be presented with increasing relevance to 

our system, and will conclude with a comparison of the quantitative power of those systems most 

similar to ours. 

Non-Quantitative 
Quantitative imaging is defined here as the use of digital images to quantify component properties 

(e.g., concentration) across the spatial range of the collected data. Targeted component properties 

vary according to the aim of the experiment. Image processing and calibration to known physical 

values (eg. input concentration) are required to convert image intensities to targeted component 

properties. There are a number of systems that have been developed that lack this quantitative power 

yet offer much of the basic functionality of, and are thus relevant to,  the system described in this 

thesis.  

Optical systems that generated qualitative 2D data include a very early one in Minnesota, where dyed 

blobs of colored non-wetting liquid were imaged in 2 x 2 x15cm glass tubes packed with plastic beads 

[Ng et al., 1978]. At UC Berkeley, a 2D model was constructed to observe the emplacement of 

nonaqueous liquids in the vadose zone [Pantazidou and Sitar, 1993]. Observations were recorded by 

hand tracing. In Vermont, channel structure was imaged in a transparent replica of a natural fracture 

[Brown et al., 1998]. In the Netherlands, a 40 x 40 x 2.5cm tank was packed with silica sand and dyed 
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LNAPL distributions were imaged with a digital camera [Wipfler et al., 2004]. Qualitative image 

contours were compared with those from model simulations. In Germany, a 79 x 14 x 1cm flow tank 

was built and packed with glass beads or sand to visualize the degradation of contaminant plumes by 

microorganisms [Bauer et al., 2008]. The use of resazurin in this system as an indicator of redox 

processes was qualitative [Bauer et al., 2009a; Bauer et al., 2009b].  

In Connecticut, an 86 x 72 x 2.5cm tank was packed with glass beads and illuminated from behind to 

reveal a shadow graph of air flow [Ji et al., 1993]. Camera and video recordings were used to 

qualitatively address air flow as a function of air injection pressure and grain size. A similar tank 

measuring 90 x 90 x 2cm was used in Michigan to image air flow in sand [Peterson et al., 1999]. This 

experiment used a colorimetric reaction to observe the locations and geometry of airflow pathways, 

and results were recorded by photography and acetate tracings. The same system was used to study 

the air-flow geometry during air sparging into fine grained sand [Peterson et al., 2001], and the effect 

of air sparging on toluene reduction [Peterson et al., 2000]. 

In Germany, extensive work was conducted on the qualitative imaging of chlorinated hydrocarbon 

(CHC) transport under a variety of model conditions [Schwille, 1988]. Glass columns (20-40cm i.d., 

100-200cm height) and a large trough (560 x 160 x 28cm) were packed with various grades of sand 

and dyed CHCs were imaged. A lysimeter was made of glass and packed with gravel. It was imaged for 

fluorescein and then CHC transport to compare both infiltration with transport, and results from 

model sand with those from heterogeneous material. CHC infiltration into 70cm-high model fractures 

was imaged, and microscopic visualization in glass beads was also conducted. 

A group at Auburn University visualized the transport of dense leachate plumes in sand [Oostrom et 

al., 1992]. This experiment used three containers ranging in size from 80 x 40 x 5cm to 205 x 100 x 8cm 

packed with glass beads or sand. Photographs of plumes marked by various types of dye were 

interpreted qualitatively in conjunction with gamma radiation measurements of NaI concentrations. 
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Much oŦ hƻǎǘǊƻƳΩǎ ǎǳōǎŜǉǳŜƴǘ ǿƻǊƪ Ƙŀǎ ǳǘƛƭƛȊŜŘ ƎŀƳƳŀ ǊŀŘƛŀǘƛƻƴ ƳŜŀǎǳǊŜƳŜƴǘǎ ŀƴŘ ǎŎŀƴƴƛƴƎ 

techniques [eg.Oostrom et al., 1998], but, a review was later prepared on intermediate-scale 

experiments, that also included optical saturation imaging [Oostrom et al., 2007]. 

Collaboration between groups in New York and Montana resulted in digital imaging of a 12 x 8 x 1cm 

reactor packed with glass beads for detection of biofilm growth and concomitant change in 

hydrodynamics [Sharp et al., 1999]. Image cross sections were analyzed. Digital time lapse images 

were collected of the same sized system, and used fixed diamond elements as a proxy for porous 

media [Sharp et al., 2005]. Natural bioluminescence and dye tracer distributions were qualitatively 

interpreted. 

At Imperial College in London, immiscible displacement of dyed oil phase as a function of media 

heterogeneity was photographed in a 56 x 10 x 0.6cm glass bead model, and diagrams drawn from the 

photographs were presented [Dawe et al., 1992]. Flow variability in glass beads was examined via light 

transmission imaging in 20 x 10 x 0.6cm pack as a function of bead surface wettability [Caruana and 

Dawe, 1996]. Results were again shown diagrammatically. This group also studied these multi-fluid 

processes at the microscale [Dawe et al., 2010].  

Collaboration between researchers in Colorado and Denmark resulted in an observation of dye 

through a 53cm long x 42cm soil monolith [Wildenschild et al., 1994]. Stained soil slices were cut from 

the monolith and digitized for visualization of macropore structure. The Colorado research group then 

used dual gamma spectroscopy to image NAPLs in a large flume [Illangasekare et al., 1995a; 

Illangasekare et al., 1995b], and a very large 2D tank was used for non-visualization experiments 

[Barth et al., 2001a; Barth et al., 2001b]. The Danish contingent used a 100 x 100 x 8cm 

heterogeneously-packed tank with both video and photographic equipment to qualitatively observe 

dye transport through heterogeneous sand [Wildenschild and Jensen, 1999]. X-ray tomography was 

later used [Wildenschild et al., 2002; Wildenschild et al., 2005]. 
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Semi-Quantitative 
This section presents those studies that generated 2D digital data that were processed to quantify 

parameters in one dimension. These studies did not result in arrays that were quantitative across the 

spatial extent of the data. 

In Switzerland, a quantitative imaging system was designed to count microspheres in fluid samples 

[Niehren et al., 1995]. This system was small-scale and did not include porous media, but 

demonstrates the technical imaging capabilities of this group. They reviewed the use of MRI for 

visualization of flow and transport in porous media [Chen et al., 2002], and MRI was used for 

investigation of density-dependent flow [Oswald et al., 2002]. A CCD camera was used to collect 

images of solute transport in 40 x 40cm fracture models [Su and Kinzelbach, 2001]. Solute transport 

over the same fractures were imaged via light-transmission with a CCD camera and images were 

processed to concentration [Lunati et al., 2003]. Related work had been conducted on a 22 x 33cm 

transparent replica of a natural rock fracture, where qualitative images were collected of dyed water 

via light transmission [Su et al., 1999]. And subsequently a study on a natural fracture utilized dyed 

water and a video camera to observe preferential flow [Su et al., 2003]. 

In this large Swiss research group, digital images were collected of microbial growth in 56 x 44 x 1cm 

pack of glass beads using light transmission [Thullner et al., 2002a]. Brilliant Blue FCF dye was used as a 

reference for glucose distribution and qualitative images were collected of water flow and biomass 

distribution. Clogging was also visualized at the pore scale [Thullner et al., 2002b]. A review of flow 

systems used for addressing bioclogging was compiled [Thullner, 2010b], which generated some 

dialogue [Baveye, 2010; Thullner, 2010a]. A 38 x 60 x 0.6cm transparent cell packed with crushed, 

fused silica glass was illuminated from behind, and images were taken of air channels [Kong et al., 

2009] and media response to air injection [Kong et al., 2010b] with a fast camera. The same cell was 
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also packed with spherical glass beads and imaged to see the effect of air injection on grain packing 

[Kong et al., 2010a]. Distributions across the spatial domain were not quantified. 

In Alberta Canada, researchers used halogen light transmission through a 0.3mm-thick glass bead pack 

and a time lapse imaging and image processing technique to study and model diffusion mass transfer 

of miscible oil [Hatiboglu and Babadagli, 2008]. Pixel resolution was not reported. In this study, oil 

saturation and displacement geometry were interpreted qualitatively, while the fractal dimension of 

the displacement front was quantitatively determined by image analysis. These quantitative results 

were compared with model predictions, but error in estimation was not reported. Light transmission 

through a 5 x 5 x 0.3cm media-packed chamber resulted in images used qualitatively to explain results 

from experiments on core samples [Hatiboglu and Babadagli, 2010a; b]. The same quality camera as in 

previous experiments was used, and details on image processing were not provided.  Pore scale 

visualization of gas injection into a fracture was also performed by this group [Er and Babadagli, 2010].  

At Texas A&M, video photography at two scales was used to image air bubble migration in 4cm i.d. 

columns packed with glass beads to a height of 90cm [Roosevelt and Corapcioglu, 1998]. Columns 

were illuminated from behind with a fluorescent light source, and blue dye was used to accentuate 

the contrast between water and air. Image analysis was conducted to quantify bubble migration 

velocity in one dimension; however quantitative mapping of the gas phase was not accomplished for 

the full spatial extent of image data. 

In France, two rough-walled glass plates measuring 30 x 16cm were used to create a 1cm fracture 

aperture through which dyed oil was imaged using a light-transmission technique [Loggia et al., 2009]. 

A 12-bit camera with 0.34mm/pixel resolution was used to measure aperture width and oil saturation, 

but quantitative results were limited to representative dimensionless numbers.  Light transmission 

had also been used at UC Berkeley in an 8 x 7 x 2cm fracture model replicating natural rock to 

qualitatively measure two phase flow [Persoff and Pruess, 1995].  
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In New York, a 17.8 x 12 x 2.9cm cell was packed with quartz sand of different grades and tracer 

transport was observed [Nambi and Powers, 2000; Powers et al., 1998]. These experiments were 

aimed at quantifying NAPL dissolution using effluent analysis, and visual observations aided in their 

interpretation [Nambi and Powers, 2003]. A larger stainless steel tank (112 x 68 x 3cm)with a glass 

front was packed with sand and imaged to reveal the spatial distribution of 0.1mg/L Oil Red-O-dyed 

gasoline and 0.05mg/L fluorescein -dyed ethanol in a simulated spill [McDowell et al., 2003; McDowell 

and Powers, 2003]. Bit depth and pixel resolution of the imaging hardware were not reported. Images 

of the dyed gasoline phase were analyzed to quantify the size and the perimeter of the gasoline pool. 

From these values, LNAPL saturation values were determined, but no 2D mapping of oil saturation was 

produced. 

Dye tracers and digital imaging techniques have been used extensively by a group in the United 

Kingdom (UK) [Mooney et al., 1999; Mooney and Nipattasuk, 2003; Mooney and Morris, 2008; Morris 

and Mooney, 2004]. Images in these experiments were taken of exposed soil profiles illuminated by a 

tungsten lamp; images had a 0.2mm/pixel resolution, but their bit depth was not reported. 

Concentration prediction from image processing was calibrated by destructive sampling [Forrer et al., 

2000]. Images were processed for standardization and thresholding, but homogeneous illumination 

was assumed. Results were used to quantify the average percentage dye cover for each soil type, but 

did not generate quantitative maps of dye across the image domain. A related paper reviewed the 

ways in which researchers had quantified the penetration of light through soil [Tester and Morris, 

1987].  

! ¦{ ƎǊƻǳǇ ǘŜǎǘŜŘ ǘƘŜ ǳǎŜ ƻŦ ŀǊǘƛŦƛŎƛŀƭ ǘǊŀƴǎǇŀǊŜƴǘ άǎƻƛƭέ ƛƴ ǾƛǎǳŀƭƛȊŀtion of flow from a prefabricated 

vertical drain into media packed cylinders [Welker et al., 1999]. The dyed front was mapped by hand. 

In related work, a group in New York state explored the range of transparent media for use in imaging 

experiments [Iskander et al., 2002; Sadek et al., 2002]. The consolidation and permeability of these 
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media were studied using digital image correlation (DIC). The goal was to determine if the 

geotechnical properties of the idealized media were similar to those of natural soils [Liu et al., 2003],. 

The DIC technique was tested for its accuracy in quantifying media deformation [Sadek et al., 2003], 

and an adaptive cross correlation technique was devised to reduce errors associated with DIC [Liu and 

Iskander, 2004]. The same technique was used to evaluate the modeling capacity of the transparent 

media [Liu and Iskander, 2010]. A spatial deformation experiment was run on these transparent media 

using a packed 5 x 15 x 30cm tank [Iskander and Liu, 2010]. The DIC technique was used in an 

experiment where a novel transparent porous medium (Aquabeads--a water absorbing polymer) was 

packed into a 40 x 14.7 x 2.8cm tank; the calibrated system was used to observe multiphase flow [Lo 

et al., 2010]. A fluorometer was used to develop a linear calibration relationship between 

concentration and fluorescence over the red dye and Oil Red-O concentration range 0-0.5g/L and 0-

0.06g/L respectively; fluorescence was then shown to be proportional to image intensity. An 8-bit CCD 

camera was used and the model was illuminated by a fluorescent light source from above at an angle 

normal to the axis of imaging. Pixel resolution was not reported. A black curtain was used to reduce 

light scattering, but optical filters were not used to control light spectra. 2D contour maps were 

presented representing five percentage levels of intensity in processed images, but maps of actual 

predicted dye concentration were not developed. DIC was also used by a group in Illinois to quantify 

localized displacements in a 14 x 8 x 4cm sand packed cell [Finno et al., 1996; Harris et al., 1995; 

Rechenmacher and Finno, 2004].  

In Sweden, after an imaging experiment on dye transport in vertical field sections [Persson et al., 

2001], a comparison was made of the accuracy of dye concentration estimation from various image 

processing techniques [Persson, 2005a]. These techniques were tested on multiple soils in a 10 x 5 x 

2.5cm chamber illuminated at a 45° angle with halogen lamps, and imaged by a 12-bit CCD camera; 

pixel resolution was not reported. A calibration routine was used to generate red-green-blue (RGB) 

values to Vitasyn-Blau AE 85 dye concentration relationship for several soil types over the 



22 
 

concentration range 0-1.5g/L. Exposure time was varied, several methods of image processing were 

compared, and optimized root mean square errors (RMSE) of dye concentration estimates ranged 

from 0.075 ς 0.094g/L across soil types, but no 2D maps of dye concentration were shown. A 100 x 

100 x 0.03cm sand packed Hele-Shaw cell was also used to demonstrate accurate dye tracer prediction 

by image processing and calibration [Persson et al., 2005]. The same illumination and imaging set up 

were used, and here the reported pixel resolution was 0.6 x 0.6mm/pixel. Brilliant Blue dye 

concentrations were calibrated to processed intensity over the dye concentration range 0 ς 1.4g/dm
3
, 

with an overall RMSE of 0.057 g/dm
3
. Concentration maps across the cell were not presented. Surface 

soil moisture of static samples was also determined in this laboratory as a function of soil or sand color 

via image analysis [Persson, 2005b]. 

A group in Greece used a 100 x 120 x 2cm tank to observe dyed NAPL distributions in variably 

saturated sand [Simantiraki et al., 2009]. Quantitative mapping of LNAPL saturations using 0.003% 

Sudan III dye was achieved through image processing and calibration. A calibration relationship was 

developed for each combination of two sand types and two LNAPL types using six levels of LNAPL 

saturation. No camera specifications were reported, but images were processed to hue-saturation-

intensity (HSI) format and intensity values allowed for generation of LANPL movement profiles, where 

color intensity is a linear function of LNAPL saturation. Profiles are mapped directly to LNAPL 

saturation for the final image in each experiment, yet no estimation of error in prediction was made. 

An artificial model aquifer measuring 1400 x 50 x 13cm was built of steel and glass by a group in 

Germany and used to visualize longitudinal mixing [Jose et al., 2004], and vertical transverse mixing in 

quartz sand [Rahman et al., 2005]. Dye tracers illuminated with neon lights through the front glass 

pane were images by a digital camera having a 0.6mm/pixel resolution. Camera bit depth was not 

reported. Efforts were made to limit error from ambient light. Images were geometrically corrected 

and color calibrated to Cochineal Red A dye concentration. A concentration of 0.3g/L dye was used for 
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tracer experiments, and concentration profiles are presented with associated model fit. Concentration 

was not mapped quantitatively, but rather as the ratio of concentration to starting concentration; and 

estimation of error comes only from the theoretical model rather from physical validation. Dispersion 

coefficients were determined from the experiments. 

A group in Canada utilized halogen light transmitted through a 50 x 60 x 1cm chamber packed with 

glass beads to observe DNAPL fingering processes either by a 35-mm camera and then digitized, or by 

a video camera connected directly to a PC [Smith and Zhang, 2001; Zhang and Smith, 2001; Zhang and 

Smith, 2002]. Finger velocities were quantified, but 2D DNAPL saturations were not mapped. Other 

systems were subsequently built in this laboratory to observe gas expansion due to NAPL partitioning. 

One such system having dimensions 10 x 8 x 0.8cm, was packed with silica sand, illuminated with a 

halogen bulb, and imaged with a CCD camera at a resolution of 0.05mm
2
/pixel [Mumford et al., 

2009a]. Critical gas cluster length was quantified, but 2D quantitative maps were not presented. Two 

other flow cells were built with dimensions 68 x 59 x 1cm [Mumford et al., 2009b] and 62 x 44 x 1cm 

[Mumford et al., 2010].  These cells both were packed with layers of glass beads and silica sand, 

illuminated from behind by a fluorescent light bank, and imaged with two CCD cameras--one at the 

pore scale and one at the macro scale, with resolutions of 0.023 and 0.2mm
2
/pixel respectively. Bit 

depth of these cameras was not reported. Images were collected of the depth-averaged gas 

saturation. Image processing converted RGB values to grayscale, removed the background image, and 

corrected for image alignment, but no attempt was made to generate quantitative 2D maps of 

saturation [Mumford et al., 2009b].  

A multi-national team used a fluorescent black light imaging system to quantify leaching of pyranine 

dye in a 19.6 x 7.1 x 1cm soil monolith [Duwig et al., 2008]. This 12-bit camera had a resolution of 

0.25mm
2
/pixel and dye concentration was calibrated from 5 to 40g/L.  The imaged surfaces were soil 

profiles or cores section faces, and thus dynamic flow behavior was not able to be observed. Several 
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members of this group used some of these image processing techniques to evaluate the relationship 

between soil structure and water tracer transport parameters [Prado et al., 2009].  

In Quebec , Canada, an image processing technique was developed to determine chemical 

concentration in a 15cm i.d. x 61cm length glass bead packed cylinder [Dong and Selvadurai, 2006]. 

Concentration of sodium chloride acid red dye at the surface of the column was determined from 

images of reflected light. The starting concentration was 1g/L, and image processing utilized a 

calibration curve over the range 0 ς 1g/L. Error analysis was not conducted. 

Quantitative, Non-Fluorescent 
The use of fluorescent tracers in scientific visualization creates a particular set of challenges and 

advantages [Persson, 2005a]. Non-fluorescence imaging experiments resulting in quantitative data 

arrays will be presented in this section. The range of targets is broad, as are the range of imaging 

geometries. Those systems using light-transmission will be grouped together due to their closer 

relevance to the system described in this thesis. Studies will be drawn from this section as deemed 

appropriate for the comparison of quantitative power presented in Table 2.1. Qualitative studies will 

be included in this section wheǊŜ ǘƘŜȅ ƘŀǾŜ ǇƭŀȅŜŘ ŀ ǊƻƭŜ ƛƴ ŀ ǊŜǎŜŀǊŎƘ ƎǊƻǳǇΩǎ ŘŜǾŜƭƻǇƳŜƴǘ ƻŦ 

quantitative systems.  

A large group in Switzerland developed a technique used for many experiments over a seven year 

period. Photographs were collected of dye mixing in sections of an 80cm length x 12cm i.d. column 

[Aeby et al., 1997]. These color and near-infrared images were of a static condition post-mixing and 

were processed and calibrated to dye concentration. Dissertations were written in this group 

describing imaging of fluorescent tracers in field soils [Aeby, 1998; Forrer, 1997]. Several quantitative 

imaging experiments on tracer transport through soil profiles [Aeby et al., 2001; Forrer et al., 1999; 

Forrer et al., 2000] soil monoliths [Albrecht et al., 2003; Stadler et al., 2000] and soil sections 

[Vanderborght et al., 2002a; Vanderborght et al., 2002b; Weiler and Fluhler, 2004] were conducted. 
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Some of these studies utilized optical filters for control of light spectra, and profiles of relative dye 

concentration with depth were presented [Aeby et al., 2001]. A related group in Germany developed 

an image processing protocol for the determination of colloid concentrations in column sections 

[Klauth et al., 2007]. 

A sand tank was constructed by the Swiss group to compare laboratory results to field observations 

[Ursino et al., 2001a]. The tank was 75 x 40 x 5cm, packed with a random layering of three textures of 

sand, and illuminated by a xenon lamp. CCD images with a resolution of 225pixels/cm
2
 and collected 

using an emission filter were processed to concentration, and spatial moments of tracer plume were 

calculated. Tracer dispersion was also addressed in this system [Ursino et al., 2001b]. Image analysis 

was improved for this system to correct for non-homogeneous illumination from the 45° incident light, 

and high-resolution maps of material distribution were generated [Gimmi and Ursino, 2004]. The 16-

bit images were processed using segmentation to account for different sand textures, corrected for 

inhomogeneity of illumination and reflection, and filtered to extract color features and reduce noise. 

Calibration was conducted on 25 areas of the sand tank, and fractional comparisons were made 

between estimated and designed material distributions.  

This Swiss system was also used to classify soil attributes [Ursino and Gimmi, 2004] and to observe 

solute mixing [Rossi et al., 2007]. In the solute mixing experiment, 0.5g/L Acid Yellow fluorescent dye 

was applied as a point source, the dye was excited by optically filtered light from a xenon lamp, and 

filtered light images were collected of dye emission by the 16-bit CCD camera. Images had a pixel 

resolution of 0.004cm
2
/pixel, and were processed to dye concentration from intensity using a power 

law relationship, and by correcting for nonuniform illumination and optical spatial variations. The 

method of moments was used to track plume evolution. Concentration maps were not presented and 

mass balance was not conducted as a means of estimation validation. These solute dilution results 

were also modeled [Rossi et al., 2008]. The PI from the above efforts was also involved in imaging 
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experiments addressing the effect of water saturation on radiative transfer [Banninger et al., 2005] 

and tracer fluorescence [Banninger et al., 2006] in a 6 x 6cm flow cell of varying thickness using a 

beam tracing model [Banninger, 2004].  

Before joining a group ƛƴ hƴǘŀǊƛƻ /ŀƴŀŘŀΣ hΩ/ŀǊǊƻƭƭ [2004] imaged perchloroethylene (PCE) infiltration 

into silica sand using a digital camera. The study was not quantitative and images captured oil present 

only on the imaging surface of the 31 x 38 x 1.7cm sand pack. Later a quantitative light-transmission 

imaging system was developed using a 55 x 45 x 1.3cm chamber packed with silica sand, a CCD 

camera, an emission filter on the camera lens, and an image processing protocol. Bit depth and pixel 

resolution of the camera were not provided. This system was used to study NAPL displacement 

[O'Carroll and Sleep, 2007] and flow alteration resulting from biofilm growth [Ye et al., 2009]. In the 

NAPL study, the NAPL was dyed with Sudan III, and images were processed to NAPL saturation using a 

normalized light intensity correlation [Niemet and Selker, 2001] adapted to a multiphase system. A 

calibration curve relating NAPL concentration to image intensity was generated for the system, but 

details of the concentration range utilized were not presented. The accuracy of NAPL saturations at 

each pixel could not be quantified. In the biofilm study, gas formation, migration and distribution were 

observed. Water saturation was estimated through correlation to normalized light intensity [Niemet 

and Selker, 2001], and 2D quantitative maps of liquid saturation across the spatial domain were 

presented at multiple time steps, yet validation of the image based estimates was not addressed. 

Tracer tests using Rhodamine WT (RWT) and fluoride were also conducted in this study, but dye 

concentrations were not quantified. 

A group at Auburn University packed chambers (each slightly different dimensions, but roughly 50 x 30 

x 2cm) with glass beads and used a digital camera to image salt water intrusion [Goswami and 

Clement, 2007], nanoparticle transport [Kanel et al., 2008], and fluid mixing [Abarca and Clement, 

2009]. This group also developed an error estimation technique for measurements obtained from 
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image analysis [Goswami et al., 2009]. This effort included a simulation component as well as an 

experimental component conducted in a 23 x 20 x 1.2cm glass bead packed chamber, and imaged by 

an 8-bit CCD camera with a 0.027mm
2
/pixel resolution. Red dye solutions with concentration ranging 

from 0.1 - 5mL/L were illuminated from behind with a fluorescent light source and imaged to generate 

a calibration relationship between concentration and image intensity. Images were processed by 

cropping and using a median filter. Calibration was possible only at concentrations less than 4mg/L 

due to limits of the imaging system sensitivity. A power-law function was determined to best fit the 

calibration curve, and quantitative maps of dye distribution were presented. Error in concentration 

was estimated through an image analysis approach. This analysis was broken into error caused by the 

calibration relationship and error caused by noise, and a relationship to concentration was presented 

for each. The total fractional error with respect to concentration determined by this method ranged 

between 15 ς 30%. Error estimation determined by mass balance ranged between 1.2 ς 10.2%. It is 

therefore asserted that use of mass balance for error estimation may under-represent actual error, 

and image analysis estimates should be used.  

A group based at Massachusetts Institute of Technology used a light-transmission technique with 

image processing and calibration to quantify a number of processes in three different chambers.  A 36 

x 5.5 x 1.8cm chamber packed with cryolite sand was used to generate reactive transport data for 

comparison with model predictions [Gramling et al., 2002]. Reactive microbial transport in a 30 x 6 x 

1.9cm chamber packed with the same type of media was compared to a conceptual model [Oates et 

al., 2005]. A 40 x 20 x 0.6cm chamber was packed with glass beads and imaged with a 14-bit camera to 

visualize and quantify solute transport and mass transfer [Zinn et al., 2004], and fluid mixing as 

detected by a colorimetric reaction [Oates and Harvey, 2006]. Pore scale visualization was also 

conducted by this group [eg. Yoon et al., 2006]. The solute transport and mass transfer study [Zinn et 

al., 2004] utilized a fluorescent light source behind the chamber, and an optical filter on the camera 

which had a resolution of ~0.16mm
2
/pixel to image a starting concentration of 30mg/L FD&C Blue 1 



28 
 

dye as it was flushed from the chamber down to a lower detection limit of ~0.3mg/L. Images were 

processed to relative concentration maps, but calibration and error estimates were not conducted.  

The colorimetric reaction study [Oates and Harvey, 2006] imaged color change as a result of fluid 

mixing with a resolution of ~0.1mm
2
/pixel. Tiron and molybdate were the mixing species, and diffuse 

white light was transmitted through the medium. Images were processed to normalized absorbance, 

and those values were then converted to concentration via a calibration curve generated for the range 

0.05 ς 0.0375M (Tiron + Molybdate). Mass balance comparing image-predicted to known injected 

mass showed less than 3% error in prediction. Presented maps of fluid mixing across the spatial 

domain were quantified as a fraction of the maximum value, but not to actual concentration. Product 

absorbances were recorded with a dynamic range over more than 1.5 orders of magnitude. 

In Alberta, Canada, Schincariol [1989] pioneered much of the meso-scale visualization techniques in 

use today. This thesis project developed a photographic imaging system to observe DNAPL migration 

in a 117 x 71 x 5cm tank packed with glass beads. The same system was used to address variable 

density flow and mixing [Schincariol and Schwartz, 1990]. Some images from this experiment were 

used to develop an image processing technique [Schincariol et al., 1993]. The technique was tested on 

an additional data set collected in Ohio using the original flow tank. Optical density of reflected light 

versus dye concentration curves were generated over the range 0-500mg/L for five different grain 

sizes of porous media. The image processing technique was later improved in Ontario to 

systematically address varying porous media properties or lighting conditions [McNeil et al., 2006]. 

A similar flow tank was built in Ontario Canada measuring 150 x 120 x 6cm and imaged on color slide 

film [Vangeel and Sykes, 1994]. The slides were digitized and processed to obtain LNAPL saturations. A 

tank similar to that of Schincariol et al. [1990] was also built in Ohio [Swartz, 1993], packed with glass 

beads, and imaged with time lapse photography. Images of the 183 x 61 x 10cm tank were digitized 

and processed to evaluate mixing and instability development in variable-density systems [Swartz and 
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Schwartz, 1998]. The results of these experiments were later modeled [Ibaraki et al., 2000]. This tank 

and method were also used to image tracer plumes in layered glass beads of varying permeability [Yu 

and Schwartz, 1999]. Processed images and calibration allowed for mapping of tracer concentration 

distributions. The same digital monitoring approach was used to observe potassium permanganate 

concentration in test tubes [Seol et al., 2001] and tracer transport through a transparent fracture 

network [Kim et al., 2006]. 

The tracer plume study [Yu and Schwartz, 1999] imaged Rhodmine dye through the glass wall of the 

tank and processed images using a calibration curve generated over the range 2 ς 97mg/L. Though 

Rhodamine does fluoresce, it was used in these experiments at high concentrations without the use of 

optical filter, and thus it will be categorized with the non-fluorescence experiments. The photographic 

negatives were digitized to 8-bits with a resolution of 200dpi. The relationship between optical density 

and pixel value was fitted with a second-order polynomial function, and optical density was related to 

dye concentration by a third-order polynomial function. Maps of dye plumes were presented as 

normalized concentration between 0 ς 1, and no error analysis was reported. 

In the UK, photographs were collected of dye flow patterns through ballotini glass beads in a 15 x 19 x 

1cm flow cell in response to temperature differentials [Menand et al., 2003]. These images were 

interpreted qualitatively. A 34 x 15 x 1cm pack of glass beads was illuminated from behind with a 

projector and imaged and images were used to quantify the location of the fluid interface between 

two mixing fluids [Menand and Woods, 2005]. Images in this study had a resolution of 7pixels/mm (bit 

depth was not reported), and were processed to red dye concentration, which was calibrated by a 

linear relationship over the range 0.1 to 0.5g/L with a maximum error of 5%. Another experiment used 

a 10 x 60 x 1cm cell packed with ballotini and saturated with saline solution [Verdon and Woods, 

2007]. Images were collected of this cell as dyed fresh water was injected and flow proceeded 
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horizontally. Images were not processed, but image data on reaction front depth as a function of time 

were used to validate the proposed gravity-driven flow model. 

A group in Germany designed an imaging system for a 40 x 45 x 1.2cm tank packed with glass beads 

and illuminated by an array of light-emitting diodes (LEDs), where two CCD cameras were utilized to 

capture gas flow phenomena at two spatial scales [Geistlinger et al., 2006]. Gas flow was further 

observed by oblique light reflection in this system [Geistlinger et al., 2009; Lazik et al., 2008] with 12-

bit CCD resolution of 0.48mm/pixel and 12.7µm/pixel for the overview and detail cameras 

respectively. Optical gas saturation was calibrated to the gravimetrical value by creating a linear 

relationship between the two. The fit of this line to the data on a plot of optical estimation vs. 

gravimetric estimation had an R
2
 = 0.991. 

A group in France followed 2D experiments that used tensiometer and gamma radiation array 

measurements [Hoa et al., 1977] by designing a 2D system based on visible light transmission [Hoa, 

1981]. This system used a 15 x 5.5 x 1cm sand pack illuminated by an incandescent light, and a 

photosensitive element. Calibration of light intensity to water content was based on light transmission 

theory, and was accurate with a confidence level of greater than 95%. Water content estimates from 

this method were also compared favorably to estimates from the gamma ray absorption method. 

A Danish group explored bioclogging in a 30 x 44 x 3.8cm sandbox [Kildsgaard and Engesgaard, 2001]. 

Digital images were processed to dye concentration using a calibration routine, and showed an effect 

of microbial growth on flow [Kildsgaard and Engesgaard, 2002]. Brilliant Blue dye concentrations were 

calibrated to processed image intensity over the range 0 ς 180mg/L and concentration was mapped 

over the spatial domain. Neither camera specifications nor error analysis were reported. These 

experimental results were used to validate a model developed by a Swiss group simulating the effect 

of biomass growth on hydraulic properties [Brovelli et al., 2009].  
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In Georgia, a light-transmission imaging system was built to quantify PCE saturation distributions in 

150 x 48 x 1.4cm silica sand pack [Suchomel and Pennell, 2006]. A fluorescent light source, Oil Red-O 

dye, and a digital camera were used. Camera specifications were not provided. Images were processed 

using hue-NAPL calibration curve whose range was not stated, and obtained PCE volumes were within 

5% of the known applied. Maps of PCE distributions were presented. A similar study had been 

conducted on a 64 x 40 x 1.2cm sand packed flow tank to investigate the effect of surfactants on the 

distribution of PCE [Rathfelder et al., 2003]. 

At the EPA, a group used light-transmission visualization to study DNAPL saturation in 15 x 15 x 1.4cm 

and 48 x 48 x 1.4cm sand packed chambers [Bob et al., 2008]. Fluorescent tubes were used for 

illumination, 16-bit CCD camera was used for image capture with a resolution of 0.5mm
2
/pixel, and 

images were processed without the use of a calibration curve to quantify un-dyed PCE to a lower limit 

of 0.025 saturation. PCE saturation estimates were compared to known values with a relationship 

having R
2
 = 0.993. PCE dyed with Oil Red-O was also quantified in these chambers, this time with the 

use of a calibration curve. The R
2
 for this approach compared with known values was 0.999. Maps of 

PCE saturation across the spatial domain were presented. 

A group in Arizona used a 40 x 20 x 2.6cm flow chamber packed with sand and a light reflection 

visualization technique [DiFilippo, 2008] to image TCE distribution [DiFilippo et al., 2010]. TCE was 

dyed with 100mg/L Sudan IV. Mass balance analysis yielded volumes of immiscible liquid with error 

between 0 and 82%. 

In Germany, an image processing protocol was developed to map solute concentrations in a 78 x 15 x 

1.1cm glass bead packed chamber [Jaeger et al., 2009]. In this experiment, light transmission was used 

and data was captured in RGB by the CCD camera. The camera had a resolution of 5 megapixels, and 

the bit-depth was not reported. Acid Red 18 dye concentration was determined using a calibration 
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relationship ranging from 0.5 ς 100mg/L dye. Error in concentration prediction was within 5% of the 

known applied value. 

A group in the UK developed a multispectral image analysis method to quantify non-aqueous phase 

liquid (LNAPL) flow in a 180 x 120 x 8cm flume packed with silica sand [Kechavarzi et al., 2000]. Images 

were taken of reflected light from the illuminated sand surface with a 12-bit digital infrared camera. 

An image processing protocol corrected for noise and imaging error and mass balance was conducted 

to determine the overall error associated with the method. The same flume and image processing 

technique were used to quantify and model LNAPL flow [Kechavarzi et al., 2005]. In this experiment, 

water saturation and fluid pressure were also measured using resistivity probes and tensiometers, 

respectively. The technique was also used to evaluate the effect of macro-heterogeneity on LNAPL 

distribution in unsaturated sand [Kechavarzi et al., 2008]. The LNAPL was dyed with Oil Red O and a 

linear calibration relationship was used to convert images from optical density to saturation. Error in 

these image estimates was determined by mass balance, which averaged 8.7% over all experiments. 

Research originated at Cornell University in New York State has led to considerable development of 

non-invasive imaging techniques. Theoretical discussions of wetting front instability were presented 

[Glass et al., 1989b; Hill and Parlange, 1972] accompanied by images from a method to observe finger 

persistence over sand layers in an 80 x 30 x 1cm chamber [Glass, 1985]. A slab chamber was built with 

dimensions 100 x 30 x 1cm, packed with two layers of silica sand, and dyed infiltration events were 

recorded with time lapse photography [Glass et al., 1988]. The collected images were then projected 

to a screen and traced to acetate sheets, where qualitative inferences were made about wetting front 

instability.  Solute transport across layered sand was then observed via the same method in a 140 x 51 

x 1cm chamber [Glass et al., 1989a]. The experimental system was improved through a sand washing 

and preparation step and by achieving homogeneous and dense sand packing. Finger flow was 

observed using the same imaging method [Glass et al., 1989c]. The method was adapted to three 
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dimensions to obtain wetting front instability results that were asserted to be applicable to the field 

scale [Glass et al., 1990]. Columns were sectioned and dye staining patterns observed. A grid lysimeter 

was also used to increase spatial resolution of data on solute transport [Andreini and Steenhuis, 1990]. 

Qualitative observations that had been made with the 2-D method were explained by a physically 

based theory, and that theory was tested by an improved method using light-transmission [Glass et 

al., 1989d]. Based on the work of Hoa [1977; 1981] relative moisture content was determined via 

digitized images of fluorescent light travelling through the 80 x 50 x 1cm sand packed chamber. 

Theoretical considerations of light transmission, and calibration to moisture content and matric 

potential were discussed [Bell et al., 1990]. This improved technique was used to study the effect of 

hysteresis on finger flow [Liu et al., 1991]. The method was further improved by addition of miniature, 

high-speed, planar tensiometers for simultaneous measurement of matric potential during infiltration 

into a 97 x 51 x 1cm sand packed chamber [Selker et al., 1992a]. These results were used in 

conjunction with further studies to model and predict finger moisture profiles [Selker et al., 1992b]. 2D 

(40 x 51 x 1cm) and 3D (40 x 30cm i.d.) sand packed columns were used with the developed methods 

to evaluate the boundary conditions required for unstable wetting [Selker et al., 1992c]. 

A related study was conducted by researchers at , where a 30 x 5 x 0.2cm dry glass bead packed 

chamber was illuminated from behind by a fluorescent light source and infiltration was imaged with a 

video cassette recorder [Lu et al., 1994b]. Inferences were made about infiltration and finger flow, and 

meso-scale observations were supported by microscopic images of finger tips. The same chamber and 

method were used to compare capillary rise in porous media to that in simple cylinders [Lu et al., 

1994a]. 

Researchers at Cornell continued work with the light transmission system by measuring oil and water 

content using hue variation of blue dye in a 57 x 51 x 1cm sand packed chamber [Darnault et al., 

1998]. The accuracy of this technique was checked by mass balance and by comparison with 
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synchrotron X-ray measurements. The Cornell High Energy Synchrotron Source was also being used as 

the sole visualization technique for other experiments within this group [eg. Rimmer et al., 1998]. 

Tensiometers were used with light transmission to acquire pressure and water content measurements 

in a 55 x 30 x 1.2cm chamber, and address the development of preferential flow paths in sand [DiCarlo 

et al., 1999]. Wetting and non-wetting fluids have been non-quantitatively imaged in a 120 cm long x 

2.5cm i.d. column [Chao et al., 2000]. Funneled flow mechanisms were evaluated in a 110 x 180 x 1cm 

chamber using the same method [Walter et al., 2000]. Here, a tensiometer array was installed along 

the upper surface of a coarse inclusion in a fine matrix to determine hydrodynamic phenomena 

occurring along the capillary diversion. Oil, water, and air distributions were quantified by light 

transmission and a color CCD video camera in 55 x 45 x 1cm [Darnault et al., 2001] and 62 x 52 x 1cm 

[Darnault et al., 2002] sand packed chambers. Results were validated by X-ray measurements. A 

fluorescent light source was used and RGB images were converted to HIS format before calibration 

relationships were applied. Water content was related to hue, total liquid content (water + oil) was 

related to intensity, as water was dyed blue with 28% CuSO4. Agreement between image predictions 

agreed with X-ray validation to a standard deviation of 0.023 for water and 0.037 for oil. Microscopic 

visualizations were also conducted by this group [Crist et al., 2004; Crist et al., 2005; Gao et al., 2009]. 

Robert Glass, who did his graduate work at Cornell, continued his work on meso-scale visualization in 

his position at Sandia National Laboratory in New Mexico. He observed gravity-driven instability in 

non-horizontal fractures using a 61 x 31cm fracture plate, food coloring dye and an 8-bit CCD camera 

[Nicholl et al., 1994]. This laboratory also uses X-ray absorption for imaging, and the precision of the 

two techniques was compared [Tidwell and Glass, 1994].  X-ray absorption was used by this laboratory 

to observe dye tracer distributions in a quarter-scale replica of a Yucca Mountain emplacement drift 

[Tidwell et al., 2003]. Light transmission and a 12-bit digital imaging system were used to quantify 

entrapped phase dissolution within a 15 x 30cm fracture plate [Glass and Nicholl, 1995]. Mounting of 

this system on a rotating stand allowed for evaluation of gravity driven fingering within the fracture 
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[Glass and Nicholl, 1996]. This system had a spatial resolution of 0.15mm/pixel. These fracture flow 

experiments used a fluorescent light source, and the precision of the technique improved over time 

[Detwiler et al., 1999]. Gravity-destabilized fingering was also observed in a 26 x 60 x 1cm sand packed 

chamber [Glass et al., 2000]. The 12 bit camera had a resolution of 0.25mm
2
/pixel, and images were 

processed to saturation fields with a maximum nonwetting volume error of 12%. These results were 

modeled [Glass et al., 2001] as were those from the fracture plate experiments [Glass and Yarrington, 

2003]. Dyed DNAPL migration was imaged in a 61 x 60 x 1cm sand filled chamber using light 

transmission [Conrad et al., 2002]. This study used a 12-bit camera with a resolution of 0.36mm
2
/pixel, 

the DNAPL was dyed with Oil Red O, and confounding factors made quantification of DNAPL saturation 

untenable. 

Collaborators of this group used X-ray transmission to collect data on solute transport through a 31 x 

31 x 2.1cm slab of sandstone [Klise et al., 2008]. Visualization experiments were also conducted by this 

group at the micro scale [Mortensen et al., 2001; Zhong et al., 2001]. 

Quantitative Fluorescence Imaging 
In Australia, a 120 x 118 x 5.3cm flow tank was packed with sand, enclosed in a dark curtain, 

illuminated from above with fluorescent light, and imaged with a digital camera [Simmons et al., 

2002]. The images were corrected for lighting nonuniformity as described by Schincariol et al. [1993], 

but were not calibrated to concentration due to complex patterns in dye distribution. A 110 x 60 x 5cm 

tank was later used by this group to image fingering of saline solution marked by fluorescein dye in a 

heterogeneous packing of low-permeability glass bead lenses in high-permeability sand [Post and 

Simmons, 2010]. Again no attempt was made to quantify dye concentration, but comparisons were 

made to numerical simulations. This experiment is included here to illustrate the challenge associated 

with quantification of fluorescent tracers. 
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A group in the UK developed a fluorescent UV imaging technique for viewing solute transport in an 18 

x 28 x 1cm glass bead packed flow cell [Huang et al., 2002]. A linear calibration function was 

developed over the range 0 ς 400mg/L fluorescein to relate fluorescent intensity to fluorescein 

concentration. Light transmission images were processed to relative concentration using this 

relationship, but no maps of actual concentration were presented. The same system was used to 

quantify non-equilibrium partitioning tracer transport [Jones and Smith, 2005]. Here the NAPL phase 

was dyed with acidified fluorescein dye and imaged by the CCD camera. Images were processed to 

NAPL saturation using non-linear calibration relationships over the tracer concentration range 0 ς 

0.08g/L. No estimate of prediction error was presented. Similar chambers and the same method were 

used to image dissolved oxygen generation [Huang et al., 2003] as well as biodegradation processes 

[Rees et al., 2007] via an oxygen-sensitive fluorescent indicator. Fluorescein and oxygen distributions 

were mapped spatially in the 16 x 12 x 3cm sand packed chamber imaged by Huang [2003] using linear 

calibration functions over the range 0 ς 8mg/L fluorescein and 0 ς 7mg/L oxygen. Image estimations 

were compared with model simulations. In the biodegradation study [Rees et al., 2007] oxygen 

concentrations in the range 0 ς 10mg/L were mapped spatially from images of the fluorescent 

Ru(phen)3Cl2O2 tracer. Quantitative arrays were not presented. 

A researcher at Notre Dame did extensive work using a large flow tank without the aid of visualization 

[Dunn and Silliman, 2003; Silliman et al., 1987; Silliman and Simpson, 1987; Silliman, 1995; Silliman et 

al., 1998:Silliman, 2001 #26]. Non-imaging visualization via application of a curing resin to porous 

media was accomplished [Silliman et al., 1994]. Collaboration with a researcher in Israel later resulted 

in direct observation of many intermediate scale experiments. Fluid flow at the capillary fringe was 

photographed qualitatively in two large flow tanks (27 x 17 x 21cm and 100 x 13 x 89cm) [Silliman et 

al., 2002]. That study plus others used to study the capillary fringe were reviewed [Berkowitz et al., 

2004]. A 27 x 19 x 15cm chamber was later built and illuminated with UV light to image green 

fluorescent protein (GFP) bacteria transport into the capillary fringe from below the water table [Dunn 
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et al., 2005]. Two additional large scale chambers (86 x 45 x 10cm and 213 x 65 x 10cm) were built to 

observe dispersion in heterogeneous media [Levy and Berkowitz, 2003] and the effect of air injection 

on lateral flow [Dror et al., 2004]. 

An associated group based in the UK developed a system for quantitative imaging of fluorescent 

colloid and fluorescein transport in a 20 x 10 x 0.7cm chamber packed with quartz sand [Bridge et al., 

2006]. UV light was used for fluorescence excitation in a reflexive geometry, and image processing and 

calibration yielded concentration detection of less than 1x10
-3
M fluorescein and in the range 2-

200mg/L colloids. This system used an 8-bit camera with a 0.5mm
2
/pixel resolution. The mass 

prediction at initial time for fluorescein was 74% of the known mass, and 87% for colloids. The same 

chamber and technique were used to quantify pore saturation and colloid removal efficiency [Bridge 

et al., 2007], colloid mobilization and redeposition during drainage [Bridge et al., 2009], and microbial 

transport [Bridge and Banwart, 2009]. 

A group in New York State designed an epi-fluorescence imaging system with a 10 x 18 x 1cm flow cell 

packed with quartz sand. Fluorescent colloids were excited with a halogen lamp and imaged with a 14-

bit CCD camera with a 4x10
-4
mm pixel resolution to a detection limit of 2.5 x 10

5
 spheres/mL [Zhang 

and Wang, 2006]. Mass recovery in transport experiments was 93-103%. The same system was used in 

collaboration with researchers in Connecticut and Pennsylvania to observe solute mixing and plume 

containment [Zhang et al., 2009]. 

A group in Switzerland used a 158 x 60 x 4cm flow tank packed with two textures of glass beads and 

illuminated from above to quantify solute concentration with a 12-bit digital camera [Konz et al., 

2008]. Reflection images were processed, and the image intensity to concentration relationship was 

quantified. An error analysis was conducted for this technique, and the measurements were 

compared to those attained via resistivity. A slightly larger tank (158 x 98 x 4cm) was built and used to 

image variable density flow in heterogeneous media using the same quantitative imaging technique 
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[Konz et al., 2009c]. These results were also compared with model simulations. Both flow tanks were 

also used with the same imaging technique in a set of parallel experiments comparing variable density 

flow in two distinct layered media geometries [Konz et al., 2009b]. This reflection technique was 

compared to a light transmission method using the 4cm thick flow tank and non-fluorescent dye, and 

found to perform better with regard to light scattering effects [Konz et al., 2009a]. 

Quantitative Fluorescence Imaging via Light-Transmission 
A group in Florida constructed a 61 x 39 x 1.5 cm chamber packed with silica sand to observe tracer 

dye displacement [Jawitz et al., 1998]. Observations in this early experiment were recorded as 

digitized tracings. The same chamber was used to study NAPL distribution using breakthrough curves; 

direct observations were not made [Jawitz et al., 2003]. NAPL distributions in silica sand were again 

studied, but now digital images of the dye distribution in the chamber were collected and processed 

to allow for semi-quantitative interpretation of the NAPL architecture [Fure et al., 2006; Kaye et al., 

2008]. A light transmission visualization method using a fluorescent light source was then developed 

to quantify dye concentration in a 30 x 20 x 1.7cm chamber packed with silica sand [Wang et al., 

2008]. Imaging was conducted in a darkened room to minimize light noise. Images from a16-bit CCD 

camera fitted with one of two bandpass filters were processed to remove noise, and image intensity 

was calibrated to Acid Blue 9 dye concentration over the range 3 to 30mg/L. Water phase dye was 

correlated to PCE saturation, and PCE saturation distributions were mapped across the spatial extent 

of the images. Mass recovery from this imaging technique was greater than 95% for higher NAPL 

saturations, and greater than 90% for the residual phase. Reactive tracer tests were conducted in both 

of the above chambers, and the same method was used to again map PCE saturations across the 

spatial domain [Chen and Jawitz, 2008]. DNAPL dissolution experiments were also conducted with a 

similar method in the smaller of the two chambers, and the ratio of PCE mass estimated from image 

analysis was between 89 ς 103% of the known injection amount [Chen and Jawitz, 2009].  
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An Italian group used a 20 x28 x1cm flow cell packed with glass beads, transmitted light excitation, 

and a CCD camera to test the accuracy of image processing and calibration for the non-destructive 

determination of fluorescein concentration [Catania et al., 2008]. Details of the method were 

presented and compared with past efforts at in situ solute mapping. Processing methodologies were 

presented and a pixel-by-pixel calibration was proposed as the requirement for removing nonuniform 

illumination. The concentration range over which calibration was conducted was 1-64mg/L, within 

which a linear relationship was determined between concentration and intensity below 20mg/L. Error 

analysis was conducted and asserted to be acceptable for the linear range of the calibration curve. In 

subsequent experiments, image analysis was not used due to its associated inaccuracies [Catania and 

Paladino, 2009]. 

After leaving Cornell, John Selker and his group in Oregon continued efforts in visualization. LNAPL 

distributions were observed via light transmission in a 50 x 60 x 0.95cm silica sand packed chamber 

and traced on plastic film taped to the front glass panel [Schroth et al., 1995]. The same type of 

experiment was also conducted for flow over textural interfaces [Schroth et al., 1998a] and 

accompanied by numerical simulation [Schroth et al., 1998b]. The silica sands used in these 

experiments, as well as those to follow, were characterized in detail [Schroth et al., 1996].  

The light transmission system became quantitative with the use of a CCD camera to detect 

bioluminescence in 75mL flat-faced tissue culture flasks [Uesugi et al., 2001]. The power and potential 

of the method were advanced by a physically based model and image processing protocol to 

determine liquid saturation in porous media via light transmission [Niemet and Selker, 2001]. This 

analysis was extended by quantification of gas-liquid interfacial area in a 45 x 45cm sand packed 

chamber, this time using a bandpass filter on the CCD camera [Niemet et al., 2002]. The bandpass 

filter controlled the chromatic range of quantification of liquid saturation in a saline imbibition 

experiment [Weisbrod et al., 2002]. Water vapor transport associated with saline imbibition was 
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quantified over layers of differing sand grades [Weisbrod et al., 2003a].  Unstable fingering of saline 

solutions at a rate faster than pure water was observed in a 65 x 50 x 1.3cm sand packed chamber 

[Weisbrod et al., 2004]. Gas flow was quantified in a 50 x 50 x 1cm sand packed chamber using pH 

indicator and a series of image processing steps relating dye color to CO2 distribution [Parker et al., 

2006]. Physically based models explaining the geometry of gas injection were compared to 

experimental results [Selker et al., 2007]. 

Bacterial growth was quantified via luminescence over four orders of magnitude using the same 

system [Yarwood et al., 2002]. Colonization dynamics of bacteria in this system were observed and 

modeled [Rockhold et al., 2007]. And the effect of microbial growth on water flow and solute 

transport were quantified using the addition of dye to trace flow paths [Yarwood et al., 2006]. 

Transport of fluorescent colloids was observed in this system, using a gel filter sheet to control light 

exciting the particles [Weisbrod et al., 2003b]. The technique used for observing fluorescent colloids in 

this system was improved to reduce noise by matching high quality bandpass filters to the light source 

[Kraft and Selker, 2005; Ochiai et al., 2006]. These methods were further refined as presented in 

Chapter Three of this thesis. 
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Table 2.1 Summary of statistics pertinent to imaging system performance. Works cited are those that 
include quantification across the spatial domain. 
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Chapter Three: System Design, Construction, and Operation 

Objectives 

The light-transmission visualization system advanced in this work was originated by Hoa [1981] and 

Glass [1989c; d] and developed by Selker [1992a; 1992b; 1992c]. The system was made quantitative 

for determination of water content by Niemet [2001]; Weisbrod [2003b] adapted the system for 

observation of colloid transport. While qualitative observation of colloid transport was demonstrated, 

quantification of colloid concentration over the spatial domain was not achieved. Additionally, these 

data were marked by optical noise which limited the detection of colloids to a concentration of 

10
2
ppm (0.02% solids). No light-transmission system to date has been used to quantitatively observe 

colloids, water tracer, and water content in the same experiment. In light of this history, the objectives 

of the work presented in this thesis were four-fold.  

1) Adapt the system for detection of multiple light spectra. The capability to image water content, 

water tracer, and colloid concentration over time and space allows for study of a broad range of 

colloid and solute transport phenomena. Colloid behavior can thus be observed separately from fluid 

flow. Few systems have matched visualization of fluorescent colloids with that of a conservative 

fluorescent solute [eg. Bridge et al., 2006; 2007].  

2) Expand the range of detection of solute and colloid concentrations. Extending the range of 

detection is important for studying contaminant transport, for example,  as the ability to observe 

άtraceέ concentrations in the parts per million (ppm) to parts per billion (ppb) range is critical for the 

evaluation of processes that can limit successful clean-up of contaminated sites. However, detection 

of a tracer at low concentration is fundamentally limited by noise in the system. Enhancement of the 

signal-to-noise ratio allowed lower detection limits.  
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3) Develop the ability to use the system to quantify solute and colloid concentrations over the 54 x 

43cm spatial domain. Maps of concentration allow for comparison of experimental results to model 

predictions. Image processing, system calibration, and application of calibration functions to image 

data allow for concentration quantification over the spatial domain.  

4) Use the system to observe and quantify solute and colloid transport dynamics. Images collected of 

one and two dimensional transport, under one and two dimensional flow, in saturated conditions 

were analyzed for their transport characteristics. Addition of flow-through monitoring instruments in 

the chamber effluent line ŎƻƴǘǊƛōǳǘŜŘ ǘƻ ǘƘŜ ǎȅǎǘŜƳΩǎ ŀōƛƭƛǘȅ ǘƻ ǉǳŀƴǘƛŦȅ transport phenomena.  

Light-Transmission Fundamentals 

Optical princiǇƭŜǎ ǳǎŜŘ ǘƻ ŘŜǎƛƎƴ ǘƘƛǎ ǎȅǎǘŜƳ ŀǊŜ ōŀǎŜŘ ƻƴ .ŜŜǊΩǎ Law: 

ὰέὫὍὍϳ ‐ὅὰ,  (1) 

where Ὅ (-) is the final intensity, Ὅ (-) is the  incident intensity,  ‐ is the absorption coefficient (ppm
-1 

cm
-1
), ὅ is the concentration of the absorbing substance (ppm), and ὰ is the path length (cm) [DeRose 

and Kramer, 2005]. In light-transmission, light passes from one side of a plane of translucent medium 

to the other. When fluorescent dye is present in the medium, the light may excite the fluorescent dye 

molecules. Fluorescence emission then results. The intensity of that emission is collected by the 

detector on the opposite side of the medium from the light source.  

In light-transmission systems for imaging fluorescent dye in porous media, diagrammed in Figure 3.1, 

molecules near the light source (a) are more highly excited than those far away (b), and emit more 

light, but the light they emit is attenuated more than the weakly excited molecules far from the light 

source. Therefore, the decrease of excitation intensity is balanced by the decrease of emission 

intensity for all particles equally the same. Both the excitation and emission are attenuated by solids 

and fluids in the porous medium equally for all dye molecules, regardless of their position. 
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Figure 3.1 Light-transmission imaging system attenuation diagram. Three hypothetical fluorescent dye 
molecules are shown emplaced in a porous medium held between two glass sheets. Excitation light 
from the light source is shown on the left side of the fluorescent dye molecules. Emission light is 
shown on the right side of the fluorescent dye molecules. Detection and collection of emitted light 
(data) occurs at the plane represented by the vertical broken line. The detected intensity of molecules 
(a) and (b) are the same despite their position in the sand pack. 

This arrangement is in contrast to reflexive-type systems where light source and data collection are on 

the same side of the medium [eg. Bridge et al., 2006; Zhang and Wang, 2006]. In these systems 

(Figure 3.2), dye molecules near the illuminated surface (b) are excited more intensely and their 

emission is attenuated less than molecules far from the illuminated surface (a). Consequently, data 

collection in a reflexive system is biased with respect to sand pack depth.  
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Figure 3.2 Reflexive imaging system attenuation diagram. Excitation light is shown as left-pointing 
arrows originating at the light source. Emitted light is shown as right-pointing arrows terminating at 
the plane of light detection and data collection. The detected intensity (thinner arrow) of a dye 
molecule deeper in the pack (a) is less bright than the detected intensity (thicker arrow) of a dye 
molecule closer to the active surface (b). 

This principle can be demonstrated mathematically by comparing a plot of intensity vs. depth of a 

hypothetical molecule in the two system types. In transmission, the path length is fixed for all 

molecules regardless of position. In reflection, the path length is twice the depth of the molecule in 

the medium. The percent intensity as a function of depth in a 10mm-deep sand pack is shown in 

Figure 3.3. Calculations use a given initial intensity )= 10,000(-), absorption coefficient ʀ = 100 (ppm
-1 

cm
-1
), molar concentration # = 1 (ppm), path length ὰ = 1(cm), and the depth Ä = 0.01-1 (cm). The 

intensity of observed light is calculated for transmission and reflexive systems by Equations 2 and 3 

respectively. 

) )ρπ   (2) 
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) )ρπ   (3) 

 
Figure 3.3 Intensity of emitted fluorescence reaching imaging detector in two system configurations. 
Light intensity collected from molecules as a function of depth is calculated for the two configurations 
according to Beer's Law. Calculated light intensity using light-transmission (open diamonds) is constant 
with depth. Calculated light intensity using light reflection (closed diamonds) declines logarithmically 
with depth. 

Light-Transmission System Components 

Optical components of a fluorescence light-transmission imaging system include a translucent porous 

medium, pore fluid, a light source, one or more fluorescent tracers (fluorescent dye molecules may be 

in solution or contained within colloidal particles that are suspended in the pore fluid), a detector, an 

enclosure curtain to isolate the system from ambient light, and a set of optical filters for control of 

excitation and emission light frequencies. Each component in the system carries with it a potential 

source of optical noise or experimental error. These include media autofluorescence, fluid leakage, 

chemical fluctuations affecting fluorescence intensity, variations in input intensity, degradation of the 

dye molecule, thermal noise, background light leakage, and spectral overlap.  
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The porous medium itself may demonstrate fluorescent properties (autofluorescence). Determination 

of signal contribution by the porous medium was accomplished by analysis of data collected without 

added fluorescent solutes or colloids. These data were also compared with those collected of 

illuminated craft paper, which is known to have an autofluorescence that far exceeds that of the 

porous medium used in these experiments [Billa, 1999]. The minimal autofluorescence of the porous 

medium was accounted for during data processing. 

Creating a water-tight seal around the porous medium is required for water saturated experiments. 

Improper seal of the chamber can lead to flooding, as can improper regulation of flow rates. Control of 

the water table level inside the enclosed system requires exact matching of fluid inflow and outflow 

rates. A system was devised to check the chamber seal before packing, and flow rates were logged by 

change in mass of fluid contained on a balance. 

The chemistry of the fluid affects the fluorescence of the dye. The intensity of dye fluorescence varies 

based partly on the pH of the solution [Diehl and Horchak-Morris, 1987; Smith and Pretorius, 2002]. 

The fluorescein molecule changes conformation with pH, and each form of the molecule has different 

fluorescent properties [Diehl and Markuszewski, 1989; Klonis and Sawyer, 1996]. Maintaining constant 

pH through use of a buffer solution eliminates this possible source of interference. Stability of solution 

pH was verified through use of an in-line pH meter.  

Variations in input light intensity may be caused by fluctuations in the power supply. This variation 

was quantified by logging amperage and voltage generated by the power supply over time, and shown 

to be negligible. 

Degradation of dye molecules may be caused by exposure to excitation light in a process called 

photodegradation [Song et al., 1995]. Dye photodegradation was quantified in controlled experiments 

in a spectrofluorometer and in the light-transmission system. Reduction in emission intensity was 
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observed over time and was modeled as first order decay. Correction for this loss of intensity was not 

incorporated into data processing, and may account for error in concentration prediction. 

Thermal noise is the generation of extraneous electrons on the imaging hardware as a function of chip 

temperature. Electron accumulation increases with increased temperature. The CCD chip is liquid-

cooled to reduce thermal noise, but some noise will still be present in collected images. This noise was 

removed in image processing. 

Background leakage of ambient light can limit the ability to detect low levels of fluorescence in an 

imaging system. An enclosure curtain was installed to prohibit ambient light from entering the imaging 

volume. Leakage into the enclosure was detected as intensity in images collected without system 

illumination, and may be quantified in pixel intensity above that detected in a fully blackened 

laboratory. This leakage noise was also removed during image processing. 

Selection of Optical Components 

The components through which light must pass in the light-transmission system are the light sources 

themselves, the air of the laboratory, the glass sheets that form the walls of the chamber, the porous 

medium, the fluid in the pores, and the lenses/filters on the camera. The fluid in the pore space may 

be liquid and/or gas, and may contain solutes and/or colloids.  

The glass sheets are tempered borosilicate safety glass (ANSI Z97.1-1984). The index of refraction of 

this type of glass ranges from 1.51-1.55 across the visible range [eg. El-Alaily and Mohamed, 2003; 

Tanio and Irie, 1994]. The porous medium is crystalline quartz sand, which has an index of refraction 

near 1.55 [Haynes, 2011] and decreases as wavelength increases through the visible range [Hecht, 

2002 pp 72, 343; Zhang and Wang, 2006]. The pore fluid in this system is reverse osmosis (RO) water, 

with or without phosphate buffer. Pure water has an index of refraction of 1.33 at 589nm [Haynes, 

2011]. Potassium hydrogen phosphate and potassium dihydrogen phosphate were mixed to form the 
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buffer at a concentration of 0.5M. These two constituents in solution have an index of refraction 

ranging from 1.33 to 1.35 [Haynes, 2011], making their addition to the pore fluid inconsequential with 

respect to optics. 

In order to design a system based on the detection of multiple optical signals at distinct light 

wavelengths the spectral absorption and emission properties of each component at each wavelength 

must be known. These properties may be used to limit spectral overlap and thus reduce noise in each 

signal. There are three signals to be detected with this system: water content, fluorescein 

concentration, and colloid concentration. The optical components associated with the detection of 

each of these will be presented with a justification for their use based on compatibility with the other 

optical components. Absorption and emission spectra are characterized by the wavelength at which 

light transmission is at half its maximum valueτa unit termed the full width at half maximum (FWHM) 

[Geller, 2003].  

The water content of the sand is determined by the degree of light attenuation without the use of any 

fluorophores. Because the index of refraction for a substance decreases as the wavelength of 

penetrating light increases, a long wavelength signal will most efficiently penetrate the sand. A long 

wavelength, 630nm, light-emitting diode (LED) was therefore used for detection of water content. This 

LED emits light at a peak of 635nm with typical dominant light at 628nm and a FWHM of 23nm. The 

range of this spectrum used in the system was limited by use of a long-pass filter, where only 

wavelengths greater than 630nm were allowed to pass. As a result, there was no effect of this light 

source on fluorescence processes or data collection at wavelengths smaller than 630nm. These 

sources are referǊŜŘ ǘƻ ŀǎ άсолƴƳΦέ [ƛƎƘǘ ƛƴǘŜƴǎƛǘƛŜǎ ǘǊŀƴǎƳƛǘǘŜŘ ŦǊƻƳ ǘƘƛǎ ǎƻǳǊŎŜ ŦƻǊ ǘƘŜ ŘŜǘŜŎǘƛƻƴ ƻŦ 

water content were collected with no filter on the camera. The spectral curve and demarcations 

associated with detection of water content are shown in Figure 3.4. 
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Figure 3.4 Optical properties of components used to determine water content. The dotted curve is the 
spectrum of light emitted by the 630nm LED. The spectrum is shown in terms of percent light intensity 
as a function of wavelength. The vertical black line represents the wavelength cut-off imposed on the 
630nm LEDs by the long-pass filters. The right-pointing triangle indicates that wavelengths longer than 
630nm are allowed to pass through the filter and penetrate the porous medium. 

Fluorescent dyes were used in this system for the detection of two distinct signalsτsolute 

concentration and colloid concentration. The solute was dissolved directly into solution. The colloids 

had fluorescent dye incorporated into them during manufacturing. Collecting data on both of these 

signals over the same time allows comparison of colloid transport to fluid flow. Optical components 

were selected to control the natural spectra of the selected solute and colloids, allowing for refined 

detection of the two signals without optical interference or overlap. 

Red FluoSpheres® polystyrene microspheres (Molecular Probes #F-13083), with a 1µm diameter were 

chosen as model colloids for this system. The composition of the red dye injected into these colloids is 

not disclosed by the manufacturerΦ ¢ƘŜ {ǘƻƪŜǎΩ ǎƘƛŦǘ όǘƘŜ ŘƛŦŦŜǊŜƴŎŜ ōŜǘǿŜŜƴ ƳŀȄƛƳǳƳ ŜȄŎƛǘŀǘƛƻƴ 

wavelength and the maximum emission wavelength) for the dye in these red fluorescent colloids is 

larger than any of the other dye colors used in colloids by the manufacturer. This larger wavelength 

gap between peaks increases the opportunity to choose optical filters to both effectively excite the 

dye, ŀƴŘ ǘƻ ŎƻƭƭŜŎǘ ŀ ǎǘǊƻƴƎ ŦƭǳƻǊŜǎŎŜƴŎŜ ŜƳƛǎǎƛƻƴ ǎƛƎƴŀƭΣ ǿƛǘƘƻǳǘ ƻǾŜǊƭŀǇΦ ¢ƘŜ {ǘƻƪŜǎΩ ǎƘƛŦǘ ŦƻǊ ǘƘŜ ǊŜŘ 

colloids is shown as the horizontal distance between the excitation (closed stars) and emission (open 
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stars) peaks in Figure 3.5. Also shown in Figure 3.5 are two fine dotted lines; these are the excitation 

and emission wavelengths at which spectrofluorometer was set to collect in-line data on fluorescent 

intensity of colloids in experimental effluent. 

 
Figure 3.5 Excitation (closed stars) and emission (open stars) curves for red fluorescent colloids from 
manufacturer's data plotted as percent maximum intensity. The heavy arrow between plots 
designates the width of the Stoke's shift between maximum excitation and emission. 

The manufacturer provided the data in Figure 3.5. In order to increase certainty of spectral 

characteristics, a spectrofluorometer was used to generate the spectral response of the colloids across 

the visible range. In this scan, a cuvette filled with colloid solution was excited from 300nm to 700nm 

at 10nm intervals.  At each excitation, emission intensity values were recorded for all wavelengths 

between 500 and 700nm. A section was taken through the three-dimensional (excitation wavelength, 

emission wavelength, emission intensity) data where excitation was 580nm (Figure 3.6). The presence 

of the primary peak at the excitation wavelength indicates that the spectrofluorometer detects both 

the colloid emission signal and the colloid excitation signal as it is reflected off of the colloids. Figure 

3.6 also shows the maximum emission from these colloids occurring at 601nm (at 14% the signal 

strength of the reflected signal). This is the wavelength around which the emission filter was centered 

to collect the maximum strength signal from the colloids. 


















































































































































































































































































































