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increased attenuation and degradation of overall performance. Furthermore, tight inte-

gration of passive components (to reduce the die size) poses additional design challenges

due to the complicated electromagnetic couplings between the components in close prox-

imity. Other parasitic effects such as dummy metal fill parasitics and substrate eddy

current loss, the impact of process variability and uncertainty are also more prominent

at mmWave frequencies.

In this thesis, scalable compact modeling techniques based on the Principle of Elec-

tromagnetic Similitude and additionally developed methods of complexity reduction are

presented. Scalable and compact equivalent circuit models for on-chip microstrip and

Coplanar Waveguide (CPW) are developed and validated by both electro-magnetic (EM)

simulations and on-wafer measurements. Furthermore, a more general field-based scal-

able modeling approach for multi-conductor interconnects (e.g., coupled CPWs) and

more complicated passives is presented. The field-based approach has been applied and

validated for modeling mmWave inductors, including the impact of metal fills and sub-

strate eddy-current effects. Scalable models to capture the magnetic coupling between
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Chapter 1: Introduction

1.1 mmWave Applications

mmWave systems have a wide range of applications from scientific, military, medical and

security to wireless communications. Traditional mmWave systems are used in sectors

such as defense and aerospace with low volume production. Over the past decade,

commercial applications have fostered the prolification of mmWave technology. The

availability of radio spectrum in the 70-90 GHz mmWave bands has led to a broad

range of new commercial wireless products and services including advanced automotive

radar (Fig. 1.1 [1]) and Internet of Things (IoTs) [2]. Fifth generation (“5G”) mobile

networks are also stimulating the development of wireless communication systems at

mmWave frequencies. The 5G New Radio Standard (NRS) has officially been ratified

by 3GPP [3] in 2017. Compared with fourth generation (4G), 5G wireless systems

can achieve as high as 10 to 100 times the data rate of 4G with less than a millisecond

latency [4]. Development of 5G technologies includes small cell (Fig. 1.2 [5]), full duplex,

massive MIMO, beamforming and so on. Major wireless carriers in the United States

are expected to provide 5G services by the end of 2018 [6].

Implementations of mmWave systems have also been evolving as integrated circuit

(IC) technologies keep advancing. Technology scaling has pushed the cutoff frequencies

of on-chip transistors into the mmWave range [7]. In addition, as frequencies go up into

the mmWave region, conventional bulky passives like inductors and transformers are also

scaled and can be realized in the on-chip metal layers [8] [9]. Due to the small wavelength,

development of on-chip distributed couplers [10] and filters [11], and even phased array

antennas [12] are possible with affordable silicon area. Both active and passive circuit

scaling enables the development of mmWave systems on CMOS processes. Co-integration

of passive and active circuits can improve the reliability, lower the power consumption

and reduce the cost for mass production.
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Figure 1.1: Commercialized 77 GHz silicon germanium (SiGe) BiCMOS transmitter for
automotive radar (Freescale Semiconductor (now NXP) [1]).

Figure 1.2: 5G wireless communication network concept (from MiWaveS [5]).
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1.2 Passive Circuits on Silicon

A brief overview of on-chip interconnects and inductors is given in this section. These

structures and components are widely used in Radio Frequency (RF)/mmWave ICs. In

this thesis, the efforts are devoted to developing scalable and compact equivalent circuits

that include multi-physics effects such as temperature and process variations, metal fill

and electro-magnetic (EM) couplings.

1.2.1 On-Chip Interconnects

In RF/mmWave ICs, on-chip interconnects serve mainly two purposes: (i) transmit-

ting and receiving RF signals within or between various functional circuit blocks, and

(ii) synthesizing other more complicated passives such as couplers [13], power dividers

[14], filters [15], and so on. When transmitting and receiving RF signals, depending

on the signaling scheme (i.e., single-ended or differential), on-chip interconnects can be

categorized as isolated and coupled transmission lines. For isolated transmission lines

(Fig. 1.3), the main on-chip structures used are microstrip, coplanar waveguide (CPW),

coplanar stripline (CPS), and stripline. Regarding coupled transmission lines (Fig. 1.4),

coupled microstrips and coupled CPWs are the most commonly used structures for dif-

ferential signaling. The design specifications of the on-chip interconnects are focused on

characteristic impedance, attenuation and phase velocity (delay).

The electrical performance of a transmission line can be derived from the RLGC

equivalent circuit model of an electrically short section of transmission line of length ∆z,

where R and L are the per-unit-length series resistance and series inductance, and G and

C are the per-unit-length shunt conductance and shunt capacitance parameters (see Fig.

1.5). Since on-chip interconnects are basic building blocks for other complicated passives

(e.g., stub matching networks, branch-line coupler, Wilkinson power divider/combiner),

it is crucial to develop scalable compact models for on-chip interconnects, which also

enable design optimization with active circuits.
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a b

c d

Figure 1.3: On-chip isolated transmission lines: (a) microstrip, (b) coplanar waveguide,
(c) coplanar stripline, (d) stripline.

a b

Figure 1.4: On-chip coupled transmission lines: (a) coupled microstrip, (b) coupled
coplanar waveguide.
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Figure 1.5: RLGC equivalent circuit model of an electrically short section of transmission
line of length ∆z.

1.2.2 On-Chip Spiral Inductors

On-chip spiral inductors, as illustrated in Fig. 1.6, play an important role in RF/mmWave

IC designs. They have been widely adopted in many circuit blocks, such as the LC tank

in a voltage-controlled oscillator (VCO) [16], inductive degeneration in a low noise ampli-

fier (LNA) [17], transformers [18], baluns, LC matching networks, and lumped LC filters

[19]. They are also used to realize the same functionalities as complicated distributed

passives such as power dividers/combiners [20], couplers, and phase shifter [21], with

much smaller footprint.
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Figure 1.6: Illustration of a typical on-chip spiral inductor: (a) top view; (b) side view.

The electrical performance of on-chip spiral inductors is mainly characterized by

three parameters: inductance, quality factor (Q) and self-resonant frequency (SRF).

The inductance (pH to nH range) usually is designed by varying inductor size, number

of turns, line width and spacing. Achieving large inductance (µH to mH range) on chip

is challenging due to impractical size if magnetic materials are not used. The Q of an

inductor is the ratio of the energy stored in the inductor to the energy dissipated per

cycle [22]. For most cases it is important to optimize the layout to maximize Q whenever

possible [23]. The Q limitation is related to ohmic losses in conductors including skin

and proximity effects, silicon substrate losses due to displacement currents and eddy

currents, and parasitic capacitances within the spiral and between the spiral and the

silicon substrate. With increasing operating frequency, there is a point where the capac-

itance resonates with the inductance resulting in an extremely high impedance, close to

an open circuit. This frequency is called the self-resonant frequency or SRF (Fig. 1.7).

Operating an inductor near this frequency is avoided since the spiral behaves no longer

like an inductor. When designing an inductor, SRF is always chosen much higher than

the operating frequency.
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Figure 1.7: Illustration of the frequency-dependent L and Q characteristics of a typical
on-chip spiral inductor.

1.3 Challenges in Integration of Passives on Silicon

Operating at mmWave frequencies makes it possible to fully integrate passive compo-

nents on silicon with the goal to reduce size and power consumption, increase reliability,

and reduce overall cost. Furthermore, system-on-chip technology increasingly incorpo-

rates a diverse set of functional devices and modules such as sensors, digital logic, and

analog-mixed-signal and RF blocks. Even though full integration of passive compo-

nents is viable in these mmWave frequency bands, high-frequency parasitic effects, such

as eddy-current loss in the metallization and silicon substrate loss, are aggravated at

mmWave frequencies, resulting in the degradation of the quality of passive components

[24]. At the same time, high quality passive components play a key role in circuit design,

particularly for low power and low noise circuits. Furthermore, the tight integration of

passive components (to reduce the die size) poses additional design challenges due to the

complicated electromagnetic coupling between the components and with interconnects

in close proximity. Integration of passive components and functionally diverse devices

and circuits also poses challenges in terms of interference between various system blocks.
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This interference is not limited to electromagnetic coupling but includes other multi-

physics effects such as temperature variation. In addition to electromagnetic coupling

and other parasitic effects, the impact of process variability, uncertainty, and metal fill

is more prominent at mmWave frequencies.

1.3.1 Eddy-current Loss

For on-chip passives in silicon, eddy-current loss exists in the metallization layers as well

as in the silicon substrate if heavily-doped digital processes are used [25]. The eddy-

current loss in the conductors is caused by skin and proximity effects, where the current

density is redistributed non-uniformly due to the time-varying magnetic fields induced by

the current itself (skin effect) and/or other current(s) (proximity effect). As illustrated

in Fig. 1.8, the current distribution in a semi-infinite conductive space can be solved

analytically [26]. The current distribution in the conductive space is formulated as

Jz = J0e
−x/δe−jx/δ (1.1)

with

J0 = σE0. (1.2)

E0 is the applied time-varying electrical field. The parameter δ is the skin depth and is

given by

δ =
1√
πµσf

, (1.3)

where µ is the permeability of the conductor, σ is the conductivity and f is the frequency

of interest. The per-unit-length AC resistance is

R =
2P

I0
2 , (1.4)

where P is the per-unit-length power loss and I0 is the total current. Assuming S is the

cross-sectional area, the power loss is represented as

P =
1

2

∫
S

Jz
2

σ
dS =

1

2

∫ ∞
0

wJz
2

σ
dx. (1.5)
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The total current I0 is given as

I0 =

∫ ∞
0

wJzdx. (1.6)

From the equations above, we can derive the per-unit-length AC resistance R, which is

R =
1

σ

1

wδ
. (1.7)

Figure 1.8: Decay of current into conductor (modified from [26]).

R is inversely proportional to the skin depth δ. It is equivalent to the DC resistance

(uniform current density) over a depth of δ. As frequency increases, the skin depth will

decrease and resistance will increase. As illustrated in Fig. 1.9, a simple model of R for

a rectangular conductor at high frequencies can be represented as

R =
1

2σ

(
1

(w + t− 2δ) δ

)
. (1.8)
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Figure 1.9: Illustration of non-uniform current density in an isolated on-chip trace due
to skin effect.
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Figure 1.10: Comparison between EM simulation and the simple R model (Eq. 1.8) for
a rectangular conductor. The conductor width is 4 µm and the thickness is 2 µm and
the conductivity is 3.5×107 S/m.

However, this model is not accurate when the skin depth is larger than or comparable

with the physical dimensions and does not correctly capture the non-uniform current

distribution in the corners, as illustrated in Fig. 1.10. For on-chip metalizations, alu-

minum and copper are commonly used in CMOS fabrication process. The top metal

layers for those processes are thick and have high conductivity. At mmWave frequen-
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cies, the skin depth is much smaller than the top metal thickness. For example, the

skin depth for aluminum and copper at 60 GHz is 0.34 µm and 0.27 µm, respectively,

assuming the conductivity for aluminum is 3.5×107 S/m and for copper is 5.8×107 S/m.

The top thickness is usually several micrometers (µm) for typical RF processes. Thus,

the increase of resistance in the metallization from DC to mmWave frequencies due to

skin and proximity effects is substantial.

There are well-known methods (e.g., Wheeler’s incremental inductance rule [27]) to

capture the change of resistance and inductance at high frequencies where the skin effect

is fully developed. However, there is still a need for scalable compact models that are not

only valid at high frequencies, but also well behaved from low to intermediate frequencies,

where the skin effect starts to become important with a skin depth comparable with the

conductor geometry dimensions.

For some passive structures that do not have a ground plane underneath to shield

the silicon substrate (e.g., CPWs, inductors and transformers), another possible eddy-

current loss occurs in the silicon substrate, depending on the silicon resistivity as well as

the operating frequency. For most RF processes, the silicon substrate is lightly doped

(e.g., 1-100 Ω·cm) so that it behaves like a lossy dielectric substrate, where the skin depth

in the silicon substrate is much greater than its physical thickness. In this case, the loss

in the silicon substrate is mainly due to displacement current. However, when integrating

RF/mmWave circuits in digital processes, the skin depth in the silicon substrate (65 µm

at 60 GHz for ρ = 0.1 Ω·cm) is much smaller than the substrate thickness (on the order of

hundreds of µm), since digital processes typically have low-resistivity silicon substrates

(e.g., ρ < 0.1 Ω·cm) to prevent latch-up [28]. Thus, the conduction eddy current flowing

in the substrate due to the time-varying magnetic field (Fig. 1.11) is not negligible. In

this case, not only does the conductor loss of the passive devices need to be taken into

consideration, but also the substrate eddy-current loss.
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Figure 1.11: Schematic representation of eddy current in silicon substrate (adopted from
[29]).

Eddy-current loss in dummy metal fill also needs to be considered for the performance

of passives [30], since the insertion of metal fill is necessary for uniformity of the metal

density during Chemical Mechanical Polishing (CMP) [31] in advanced IC manufacturing

processes. Adding dummy metal fill can help planarize each metal and dielectric layer,

reduce the CMP defects, and thus improve the yield. However, the additional metal

fill usually degrades the electrical performance of the passive components. One of the

biggest issues at high frequencies is the resistive loss. Even though the metal fills are

isolated (floating or grounded) (Fig. 1.12), the external magnetic field generated by the

excitation current will produce eddy current ~Je in the metal fill. The eddy current results

in a power loss in the metal fills, which can be expressed as [32]

PL =
1

2

∫
V

∣∣∣ ~Je∣∣∣2
σ

dv. (1.9)

where σ is the conductivity and V is the volume of the metal fill. With frequencies

extending into the mmWave region, the skin effect in metal fill is fully developed where

the skin depth is smaller than the minimum metal fill size, even in metal fill at the lower

metallization layers. These additive losses can significantly reduce the Q of a spiral in-



13

ductor and increase the attenuation of interconnects.

Figure 1.12: A typical on-chip inductor with metal fill.

1.3.2 Electromagnetic Coupling

For RF/mmWave ICs, passive structures typically occupy more than half of the silicon

area. There is a need for tighter integration of high quality on-chip passive components

to reduce the die size as well as the fabrication cost. This poses significant challenges due

to the complicated electromagnetic coupling between components (Fig. 1.13) and cou-

pling to interconnects in close proximity [33]. The electromagnetic coupling mechanism

involves both capacitive coupling and magnetic coupling. Traditionally, to reduce the

effects of parasitic coupling, a large separation distance is required, which wastes silicon

area and increases cost. Large separation sometimes also requires longer interconnects,

which introduces additional parasitics and degrades circuit performance. Realization of

highly compact layouts while keeping low coupling is a key challenge in compact designs.
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Figure 1.13: Diagram illustrating electromagnetic coupling between example passive
circuits (excerpted from [34]).

1.3.3 Process and Temperature Variation

Process variation occurs naturally during the CMOS fabrication processes [35]. For tran-

sistors, the variations include physical dimensions such as length, widths and gate oxide

thickness. For passives, the related variations mainly consist of inter-layer-dielectric

(ILD) thickness, dielectric constant, metal layer thickness and conductivity. In foundry

process design kits (PDKs), process variations are given as normal distributions with

known mean (µ) and standard deviation (σ) values. To capture the impact of variations

on the active circuit performance, circuit designers run analyses for nominal and cor-

ner cases with provided model files. However, for passives circuit, the corner cases are

usually difficult to determine since the mapping from physical design variation to elec-

trical performance involves many design parameters and complicated EM interactions.

The corner cases for physical parameters do not necessarily indicate the corner cases for

electrical performance. In addition, on-chip passives also are affected by temperature

changes primarily because the conductivity of the metallization is a function of temper-

ature [36]. Depending on the application (e.g., commercial, industrial, or military), the

temperature range for electronic devices can be from -55 to 125 degrees Celsius (◦C).

With such a wide range, the effects of the temperature variation on the passives need to
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be included in the model.

1.4 Introduction of Scalable Modeling Techniques

The main challenge of scalable modeling is capturing the frequency-dependent char-

acteristics with many geometrical and material property parameters involved. Those

frequency-dependent characteristics include the skin and proximity effects in the conduc-

tors and in the silicon substrate, shunt capacitance and conductance in the passivation

layer and silicon substrate, and EM couplings between different passives. To model these

effects, numerical tools can extract the electrical models, which are usually network pa-

rameters (e.g., S, Y or Z parameters) at the frequencies of interest. There are several

widely adopted numerical techniques, such as Method of Moments (MoM) [37], Finite

Element Method (FEM) [38], Finite-Difference Time-Domain method (FDTD) [39], and

Partial Element Equivalent Circuit (PEEC) approach [40], [41]. The advantage of a nu-

merical approach is its capability of computing complicated structures and yet providing

very accurate results. However, the drawback is that it involves meshing of structures

and matrix calculations, which is usually time consuming and requires large computa-

tional resources. Such disadvantage becomes more limiting as frequency goes up into

the mmWave range, where the skin depth is much smaller than the physical dimensions.

This results in an exponential increase in the number of mesh elements. Furthermore,

these tools are not directly compatible with circuit simulation, and not all of the nu-

merical results can be seamlessly used in circuit simulators (e.g., ADS, HSPICE and

SPECTRE), especially for broadband signals. In such cases, a further step of fitting the

simulated data into an equivalent circuit model needs to be performed. There also exist

black box modeling techniques (e.g., model order reduction (MOR) [42], [43]) by fitting

the mathematical formulas or equivalent models to the simulated response regardless

of the physical structures. Such modeling techniques require no physical information.

However, the complexity of the models is high and the models are often not as robust

and stable [44] as physical modeling techniques.

Another modeling approach is to develop scalable equivalent circuit models which

are directly compatible with circuit simulators. First, the circuit model topologies are

proposed based on physical behaviors. The circuit element values are functions of the

geometrical and material property parameters, which are usually implemented by closed-
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form or empirical expressions. The biggest advantages of this type of modeling technique

are (i) that it enables co-simulation/optimization with active circuits without time con-

suming EM simulations, since the models are derived from equations that can be pre-

programmed in the circuit simulator, and (ii) the models are asymptotically stable. The

disadvantages of this approach include the limited accuracy and bandwidth of the model

due to approximations made during model development. Furthermore, the applicable

design dimension range is constrained to achieve a certain accuracy. In terms of scalable

equivalent circuit model development, the main challenge is that a large of number of pa-

rameters are involved. Hence, the circuit element values are functions of many variables,

which makes direct development of closed-form/empirical equations virtually impossible.

To make the development of scalable models viable, a reduction of complexity is needed.

1.5 Research Contributions

The goal of this thesis is to develop broadband, process-aware, multi-physics models for

on-chip interconnects and passive components to aid in the design of mmWave integrated

circuits in silicon. The scalable modeling techniques developed in this thesis for on-chip

passives are listed below.

• Systematic scalable modeling approaches are developed for on-chip microstrip and

CPW. The equivalent circuit models are suitable for various process nodes with

large normalized geometry aspect ratio. The novelty of the techniques is the ap-

plication of the Principle of Electromagnetic Similitude to reduce the number of

variables during model development combined with a Foster network topology

to capture the frequency-dependent characteristics with ideal lumped frequency-

independent elements. For scalable modeling of a microstrip, we propose a new

approach by separately modeling the signal and conductor effects while considering

the mutual effects. This greatly reduces the number of variables and makes model

development viable. For modeling CPWs, equivalent circuit models for different

frequency regions are developed to reduce complexity, and combined to get the

fully scalable model. Both scalable models are validated through measurements of

fabricated test structures.

• A novel field-based scalable and compact modeling approach is demonstrated for
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on-chip multi-conductor interconnects and more complicated passives. This method

explores the physical behaviors of the frequency-dependent resistance. Two funda-

mental phenomena, skin and proximity effects, are modeled with simple closed-form

expressions. The procedure of mapping the closed-form expressions to equivalent

circuit models is also demonstrated. This approach has been applied to both iso-

lated and coupled transmission lines, as well as on-chip spiral inductors, and has

been validated by measurement.

• Our scalable models include multi-physical effects and eddy-current losses in the

silicon substrate, as well as in metal fills. The physical modeling process enables

capturing the temperature dependency in a simple fashion by scaling the resistance

elements. The substrate eddy current loss is augmented in our scalable models for

application to low substrate resistivity processes. The metal fill losses in an arbi-

trary uniform field are modeled as well. Instead of performing time-consuming EM

simulations, the scalable models can be used directly to study process variations

efficiently and yet accurately.

• Scalable and compact models for magnetic coupling between on-chip spiral in-

ductors are demonstrated. Techniques for minimizing the magnetic coupling are

proposed by using the principle of magnetic flux cancellation. Both compactness

and high isolation can be achieved through this approach.

1.6 Thesis Overviews

In this thesis, we first discuss the design considerations for on-chip transmission lines.

The scalable modeling techniques for microstrip and CPW are presented in Chapter

2. This is followed by a general field-based modeling method for more complicated

passives in Chapter 3. Chapter 4 demonstrates the scalable modeling techniques for spiral

inductors, including metal fill and substrate eddy current effects. Chapter 5 presents

scalable and compact equivalent circuit models for the magnetic coupling between on-

chip spiral inductors and proposes a new layout topology to achieve compactness while

simultaneously reducing the magnetic coupling. Finally, Chapter 6 provides suggestions

for future work and concludes this thesis.
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Chapter 2: Design and Modeling of On-Chip Microstrips and CPWs

2.1 Introduction

On-chip microstrips and CPWs have been widely adopted for transmitting signals, in

synthesizing filters, impedance matching networks, and so on. They are fundamental

building blocks for complicated passives. During RF/mmWave IC design, these passives

are usually simulated and optimized in EM simulators, which require extra computational

resources and are time-consuming. To enable co-simulation/optimization with active

circuit, scalable and compact equivalent circuit models are desired. In this chapter, we

present systematic approaches to develop broadband scalable and compact models for

on-chip microstrips and CPWs. The models are suitable for a wide range of modern

process nodes with large normalized geometry range. We have validated the models

through both EM simulations and measurements of fabricated test chips. We also apply

the microstrip model to an L-section matching network and a branch line coupler.

This chapter is organized as follows. In Sections 2.2 and 2.3 we discuss the design

considerations for on-chip microstrips and CPWs, and we evaluate the performance of

the transmission lines (the characteristic impedance, propagation constant and quality

factor) for different design choices for example CMOS processes. Then, modeling chal-

lenges and approaches in literature are discussed in Section 2.4. Next, in Section 2.5,

an overview of proposed scalable modeling techniques is presented. In Sections 2.6 and

2.7, the details of scalable model development for microstrips is explained and model

validation is presented as well. Next, we present the scalable model development for

CPWs in Sections 2.8 and 2.9. The scalable models include the temperature dependency

and can be directly used to study the impact of process variations, as demonstrated in

Section 2.10.
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2.2 Design Considerations for On-Chip Microstrips

An on-chip microstrip transmission line consists of a metal trace and a ground plane. At

mmWave frequencies, the conventional Metal-Insulator-Semiconductor (MIS) structure

with back-end metallization is not suitable since the silicon substrate is too thick to

suppress surface wave propagation [24]. In a standard RFCMOS or BiCMOS process,

metal layers and dielectric layers are stacked up and passivation layers are placed on

the top (Fig. 2.1). When designing a microstrip structure, the top thick metal layer

is usually chosen as the signal trace, which typically is aluminum or copper with high

conductivity; hence, once the ground layer is defined, the height between the bottom

ground plane and the signal line is fixed. For the desired characteristic impedance, there

exists a unique width for the signal line that fulfills this requirement. Thus, for the

possibility of optimization, it is reasonable to consider choosing different metal layers as

ground (Fig. 2.2).

Figure 2.1: Metal layer stackup in IC processes.



20

Figure 2.2: On-chip microstrip structure.

For a particular IC process, design rules are specified restrictedly to produce desired

yields. This includes restrictions such as the minimal width and the minimal spacing

for layout of metal traces. Thus, for microstrip line design, the minimal width limits

the maximal achievable characteristic impedance. Figure 2.3 illustrates the maximal

characteristic impedance that could be achieved in three different processes (i.e., TSMC

65nm, TowerJazz (Jazz) 130 nm and 180 nm) at 60 GHz.
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Figure 2.3: Maximal achievable characteristic impedance at 60 GHz in different pro-
cesses.

To achieve the same characteristic impedance at a certain frequency, the structure
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with lower ground metal layer should have a wider signal trace. As a consequence, the

cross-section for current flow will be increased and resistance due to the signal trace will

be reduced. However, in lower metallization layers, the thickness of the ground as well as

the conductivity is usually decreased. This usually leads to an increase in resistance in the

ground plane. To evaluate the performance of a microstrip with different ground layers,

microstrip lines with different characteristic impedances are designed and simulated in

EM simulator Q2D [45] for three different processes (i.e., TSMC 65 nm, TowerJazz (Jazz)

130 nm and 180 nm) at 60 GHz. For each process, M1 is the lowest layer producing the

largest microstrip height. As illustrated in Figs. 2.4–2.6, when the ground plane moves

closer to the signal line, the attenuation for microstrips designed with 40 Ω, 50 Ω and 60

Ω increases and the quality factor is reduced, while the variation in the phase constant,

β, is below 5 %. The attenuation constant, α, and phase constant, β, are the real and

imaginary part of the propagation constant, respectively [46], which is given by

γ =
√

(R+ jωL)(G+ jωC) = α+ jβ (2.1)

where R, L, G and C are the distributed series resistance, series inductance, shunt

conductance and capacitance, respectively [46], and ω is the angular frequency. The

quality factor (Q) is [46]

Q =
β

2α
(2.2)
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Figure 2.4: Attenuation constant of a microstrip due to conductor skin and proximity
effects in three different processes at 60 GHz.
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Figure 2.5: Phase constant of a microstrip in three different processes at 60 GHz.
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Figure 2.6: Quality factor of a microstrip in three different processes at 60 GHz.

2.3 Design Considerations for On-Chip CPWs

When designing a transmission line with a certain characteristic impedance, CPW is

superior to microstrip in controlling the characteristic impedance and achieving high

impedance [47]. On the one hand, CPW provides more degrees of freedom (i.e., width

of signal line, gap and ground width) compared with microstrip, which enables having

different structures with the same characteristic impedance. On the other hand, without

a ground metal layer underneath, the magnetic field is not shielded or confined, making

a high characteristic impedance easily achievable by enlarging the gap between signal

line and the top ground lines.
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Figure 2.7: On-chip CPW structure.

For CPW, in addition to conductor losses, substrate losses should also be taken into

consideration if no ground plane is underneath. Therefore, for optimum design, there is

a trade-off between conductor losses and substrate losses. As illustrated in Fig. 2.8, for

a given characteristic impedance and assuming the ground conductor width is fixed, a

large width of the signal line can decrease conductor loss, but the gap between the signal

and ground lines will also be increased to maintain the same impedance. As a result,

the field confinement decreases and, hence substrate loss increases. For example, CPW

structures with a wide range of signal width and gap are designed in TowerJazz 130 nm

RFCMOS and Jazz 180 nm BiCMOS processes. These structures have been simulated in

the commercial simulator Q2D [45] from ANSYS. The quality factor and characteristic

impedance are plotted in Figs. 2.9 and Fig. 2.10 for the two processes at 60 GHz.
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Figure 2.8: Variation of Q for various ground conductor widths, assuming the signal
conductor width is fixed.

Figure 2.9: Line quality factor and characteristic impedance for different sets of widths
and gaps (spacings) in example TowerJazz 130 nm RFCMOS process. Frequency is 60
GHz. Red and black solid lines correspond to 50 Ω and 70 Ω lines, respectively.
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Figure 2.10: Line quality factor and characteristic impedance for different sets of widths
and gaps (spacings) in example TowerJazz 180 nm BiCMOS process. Frequency is 60
GHz. Red and black solid lines correspond to 50 Ω and 70 Ω lines, respectively.

2.4 Modeling Challenges and Approaches in Literature

The transmission line characteristics in general depend on a large number of geometrical

parameters. Taking an on-chip microstrip as an example, as is illustrated in Fig. 2.11,

the per-unit-length R, L, G, C parameters are functions of geometrical parameters (i.e.,

signal conductor width (ws), thickness (ts) and height (h); ground conductor width

(wg), thickness (tg)) and material property parameters (i.e., conductivity (σs, σg) of

each metal layer, inter-layer dielectric constant (ε)), as well as frequency (f). This

makes the development of a fully scalable compact model virtually impossible.
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Figure 2.11: Left: microstrip cross-section; Right: RLGC model (Fig. 1.5) of microstrip
for a short section length ∆z, per-unit-length R, L, G, C parameters are functions of
geometrical and material parameters as well as frequency.

The difficulty in scalable modeling for on-chip transmission lines is to capture the

frequency-dependent characteristics, which are the per-unit-length series impedance (i.e.,

resistance and inductance) and the per-unit-length shunt admittance ( i.e., capacitance

and conductance). For mixed-signal and RF silicon technology with highly resistive

silicon substrates [24], the frequency-dependent series impedance at high frequencies is

mainly due to the skin and proximity effects in or between conductors. To model the

frequency-dependent series resistance and inductance due to the conductors, Kim and

Neikirk [48] proposed an RL ladder network to capture the total p.u.l. resistance and

the change in p.u.l. inductance for a single round wire. The rules for determining the

circuit element values were also discussed. They also extended the model to twin lead

and coaxial lines where proximity effects were considered. Unlike round conductors,

on-chip interconnects usually are rectangular metal bars or planes where analytical so-

lutions can not be derived rigorously as for round conductors. To address this issue,

empirical formulas fitted from optimization tools are preferred. For example, Shi et al.

[49] have developed a scalable model for on-chip CPWs, in which a parallel RL network

and a parallel CG network are adopted to capture frequency-dependent series impedance

and shunt admittance. To determine the circuit element values, empirical formulas were

fitted through a customized optimization algorithm. However, the model is not fully scal-

able and the formulas are only valid for one specific process since only width and length

are varied and other process-dependent physical parameters (e.g., metal layer thickness,
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metal conductivity, silicon conductivity and so on) are fixed. In other words, with too

many parameters involved, it is prohibitive to develop the formulas for the circuit element

values directly. Kang et al. [50] established a fully scalable equivalent circuit model for

on-chip CPWs up to 110 GHz. A well-developed technique named PEEC (e.g., [51]) was

used to extract high-frequency inductance and resistance. However, the PEEC technique

involves meshing of the conductors and sparse matrix calculation. At such high frequen-

cies, the skin depth is fairly small when compared with the geometry. To achieve better

accuracy, finer mesh elements are always desired, and that leads to a large number of

mesh elements, which requires a large amount of computational resources. In addition,

matrix calculations make the model inconvenient to be incorporated into circuit simu-

lators (e.g., SPICE, SPECTRE and ADS). Also, matching impedance only at low and

high frequency points does not necessarily guarantee a good fit in the transition region

from low to high frequencies. Shu et al. [52] attempted to model the series impedance by

using the phenomenological loss equivalence method (PEM) [53]. Only the skin effect in

the center conductor was calculated while the model did not take the proximity effects

and ground conductor loss into consideration. Since the ground conductors play a role in

total p.u.l. resistance and inductance, neglecting the ground effects leads to inaccuracy

in model performance.

2.5 Overview of Proposed Scalable Modeling Approach

To model the frequency-dependent resistance and inductance for on-chip microstrips and

CPWs, we have proposed a systematic scalable modeling approach based on the Principle

of Electromagnetic Similitude [54] and the Foster network [55] synthesis. To explain the

modeling technique, we take an isolated conductor as an example. As illustrated in the

upper left panel of Fig. 2.12, the change of resistance and inductance due to the skin

effect is a function of four variables, i.e.,

∆R = hR(f, w, t, σ) (2.3)

∆L = hL(f, w, t, σ). (2.4)

After applying the Principle of Electromagnetic Similitude (upper right panel of Fig.

2.12), the number of variables is reduced to two variables (i.e., w/t, p) and ∆R and ∆L
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can be expressed as

∆R = RdcfR

(
w

t
, p

)
(2.5)

∆L = fL

(
w

t
, p

)
. (2.6)

In (2.5), Rdc is the DC resistance. Variable p = wt/δ2 = wtσµ0πf is the normalized

frequency [56], where δ is the skin depth defined as δ = 1/
√
πfµ0σ, µ0 and σ are the

permeability and conductivity of the conductor, respectively, and f is the operating

frequency. Furthermore, as shown in the lower right panel of Fig. 2.12, we synthesize

a Forster network (Fig. 2.13) to capture the frequency-dependency in R and L, which

eliminates the normalized frequency p. The resistance and inductance elements in the

network are frequency-independent. They are functions of only normalized geometrical

parameters. The development of functions fR() and fL() will be discussed in the following

sections. The number of RL sections can also be increased to achieve better accuracy

and larger bandwidth, which will be discussed later. For on-chip microstrips and CPWs,

in addition to the aforementioned techniques, we also developed systematic approaches

to reduce the complexity of the problem. These techniques will be discussed in the

following sections.



30

Figure 2.12: Overview of proposed scalable modeling approach.

Figure 2.13: A generic RL Foster network.

2.6 Scalable Modeling Approach for On-Chip Microstrips

2.6.1 Approach Overview

To make the development of a scalable model for on-chip microstrips feasible, the com-

plexity of the problem needs to be reduced. To model the shunt C parameter, G can be
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ignored since the loss tangent of the silicon oxide is negligible and the silicon substrate

is shielded by a sufficiently wide ground plane. This guarantees that C remains fre-

quency independent. For the frequency-dependent resistance and inductance parameter,

we have proposed an approach by modeling the change in resistance and inductance for

signal and ground conductor separately while considering their mutual influence due to

proximity effects in a simplified manner [57] (Fig. 2.14).

Figure 2.14: Reduction of problem complexity by separating the signal and ground
conductor losses while considering mutual effects.

This leads to the network decomposition for the R, L parameters into two networks rep-

resenting the change in R and L for the signal conductor and the ground conductor, both

in the presence of the other conductor, as illustrated in Fig. 2.15. The high frequency

inductance L∞ and total DC resistance Rdc parameters are represented separately. We

further reduce the number of parameters by assuming a perfect ground conductor of

infinite width and conductivity when analyzing the losses in the signal conductor. This

simplification has negligible influence on the signal conductor characteristics but leads

to a reduction by three parameters associated with the ground conductor on the signal

series impedance. Similarly, for modeling the ground conductor characteristics, the sig-
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nal conductor is assumed to be a perfect conductor of zero thickness. Each ∆R, ∆L

sub-network is a function of several geometrical parameters, conductivity and frequency.

As a final step, we develop scalable compact models for each sub-network and combine

them as illustrated in Fig. 2.15 to obtain a complete scalable compact model for on-chip

microstrips.

Figure 2.15: Network decomposition model for a short section of microstrip of length
∆z.

2.6.2 RL network for Signal Conductor

The increase in resistance and decrease in inductance for the microstrip signal line in the

presence of a perfect ground plane (Fig. 2.16) are both due to the skin and proximity

effects in the signal conductor. In this case, resistance and inductance are functions of

five parameters (ws, ts, hs, and σs, and frequency f), which can be expressed as

∆Rs = GR

(
ws, ts, hs, ts, f

)
(2.7)

∆Ls = GL

(
ws, ts, hs, ts, f

)
. (2.8)

With many parameters, it is prohibitive to develop empirical formulas for GR() and

GL(). To decrease the complexity further, we apply the Principle of Electromagnetic

Similitude to reduce the number of independent parameters, as discussed in Section 2.5.
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The change in per-unit-length resistance ∆Rs and inductance ∆Ls for the microstrip

signal conductor is expressed in functional form with normalized variables as

∆Rs = RdcGR

(
ws
ts
,
hs
ts
, p

)
(2.9)

∆Ls = GL

(
ws
ts
,
hs
ts
, p

)
, (2.10)

where Rdc = 1/(wstsσs). As a further step, the normalized frequency parameter p can be

eliminated by synthesizing the ∆Rs, ∆Ls sub-network as a Foster network, as illustrated

in Fig. 2.17. By equating the functional form for the ∆Rs, ∆Ls sub-network with the

individual elements Rsi, Lsi of the Foster network, it can be shown that the elements

Rsi, Lsi are simply functions of the two parameters, wt/ts and hs/ts, and DC resistance

Rdc. Thus, the frequency dependence of ∆Rs, ∆Ls is captured by the Foster network.

Rsi = RdcFR

(
ws
ts
,
hs
ts

)
(2.11)

Lsi = FL

(
ws
ts
,
hs
ts

)
. (2.12)

Figure 2.16: Microstrip with perfect ground plane, used for modeling the frequency-
dependent signal series impedance.
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Figure 2.17: RL Foster network for scalable compact modeling of the signal conductor.

To obtain empirical approximations to the functions FR and FL, as shown in Fig.

2.18, we first performed extensive quasi-magnetostatic simulations over a wide range of

values for ws/ts and hs/ts to cover practical dimensions for a broad range of process

technologies and process nodes. This is achieved by varying ws and hs while remaining

ts and σs the constant and performing the simulation over a frequency range from DC

to an upper frequency fmax (400 GHz). Each discrete set of ws/ts and hs/ts corresponds

to simulated ∆Rs and ∆Ls over the frequency range of interest. Then, we used a

customized Genetic Algorithm [58] to determine the values for each R and L element

(Rsi and Lsi) in the equivalent RL circuit model to obtain the best approximation to the

response for both ∆Rs and ∆Ls. Now, we have the equivalent RL circuit models (Rsi

and Lsi) for discrete ws/ts and hs/ts values. To make the model useful for continuous

geometry ranges, the last step is to fit suitable empirical expressions to each element

(Rsi and Lsi) over the 2D parameter space (ws/ts and hs/ts). The empirical expressions

for the resistance parameter Rsi (i=1,2,3) are of the form

Rsi =
σo
σs

(
to
ts

)2

Roi

(
ws
ts
,
hs
ts

)
, (2.13)
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Figure 2.18: Flow diagram of our proposed scalable modeling method.

where we have assumed to = 1 µm and σo = 6×107 S/m as reference values. The formulas

for Roi(
ws
ts

, hs
ts

) are given in Appendix A.1. To determine the inductance parameters Lsi

(i=1, 2, 3) for the signal conductor, we first fit an empirical expression to the pole poi

of each Rsi, Lsi section of the Foster network. The formulas for poi(
ws
ts

, hs
ts

) are also

provided in Appendix A.1. The Lsi parameters are given by

Lsi =

Roi

(
ws
ts
, hsts

)
poi

(
ws
ts
, hsts

) . (2.14)

To validate our model for the signal conductor, we compared our method for an

example microstrip designed in a BiCMOS 180 nm TowerJazz process. The signal con-

ductor is on M6 (top metal) and the width is 6 µm. The ground conductor is on M3,

which is assumed perfect. These preliminary results compare the results obtained with

the commercially available quasi-electrostatic solver Q2D [45] to our techniques.
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Figure 2.19: Change in per-unit-length resistance for signal conductor up to 110 GHz.
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Figure 2.20: Change in per-unit-length inductance for signal conductor up to 110 GHz.
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2.6.3 RL network for Ground Conductor

Similar to the signal conductor, we apply a parameter reduction approach to model the

change in resistance ∆Rg and inductance ∆Lg corresponding to the ground conductor

of the microstrip. The change in resistance and inductance due to the ground conductor

in the presence of a signal conductor having infinite conductivity is a function of six

parameters (i.e., ground and signal conductor width (ws, wg) and thickness (ts, tg),

ground conductor conductivity (σg) and frequency (f)). To systematically reduce the

number of parameters, we first assume an effective signal conductor of zero thickness

and define an effective height heff = hs + ts/2, as shown in Fig. 2.21.

Figure 2.21: Microstrip with perfectly thin signal conductor, used for considering ground
series impedance.

Figure 2.22: RL Foster network for scalable compact model of the ground conductor.
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However, we note that the width of the ground conductor affects the total change in

inductance and, hence, cannot be neglected in the model. Thus, a total of five parameters

are included in the model: the widths of signal and ground conductors (ws, wg), the

effective signal line height (heff), the ground conductor thickness (tg) and the conductivity

of ground metal layer (σg). To further reduce the complexity of this problem, we note

from [59] that the width of the ground conductor does not affect the critical frequency

of the frequency-dependent inductance if wg > ws + 6(hs + t) where t is the maximal

thickness of the signal and ground conductors. This implies that the poles in the RL

Foster network corresponding to the ground conductor (Fig. 2.22) can be assumed to

be independent of the ground conductor width for wg > ws + 6(hs + t). Furthermore,

with increasing frequency when the skin and proximity effects are well developed, the

current distribution in the ground plane is concentrated close to the surface of the ground

conductor underneath the signal conductor. Therefore, the ground conductor width can

be ignored for modeling the high frequency resistance and inductance. Thus, similar to

modeling the signal conductor, the problem is reduced to four parameters, and similitude

combined with a Foster network synthesis can be effectively applied to further reduce

the problem to two parameters (i.e., ws/heff, tg/heff) for the elements Rgi, Lgi of the

Foster network shown in Fig. 2.22 together with a simple scaling factor with respect to

a reference design. The empirical expressions for the resistance parameters Rgi (i=1, 2,

3) are given as

Rgi

(
ws
heff

,
tg
heff

)
=
σo1

σg

(
ho
heff

)2

Ri

(
ws
heff

,
tg
heff

)
, (2.15)

where the factor σo1
σg

(
ho
heff

)2
is a scaling factor relative to a reference design with ho =

10 µm and σo1 = 5.8 × 107 S/m. The values of the first two inductance elements

(Lgi(
ws
heff

,
tg
heff

), i=1, 2) in Fig. 2.22 are obtained through the relationship with the RL

network’s pole as Ri = piLgi (i= 1, 2) together with resistance elements Ri(
ws
heff

,
tg
heff

)(i=1,

2), which are all given in Appendix A.1. The third inductance element is obtained by

enforcing the correct DC inductance of the total network of Fig. 2.15.

Lg3 = Ldc − L∞ −
3∑
i=1

Lsi −
2∑
i=1

Lgi (2.16)
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An analytical formula for Ldc of the microstrip is available in [60]. The capacitance

formulas in [59] are used to calculate the inductance per unit length in the high frequency

limit, L∞, as L∞ = 1/(c2
oCair), where co is the speed of light in a vacuum and Cair is the

capacitance per unit length with air dielectric. We obtain Rg3 through the relationship

with the RL network’s pole as R3 = p3Lg3. The empirical expression p3 is given in

Appendix A.1. To validate our model for the ground conductor, a microstrip designed in

a BiCMOS 0.18 µm TowerJazz process is compared with a commercial EM field solver

[45]. The signal conductor is on M6 (top metal), which is assumed perfect with zero

thickness. The width is 6 µm and the ground conductor is on M3 with a width of 300

µm. Figure 2.23 and 2.24 show a comparison between our scalable model with the EM

simulation, which are in good agreement.
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Figure 2.23: Change in per-unit-length resistance for the ground conductor up to 110
GHz.
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Figure 2.24: Change in per-unit-length inductance for the ground conductor up to 110
GHz.

2.7 Model Validation for On-Chip Microstrip

Figure 2.25 shows the complete scalable equivalent circuit model for a short section of

microstrip of length ∆z (Fig. 2.26). Similar to the circuit topology shown in Fig. 2.15,

the two Foster networks representing the change in resistance and inductance (∆R, ∆L)

corresponding to the signal and ground conductors are cascaded and augmented by the

DC resistance Rdc∆z and the inductance in the high frequency limit, L∞∆z, as well

as shunt capacitance C∆z. The total DC resistance per unit length of the microstrip,

including the signal and ground conductors is given by Rdc = 1/(σswsts) + 1/(σgwgtg).

The capacitance formulas in [59] are adopted to calculate the effective permittivity εeff

and the shunt capacitance per unit length Cair with air dielectric. The accuracy of these

formulas has been verified for a wide range of geometries and dielectric constants.

The effective bandwidth of the scalable model depends on the specific microstrip

parameters and the reference design as [57]

Bandwidth = min

(
σo
σs

(
to
ts

)2

,
σo1
σg

(
ho
heff

)2
)
fmax, (2.17)

where the reference design with to = 1 µm, ho = 10 µm, σo = 6 × 107 S/m, and
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σo1 = 5.8× 107 S/m has been modeled up to the frequency fmax = 400 GHz.

Figure 2.25: Compact scalable broadband model for a short section of on-chip microstrip
of length ∆z.

Figure 2.26: A short section of on-chip microstrip of length ∆z.
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Figure 2.27: Frequency-dependence of per-unit-length resistance and inductance for a
on-chip microstrip design up to 110 GHz, the signal conductor is 12 µm wide and is in
M6 (top metal layer) and the ground conductor is 300 µm wide and is realized in M3.

We have compared our scalable model for the per-unit-length resistance and inductance

parameters of the microstrip with the commercial field solver Q2D for a microstrip design

in a BiCMOS 180 nm TowerJazz process (Fig. 2.27). A 50 Ω microstrip fabricated in a

BiCMOS 180 nm TowerJazz process has also been measured. The comparison between

the measurements and the model is shown in Fig. 2.28.
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Figure 2.28: Comparison of per-unit-length resistance and inductance obtained with
the broadband scalable model and measurements for a 50 Ω microstrip fabricated in a
TowerJazz 180 nm BiCMOS process (signal line M6, ground M3).
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The model is suitable for aluminum and copper processes with a wide range of normalized

geometrical parameters, as listed in Tab. 2.1. Our model was verified with Q2D [45] to

be accurate within 10% over the large parameter space. An example HSPICE netlist for

microstrip is included in Appendix B.

Table 2.1: Suitable Normalized Geometrical Range

parameter range

ws/ts 0.5-50

hs/ts 1-10

ws/heff 0-10

tg/heff 0.05-0.5

2.8 Scalable Modeling Approach for On-Chip CPWs

2.8.1 Problem Reduction

We have discussed that the challenges of scalable modeling for on-chip microstrip are

due to the large number of parameters. This also applies for on-chip CPWs. Our model

development focuses on the complicated frequency dependence of the series resistance

and inductance due to skin and proximity effects in the conductors from DC up to

the mmWave frequency range. For the shunt G, C parameters, suitable models and

formulas are readily available (e.g., [61] and [62]). It is generally difficult to capture the

frequency-dependent resistance and inductance parameters because of the presence of

non-uniform current distributions along the conductor surfaces due to proximity effects,

and the inadequacy of the traditional high-frequency surface impedance method for this

situation.

As illustrated in Fig. 2.29, the per-unit-length resistance (R) and inductance (L) of

a general on-chip CPW are functions of a large number of geometrical parameters (i.e.,

signal conductor width (ws), ground conductor width (wg), conductor thickness (t), and

spacing (s)), material property parameters (conductivity (σ)), and the frequency of op-

eration (f)). It is quite challenging to develop a fully scalable compact model with such

a large number of parameters. To develop scalable models for the ideal elements of the

circuit model in Fig. 2.30, and ultimately for the p.u.l. resistance and inductance param-
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eters of a CPW, we first reduce the complexity of the problem by modeling the change

in resistance and inductance in two different operating frequency regions [63], namely

the ‘DC to intermediate frequencies’ region and the ‘intermediate to high frequencies’

region, where the skin and proximity effects are well developed. With this approach we

can decompose the network for the p.u.l. resistance R and inductance L parameters into

two sub-networks representing the change in R and L in these two regions, as illustrated

in Fig. 2.30. Combined with the high frequency p.u.l. inductance L∞ and the p.u.l. DC

resistance Rdc parameters, a wideband equivalent circuit model for R(f) and L(f) of an

on-chip CPW is obtained. In the next sections, we describe the development of suitable

formulas for the circuit elements to make the model scalable with respect to geometrical

and material property parameters.

Figure 2.29: Geometry parameters for conductors of on-chip CPW.
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Figure 2.30: Compact broadband model for on-chip CPW for a short length of ∆z.

2.8.2 Sub-Network for ‘Intermediate to High Frequencies’ Region

As for microstrips, the increase in resistance per-unit-length and decrease in inductance

per-unit-length up to mmWave frequencies for on-chip CPWs on medium-to-high resis-

tivity silicon substrate are primarily caused by the conductor skin and proximity effects.

In this case, p.u.l. resistance and inductance depend on five parameters (ws, t, s, wg, σ,

and operating frequency f). At sufficiently high operating frequencies, such that the skin

and proximity effects are well developed, the currents in the ground conductors crowd

at the inner edges close to the signal conductor, as illustrated in Fig. 2.31.
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Figure 2.31: Volume current density in an on-chip CPW at 60 GHz.

In this case, the dependence on width of the ground conductors, wg beyond a minimum

width can be neglected in modeling high-frequency resistance and inductance. Applying

the Principle of Electromagnetic Similitude, the change in resistance ∆R and inductance

∆L can be expressed in functional form as given below.

∆R = RdcGR

(
ws
t
,
s

t
, p

)
(2.18)

∆L = GL

(
ws
t
,
s

t
, p

)
(2.19)

Rdc = 1/(wstσ) is the p.u.l. DC resistance. Similar to the techniques presented in

Section 2.6, a Foster network having elements Ri, Li is matched to the functional form

of the ∆R, ∆L subnetwork, where each of the elements Ri, Li is only a function of two

normalized parameters, ws/t and s/t (as well as the signal conductor’s DC resistance

Rdc for Ri). The wideband frequency dependence is captured by the Foster network. We

have found three RL sections to give sufficient accuracy over the chosen wide frequency

and parameter range. For higher accuracy, the Foster network order can readily be

increased. The elements of the three RL sections are given in functional form as
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Ri = RdcFR

(
ws
t
,
s

t

)
(i = 1, 2, 3) (2.20)

Li = FL

(
ws
t
,
s

t

)
(i = 1, 2, 3) (2.21)

Empirical forms of the functions FR( ) and FL( ) have been obtained by extensive

magnetoquasistatic simulations for a wide range of values of ws/t and s/t, encompassing

practical dimensions for a broad range of process technologies and process nodes. A

customized Genetic Algorithm was applied to obtain values for each Ri and Li element,

and suitable empirical expressions were then fitted to each element over the normalized

parameter space. The empirical expressions for the resistance parameters Ri (i = 1, 2, 3)

are given as

Ri =
σref

σ

(
tref

t

)2

R0i

(
ws
t
,
s

t

)
, (2.22)

where tref = 4 µm and σref = 6 × 107 S/m are assumed as reference values. Formulas

for R0i(ws/t, s/t) are given in Appendix A.2. An empirical expression was fitted to the

pole p0i of each Ri, Li section of the Foster network for determining the inductance

parameter Li (i = 1, 2, 3). The formulas for p0i(ws/t, s/t) are also provided in Appendix

A.2. Then,

Li = R0i

(
ws
t
,
s

t

)/
p0i

(
ws
t
,
s

t

)
. (2.23)

2.8.3 Sub-Network for ‘Low to Intermediate Frequencies’ Region

An additional RL section (R4 and L4) is used to capture the frequency-dependent resis-

tance and inductance in the ‘Low to intermediate frequencies’ range. The inductance L4

of the fourth section is obtained by enforcing the DC inductance of the overall circuit

given in Fig. 2.30.

L4 = Ldc − L∞ −
3∑
i=1

Li (2.24)
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We obtain R4 through the relationship with the fourth RL section’s pole as

R4 =

(
σref

σ

)(
tref

t

)2

p04 · L4, (2.25)

with tref = 4 µm and σref = 6 × 107 S/m as reference values. A suitable empirical

expression for p04 is given in Appendix A.2. Closed-form formulas for the self and

mutual inductances for linear conductors have been derived in [64], which are applied

here to calculate the DC inductance of a CPW with finite ground width. An empirical

capacitance formula (see Appendix A.2) was also developed to determine the inductance

per-unit-length in the high frequency limit, L∞, as L∞ = 1/(c2
0Cair), where c0 is the

speed of light in vacuum and Cair is the capacitance per-unit-length with air dielectric.

2.9 Model Validation for On-Chip CPW

We have performed a comprehensive comparison of our scalable model with the quasi-

static EM solver Q2D for the per-unit-length resistance and inductance parameters of a

CPW for different designs. Figures 2.32 and 2.33 show representative results.
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Figure 2.32: Comparison of per-unit-length resistance and inductance obtained with
the scalable equivalent circuit model (Model) and EM solver Q2D as function of signal
conductor width (s = 15 µm, t = 3 µm, wg = 150 µm, σ = 3.8 × 107 S/m). Blue line
and symbols are for 1 GHz, red line and symbols for 60 GHz, and black line and symbols
for 110 GHz.
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Figure 2.33: Comparison of per-unit-length resistance and inductance obtained with the
scalable equivalent circuit model (Model) and EM solver Q2D as function of signal-to-
ground conductor spacing (w = 20 µm, t = 3 µm, wg = 150 µm, σ = 3.8 × 107 S/m).
Blue line and symbols are for 1 GHz, red line and symbols for 60 GHz, and black line
and symbols for 110 GHz.

Furthermore, Fig. 2.34 shows a comparison of the frequency-dependent R and L pa-

rameters for a representative design with signal conductor width of 20 µm, conductor

thickness of 3 µm, ground width of 200 µm, and conductor conductivity of 3×107 S/m.

Also included in the figure are the results obtained with the mode-matching approach

of [65]. Figure 2.35 shows a comparison of our model with the model in the IBM PDK

library, as well full-wave simulation using HFSS [66]. In this case the widths of signal

and ground conductor are 15 µm and the conductor spacing is 4 µm. The top metal

layer in the IBM BiCMOS 8HP process was chosen in this design. When compared with

the IBM PDK model [67], our model performs better in capturing the high frequency

resistance.
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Figure 2.34: Comparison of per-unit-length resistance and inductance obtained with
the scalable equivalent circuit model (Model), EM solver Q2D and the mode-matching
method [65].
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Figure 2.35: Comparison of per-unit-length resistance and inductance obtained with the
scalable equivalent circuit model (Model), EM solver Q2D, HFSS and the IBM model
from PDK library.

For the same design, we also compared the performance of our model with that in [52]. As

illustrated in Fig. 2.36, the model in [52] underestimates the high frequency resistance.

This is likely due to neglecting ground effects in the model. Likewise, the high frequency

inductance is offset, which is probably caused by the assumption of negligible conductor

thickness in the inductance calculation. In all cases our scalable model [68] is in good
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agreement with the corresponding EM simulation results.
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Figure 2.36: Comparison of per-unit-length resistance and inductance obtained with the
scalable equivalent circuit model (Model), EM solver Q2D, HFSS and the model in [52].

The scalable RL model of on-chip CPWs is suitable for various process nodes with a large

normalized geometry range with signal line width-to-thickness ratios ws/t between 1 and

15 and spacing-to-thickness ratios s/t between 0.25 and 15. Our model was validated by

both rigorous EM simulation and measurements of fabricated test chips. The model can

easily be implemented into standard circuit simulators. The accuracy is within 10% over

the normalized geometry range, as illustrated in Figs. 2.37-2.39. The error is defined as

Error =
|Scalable Model- EM Simulation Values|

EM Simulation Values
× 100% (2.26)
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Figure 2.37: RL percent error between the scalable equivalent circuit model and EM
solver for wide normalized geometry ranges at 1 GHz.
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Figure 2.38: RL percent error between the scalable equivalent circuit model and EM
solver for wide normalized geometry ranges at 60 GHz.
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Figure 2.39: RL percent error between the scalable equivalent circuit model and EM
solver for wide normalized geometry ranges at 110 GHz.

We have also fabricated test chips in TowerJazz 180 nm SiGe BiCMOS process and 130

nm RFCMOS process. Two test CPWs with different metal thicknesses and dimensions

and de-embedding structures have been measured. For CPW in 180 nm process, the

width of the signal and ground conductors are both 12 µm. The spacing s is 5 µm. In

the 130 nm process, the widths of signal and ground conductors are 6 µm and 12 µm,

respectively. The spacing s is 8 µm. The p.u.l. resistance and inductance have been

extracted through de-embedded S parameters. The de-embedding process is described

in [69]. Comparisons between the model, HFSS simulation, and measurement are shown

in Fig. 2.40 and Fig. 2.41. Both the p.u.l. resistance and inductance of the model match

well with EM simulation and measurements.
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Figure 2.40: Comparison of per-unit-length resistance and inductance obtained with the
scalable equivalent circuit model, EM simulation and measurement for example on-chip
CPW in TowerJazz RFCMOS 130 nm.

Figure 2.41: Comparison of per-unit-length resistance and inductance obtained with the
scalable equivalent circuit model, EM simulation and measurement for example on-chip
CPW in TowerJazz BiCMOS 180 nm.

2.10 Scalable Modeling with Multi-physics Effects

The scalable models enable modeling multi-physical effects such as temperature changes

[70] and process variability [71] through the mapping from the dimensional and material

parameters to the electrical and performance characteristics of the passive components.
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To address variability and uncertainty in the physical parameters (dimensions and mate-

rial properties) in the model, we performed comprehensive Monte Carlo analyses [72] by

leveraging our scalable models with the variations in physical parameter input. These

analyses provide an intuitive understanding of the severity and impact of variability on

the performance of mmWave passive components for a given process as well as different

process nodes.

2.10.1 Temperature Effects

For metal layers commonly used in IC processes, such as copper and aluminium, the

resistivity is temperature dependent. A linear approximation is typically used [73]:

ρ (T ) = ρ0 [1 + a (T − T0)] (2.27)

Figure 2.42: Resistivity of different metal changes with temperature.

where ρ0 is the resistivity at temperature T0 and a is the temperature coefficient of

resistivity. In our equivalent circuit model, if the conductivity of metal changes with

temperature, the inductance value will not vary, while all resistance values will be altered

based on the relation below:
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R (T ) =
ρ (T )

ρ0
R (T0) (2.28)

R(T0) is the resistance value at temperature T0, R (T ) is the resistance value at temper-

ature T . To verify our model, we take aluminium as example, with a conductivity of

3.5×107 S/m at 293 K (20 ◦C). The temperature coefficient is 0.0039 K−1. Therefore,

at 218 K (-55 ◦C) and 398 K (125 ◦C), the conductivity for aluminium is 4.94×107 S/m

and 2.48×107 S/m, respectively. For the on-chip CPW, we assuming that the width of

the signal conductor is 10 µm, the thickness is 2 µm, the spacing is 4 µm, and the ground

conductor width is 100 µm. We implemented our model with the additional temperature

dependence. The performance of our scalable model is shown in Fig. 2.43.

Figure 2.43: Comparison of per-unit-length resistance and inductance obtained with the
broadband scalable model and Q2D EM simulation for different temperatures.

2.10.2 Process Variations

By leveraging the scalable modeling, the impact of process variations on the passives

can be examined efficiently without performing time-consuming EM simulations. Figure

2.44 shows the flow of this procedure. The process variations are usually given in the

IC process PDKs. Variations of physical geometry and material property parameters

are mapped to the distributions of circuit element values in the scalable model. In the
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end, the performance of the passive component with process variation can be analyzed

via Monte Carlo simulations. For example, we have designed a 50 Ω microstrip in a

TowerJazz BiCMOS 180nm process. The signal and ground conductor are on M6 and

M3, respectively. Figure 2.45 and 2.46 show the distribution of characteristic impedance

(Z0), attenuation constant (α) and phase constant (β) due to the process variations.

Figure 2.44: Study of process variations through scalable models

Figure 2.45: Distribution of Z0 due to process variations for a nominal 50 Ω microstrip
in a TowerJazz BiCMOS 180nm process (signal on M6 and ground on M3).
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Figure 2.46: Distribution of attenuation constant α (left) and phase constant β (right)
due to process variations for a nominal 50 Ω microstrip in a TowerJazz BiCMOS 180nm
process (signal on M6 and ground on M3).

We also use our transmission line model as building block for other types of passives.

In Fig. 2.47, a single stub matching network was designed and modeled in TowerJazz

180 nm BiCMOS process. A load impedance assumed as 5-j20 Ω was matched to 50

Ω at 60 GHz. The real and imaginary parts of the input impedance are shown in Fig.

2.48. The µ ± 2σ interval of the input impedance is indicated as well. The distribution

of the standing wave ratio (SWR) at input port is illustrated in Fig. 2.49. Similarly,

a 60 GHz branch line coupler (Fig. 2.50) was implemented in the same process. Since

the branch line coupler only consists of microstrip lines with different impedances, the

equivalent circuit model of the coupler is represented for each branch by the micrsotrip

equivalent circuit model. The equivalent circuit model (nominal design) matches well

with the HFSS simulation, and the impact of process variations is also included in Fig.

2.51.
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Figure 2.47: Design of a single stub matching network using microstrip in TowerJazz
180 nm BiCMOS process.

Figure 2.48: Comparison of between HFSS simulation and scalable equivalent circuit
model for the single-stub microstrip matching network shown in Fig. 2.47, including the
impact of process variations.
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Figure 2.49: Distribution of SWR at input port for the single-stub microstrip matching
network shown in Fig. 2.47 due to process variations.

Figure 2.50: Design of a branch line coupler using microstrip in TowerJazz 180 nm
BiCMOS process.
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Figure 2.51: Comparison between HFSS simulation and scalable equivalent circuit model
for a 60 GHz branch line coupler, including the impact of process variations.

2.11 Conclusion

In this chapter, scalable and compact equivalent circuit models for on-chip microstrip

and CPW have been developed and validated by EM simulation and measurement. The

models are suitable for various process nodes over broad geometrical parameter ranges.

Example HSPICE model netlists for microstrip and CPW are shown in Appendix B.1

and B.2, respectively. Our models incorporate temperature dependency as well. The

scalable models have also been applied to more complicated passives (e.g., a single-stub

matching network and a 60 GHz branch line coupler). We also have performed Monte

Carlo simulation using the scalable models to study the impact of process variations on

the performance of passives. To model other more complicated passives, a more general

scalable modeling approach is presented in the next chapter.
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Chapter 3: Field-based Closed-form Modeling Approach

3.1 Introduction

We have discussed the modeling techniques for single isolated transmission lines (e.g.,

microstrip and CPW). The key process is to reduce the number of parameters to a certain

degree so that development of closed-form formulas is viable. However, for more com-

plicated interconnects with a larger number of conductors than for isolated transmission

lines, the number of geometry variables increases quickly so that the approach discussed

in Chapter 2 is no longer viable. For example, the coupled CPW has one more signal

conductor compared with the isolated CPW, as illustrated in Fig. 3.1. To model the re-

sistance for this extra signal conductor, both the signal conductors’ geometry and their

relative locations with other conductors need to be taken into consideration. Adding

this extra conductor will also affect the frequency-dependent resistance for the other

conductors, which needs to be considered in the model.

Figure 3.1: On-chip coupled CPWs with four conductors (signal conductors are yellow
and ground conductors are green).

In this chapter, we present a systematic approach for modeling the resistive losses
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in on-chip interconnects [74]. As discussed in Section 2.4, it is generally prohibitive to

directly develop closed-form expressions for the p.u.l. resistance with many parameters

involved. In the previous chapter, the key scalable modeling techniques developed for

the isolated transmission lines leverages the Principle of Electromagnetic Similitude and

adopts a Foster network topology. Such techniques can only reduce the number of pa-

rameters by two, i.e., one parameter reduction by using normalized parameters and a

variable reduction by implementing the frequency dependence through a Foster network

synthesis. For more complicated passives, further reduction of the problem complexity

is needed. To address this challenge, we have developed a technique by separately mod-

eling the resistance increase due to the skin and proximity effects on each individual

conductor and combining them to obtain the total resistance. The proximity effect is

due to the magnetic field generated by the currents in adjacent conductors, which usu-

ally is non-uniform across the conductor region. To further reduce the complexity, the

non-uniform magnetic field is approximated by an average uniform field. It has been

shown that the contributions due to skin effect and proximity effect in rectangular con-

ductors are orthogonal (in a functional sense) [75] if the applied external magnetic field

is uniform. Thus, with the uniform magnetic field approximation, we can model the

resistance increase due to skin effect and proximity effect separately and combine them

to obtain the total frequency-dependent p.u.l. resistance.

This chapter is organized as follows. We first demonstrate the orthogonality of skin

and proximity effects in a uniform field environment in Section 3.2. Sections 3.3 and 3.4

present the separate development of closed-form expressions for the skin and proximity

losses taking advantage of the orthogonality of their contributions. Next, in Sections

3.5 and 3.6, we apply our techniques to both CPW and coupled CPWs. A mapping

technique is proposed in Section 3.7 to derive the equivalent RL circuit model that can

be employed in circuit simulators. Our model also includes the substrate eddy current

effects in low resistivity substrate, as demonstrated in Section 3.8.

3.2 Orthogonality of Skin and Proximity Effects

If the external applied field is uniform and parallel to the symmetry axis of parallel

conductors, the power losses due to skin and proximity effects can be separated due to

orthogonality of the two effects [75]. Consider an input current (e.g., I1) density ~Jskin in
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the signal conductor of a CPW, as illustrated in Fig. 3.2. ~Jskin is already non-uniform

due to the skin effect. In addition, when an external field ~Ha is applied due to currents

in closeby conductors (e.g., I2), this will cause an additional eddy current ~Jprox. The

total current density in the signal conductor can be expressed as

~Jsum = ~Jskin + ~Jprox. (3.1)

Figure 3.2: Illustration of skin and proximity effects in the signal conductor of a CPW

The non-uniform current density due to the skin effect, ~Jskin, is symmetrical about the

yz-plane, i.e.,

~Jskin (−x) = ~Jskin (x) (3.2)

In contrast, the induced current density due to external field ~Ha is anti-symmetric along

the x-axis, i.e.,

~Jprox (−x) = − ~Jprox (x) (3.3)

Since ~Jsum is perpendicular to A, the total p.u.l. power loss in the signal conductor is

obtained as

Pp.u.l. =
1

2σ

∫∫
A

~Jsum · ~J∗sumdA =
1

2σ

∫∫
A

(
~Jskin + ~Jprox

)
·
(
~J∗skin + ~J∗prox

)
dA, (3.4)

As discussed before, the induced eddy current ( ~Jprox) due to an external uniform mag-
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netic field is an odd function and the current due to the skin effect ( ~Jskin) is an even

function along the width of the conductor. Therefore, the total power loss can be parti-

tioned into three parts: the power loss due to (i) the skin effect current ( ~Jskin
~J∗skin), (ii)

the eddy current induced by the external field (JproxJ
∗
prox), and (iii) the mixed current

( ~Jskin
~J∗prox + ~Jprox

~J∗skin). Since the last term is an odd function, the integral of the mixed

current term over the conductor width is zero. The total p.u.l. power loss is given as

Pp.u.l. =
1

2σ

∫∫
A

~Jskin · ~J∗skindA+
1

2σ

∫∫
A

~Jprox · ~J∗proxdA. (3.5)

The first and second integrals correspond to skin effect loss and proximity effect loss,

respectively.

3.3 Modeling Skin Effect Resistance

We first start with the time-varying applied and response magnetic fields, ~H0 and ~Hr at

the cross section of the conductor in the xy-plane. Ignoring the displacement current,

the relation between ~H0 and ~Hr can be derived as [76]

~H0 + ~Hr =
1

j2πfµ0σ
∇×∇× ~Hr. (3.6)

After bringing the constant term πfµ0σ into the curl-curl operator (normalizing the

physical dimension in terms of skin depth δ), ~Hr can be represented as

~Hr = | ~H0|~fH
(
x

δ
,
y

δ

)
, (3.7)

where ~fH is a unit less vector function. The non-uniform current density ~Jskin is due

to the skin effect, whcih ~Jskin can be derived from ∇ ~Hr. Since the applied field ~H0 is

proportional to the impressed current density I/(wt), ~Jskin can be formulated as

~Jskin =
I

wt
~fJ

(
x

δ
,
y

δ

)
, (3.8)
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where ~fJ is unknown unit-less vector function and δ is the skin depth given in (1.3). The

p.u.l. power loss P can then be formulated in terms of ~fJ as

P =
1

2

∫∫
A

∣∣∣ ~Jskin

∣∣∣2
σ

dxdy =
1

2

∫∫
A

I2

w2t2σ

∣∣∣~fJ ∣∣∣2dxdy =
1

2

I2

wtσ

∫∫
A

1

wt

∣∣∣~fJ ∣∣∣2dxdy. (3.9)

The last integral can be further expressed in terms of function Gskin as

∫∫
A

1

wt

∣∣∣~fJ ∣∣∣2dxdy =
δ2

wt
G2

skin(
w

δ
,
t

δ
), (3.10)

After rearranging the arguments in (3.10) and introducing a new function Fskin, which

represents the integral above, Rskin can be formulated as

Rskin =
2P

I2
= RdcFskin

(
wt

δ2
,
w

t

)
, (3.11)

where Rdc is the p.u.l. DC resistance of the conductor.

To develop a closed-form expression for Fskin, the functional form of Fskin is based

on the behavior of the frequency-dependent resistance. The same functional form (3.12)

as in Eq. 8 of [76] is used here, since this form captures the skin effect behavior and

it is asymptotically stable. The normalized frequency p is defined as p = wt/δ2, as

discussed in Chapter 2. The development of empirical function Fskin is analogous to the

one presented in Chapter 2 and is further explained in Fig. 3.3: using a commercial field

solver [77], we simulate isolated conductors having different width-over-thickness ratios

by varying the width (w) and keeping the thickness (t) and conductivity (σ) constant.

The behavior of Fskin for different w/t can be captured by normalizing the frequency-

dependent resistance with the DC resistance. The next step is to fit the simulated Fskin

data into (3.12) using a Genetic Algorithm [58], resulting in a data table for the discrete

values of coefficient mi (i=1, 2, 3, 4). As a final step, the data table is fitted into

equations that cover a continuous w/t range.

Fskin =
m1p

2

(m2pm3 + 1)m4
+ 1. (3.12)

The coefficients m1 to m4 in (3.12) are fitted as
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m1 = 0.0066

(
w

t

)−0.4456

(3.13)

m2 = 0.0279

(
w

t

)−0.6962

+ 0.0175 (3.14)

m3 = 1.415 (3.15)

m4 = 0.9815

(
w

t

)0.0087

. (3.16)

Figure 3.3: Diagram illustrating the development process for obtaining the closed-form
expression for skin effect resistance only.

The skin effect formula has been verified through extensive EM simulations. Figure

3.4 shows comparisons between EM simulations and our closed-form formula for different

aspect ratios w/t.
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Figure 3.4: Comparison between EM simulations and closed-form formula for Fskin.

The formula is suitable for different process nodes, and was developed for width-over-

thickness ratio w/t between 1 to 15, and for the frequency range from DC up to 110

GHz. As illustrated in Fig. 3.5, the L2-norm error is below 7% for the geometry range.

The L2-norm error is defined as

Error =
‖xmodel − xsim‖2
‖xsim‖2

× 100%, (3.17)

where xmodel is the closed-form expression, xsim is the EM simulation result. ‖·‖ is the

L2-norm [78]. Both xmodel and xsim are over the frequency range from DC to 110 GHz.
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Figure 3.5: L2-norm error over the normalized w/t range for Fskin.

3.4 Modeling Resistance Increase due to Proximity Effect

To model the resistance increase due to the proximity effect, we assume the applied

magnetic field ~Ha generated by the currents in adjacent planar conductors is uniform.

Thus, as discussed in Section 3.2, skin and proximity loss contributions can be separated

because of the orthogonality of these two effects. The total power loss p.u.l. is given as

Ptotal = Pskin + Pprox =
1

2
I2 (Rskin +Rprox) , (3.18)

where I is the excitation current. Similar to the derivation of Fskin, the power loss due

to the proximity effect is modeled as

P =
1

2

∫∫
A

∣∣∣ ~Jprox

∣∣∣2
σ

dxdy, (3.19)
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where ~Jprox is the eddy current due to the external applied magnetic fields ~Ha. From

(3.6) and(3.7), ~Jprox can be represented as

~Jprox = | ~Ha|~fprox

(
x

δ
,
y

δ

)
, (3.20)

with vector function ~fprox. Similar to the development of Fskin, by substituting (3.20)

into (3.19), the p.u.l. resistance due to the proximity effect is formulated as

Rprox =

∣∣∣ ~Ha

∣∣∣2
σI2

Fprox

(
wt

δ2
,
w

t

)
. (3.21)

To approximate Fprox, we use the same functional form as for Fskin. This form is guar-

anteed to be asymptotically correct to approximate the frequency-dependent behaviors

of the proximity effect, as shown in Fig. 4 in [76]. Fprox is given as

Fprox =
n1p

2

(n2pn3 + 1)n4
. (3.22)

Similar to the development of an empirical formula for Fskin, a data set is generated by

performing EM simulations in Maxwell [77] over a wide parameter range and fitted into

suitable expressions, as shown in Fig. 3.6. Coefficients n1 to n4 in (3.22) are fitted as

n1 = 0.2056
w

t
× 0.819w/t + 0.0168

w

t
(3.23)

n2 = 0.05 (3.24)

n3 = 0.3685× 0.8986w/t + 1.1867 (3.25)

n4 = 0.1914

(
w

t

)0.2434

+ 0.7451. (3.26)



72

Figure 3.6: Diagram illustrating the development procedure for obtaining closed-form
expressions for proximity effect resistance.

Fprox is also suitable for different process nodes. It has been developed for the same

geometry and frequency range as Fskin. The L2-norm error is below 7% for the geometry

range, as illustrated in Fig. 3.7. The L2-norm error is defined in (3.17).
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Figure 3.7: L2-norm error over the normalized w/t range for Fprox.

3.5 Application to an On-Chip CPW Interconnect

We have applied our systematic modeling methodology to determine the p.u.l. resistance

of a representative on-chip CPW interconnect structure. The p.u.l. resistance is obtained

as the superposition of the resistance change in signal and ground conductors due to the

skin and proximity effects. For the signal conductor, the skin effect and proximity effect

are modeled separately under the assumption of an average uniform field. The proximity

effect is due to the magnetic field caused by the currents in both ground conductors, as

shown in Fig. 3.8. To model the ground conductor resistance, we reduce the complexity

of the problem by utilizing the symmetry of the CPW structure, where only one of the

ground conductors needs to be considered. The proximity loss in one ground conductor

is caused by the magnetic field due to the currents in both the signal conductor and the

other ground conductor, as illustrated in Fig. 3.9.

As illustrated in Fig. 3.10, the resistance increase due to the proximity effect in the

signal conductor can be calculated from (3.21)-(3.26), where
∣∣∣ ~Ha

∣∣∣2 =
∣∣∣ ~Hg1 + ~Hg2

∣∣∣2 is the

average magnetic field due to the return currents in both ground conductors. ~Hg1 and

~Hg2 are due to the currents in the right and left ground conductors, respectively. | ~Ha|2
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Figure 3.8: Proximity effect in the signal conductor is due to both ground currents.

Figure 3.9: Proximity effect in the right ground conductor is due to the signal current
and the left ground current.

is approximated as

∣∣∣ ~Hg1 + ~Hg2

∣∣∣2 =
1

ws

∫ ws

0

∣∣∣∣ I/2

2π (s+ x)
− I/2

2π (s+ ws − x)

∣∣∣∣2 dx. (3.27)

Here we assume the current distribution in each ground conductor is represented as a

line current at the inner edge. To capture the increasing resistance due to the conductor

skin effect, the formulas developed in Sections 3.3 and 3.4 have been applied.
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Figure 3.10: Ground conductor current inducing magnetic fields in the signal conductor
of the CPW.

Figure 3.11: Magnetic fields in right-side CPW ground conductor induced by the currents
in the signal conductor and the left-side ground conductor.

To calculate the resistance in either of the ground conductors due to the proximity

effect,
∣∣∣ ~Ha

∣∣∣ is approximated as an average field given as

∣∣∣ ~Ha

∣∣∣2 =
1

wg

∫ wg

0

∣∣∣∣ I/2

2π (s+ x)
+

I/2

2π (s+ ws + x)
− I/2

2π (2s+ ws + x)

∣∣∣∣2 dx. (3.28)

Here, we assume the current distributions in the other conductors are represented by

two line currents placed at the two edges of the signal conductor and a line current at

the inner edge of the other ground.
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Finally, the total p.u.l. resistance of the CPW can be formulated as

Rp.u.l. =
(
Rsignal

skin +Rsignal
prox

)
+

1

2

(
Rground

skin +Rground
prox

)
(3.29)

We have validated our closed-form expressions for modeling on-chip CPW resistance

over a wide parameter range. Figure 3.12 shows the geometry of a test CPW structure,

where the width of the ground conductors is 12 µm and the conductor thickness is 3

µm. The single conductor width over the thickness ratio (ws/t) is varied from 1 to

10. The signal to ground spacing over the thickness ratio (s/t) is also varied from 1 to

10. As shown in Figs. 3.13 to 3.15, the maximum error in Rp.u.l. as compared to EM

simulations is below 10% for three example frequencies (i.e., 1 GHz, 60 GHz and 110

GHz). The error is defined in (2.26). The comparison demonstrates the effectiveness of

our field-based approach to determine the resistive loss due to skin and proximity effects

in coplanar waveguide structures.

Figure 3.12: Geometry of a test CPW structure.
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Figure 3.13: Percent error in R between the closed-form formulas and EM simulation at
1 GHz for on-chip CPW shown in Fig. 3.12.
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Figure 3.14: Percent error in R between the closed-form formulas and EM simulation at
60 GHz for on-chip CPW shown in Fig. 3.12.
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Figure 3.15: Percent error in R between the closed-form formulas and EM simulation at
110 GHz for on-chip CPW shown in Fig. 3.12.

To demonstrate the accuracy and applicability of our scalable modeling approach, we

have fabricated a test chip with a CPW structure in a TowerJazz 130nm BiCMOS process

and taken on-wafer S-parameter measurements for frequencies up to 67 GHz. The VNA

(Agilent PNA U5227A) was calibrated using Short-Open-Load-Thru (SOLT) technique

[79] with off-chip impedance standard substrate (ISS). The de-embedding technique from

[69] is used. Figure 3.16 shows a comparison of our closed-form formulas and the results

obtained with HFSS as well as with the on-wafer measurements. In this case, the width

of the signal and ground conductors is 12 µm, and the spacing between the signal and

ground conductor is 5 µm. The model shows good agreement with both the measurement

and the EM simulation.
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Figure 3.16: Comparison between the closed-form formulas, field solver results and mea-
surements for an on-chip CPW test structure with ws = wg= 12 µm, s = 5 µm, fabricated
in M7 in a TowerJazz 130nm BiCMOS process (right picture).

3.6 Application to an On-Chip Coupled CPW Interconnect

Our approach is also applicable to coupled coplanar waveguides [80]. Similar to a single

CPW, we use the symmetry of the structure to reduce the problem complexity. We

analyze common and differential modes separately and derive the self and mutual re-

sistance matrix elements based on the common and differential mode resistances. As

shown in Fig. 3.17, when calculating the differential mode resistance for the two signal

conductors, the problem is reduced to the two-conductor coplanar strip case. The skin

effect resistance can be calculated through formulas already developed in Section 3.3.

For proximity effect resistance, we observe that the currents are crowding at the inner

surfaces. Hence, the | ~Ha|2 field is

∣∣∣ ~Ha

∣∣∣2 =
1

ws

∫ ws

0

∣∣∣∣ I

2π (ss + x)

∣∣∣∣2 dx. (3.30)



80

Figure 3.17: Differential mode excitation.

For the eddy-current loss in the ground conductors, the resistance is only due to the

proximity effect since there is no impressed current. The proximity effect resistance for

the ground conductors can be written as

Rprox =

∣∣∣ ~Ha

∣∣∣2
σI2

Fprox

(
wgt

δ2
,
wg
t

)
, (3.31)

where ∣∣∣ ~Ha

∣∣∣2 =
1

wg

∫ wg

0

∣∣∣∣∣ I

2π (sg + ws + x)
− I

2π (ss + ws + sg + x)

∣∣∣∣∣
2

dx. (3.32)

When ss is small compared with ws + sg, the proximity effect resistance in the ground

conductor is negligible compared to the total loss in the signal conductors because of the

cancellation of H-fields due to the opposite currents in the signal conductors.

For the common mode resistance, we only need to determine the resistance for one

signal conductor and the adjacent ground conductor due to symmetry. As illustrated

in Fig. 3.18, the equivalent line current for each signal conductor lies at the outer edge

while for the ground conductor it is at the inner edge due to the proximity effect. To

calculate the ground conductor proximity effect resistance, | ~Ha|2 can be approximated

as

∣∣∣ ~Ha

∣∣∣2 =
1

ws

∫ ws

0

∣∣∣∣∣ I

2π (sg + x)
+

I

2π (sg + 2ws + sg + x)
− I

2π (2sg + 2ws + sg + x)

∣∣∣∣∣
2

dx.

(3.33)
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Figure 3.18: Common mode excitation

For the signal conductor resistance due to proximity effect, | ~Ha|2 is approximated as

∣∣∣ ~Ha

∣∣∣2 =
1

ws

∫ ws

0

∣∣∣∣∣ I

2π (ws + ss + x)
+

I

2π (sg + ws − x)
− I

2π (sg + ws + ss + x)

∣∣∣∣∣
2

dx.

(3.34)

For verification, we simulated an example coupled CPW structure shown in Fig. 3.19.

As illustrated in Fig. 3.19, the width of the signal and ground conductors is 4 µm

and 10 µm, respectively, the thickness is 2 µm, the spacing between the signal and

ground conductors is 2 µm, the spacing between the signal conductors is 2 µm, and

the conductor conductivity is 3×107 S/m. The common mode resistance is the total

Figure 3.19: Dimensions for a simulated example coupled CPW structure (drawing not
to scale).

resistance of both the signal and ground conductors when the two signal conductors are

excited with the same voltage. The differential model resistance includes the loss due to

the signal conductors as well as the eddy-current loss of the ground conductors. Given
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the common and differential mode resistance, the two-port resistance parameters can

also be derived based on the following relations:

R11 = R22 =
2Rcommon +Rdiff/2

2
(3.35)

R12 = R21 =
2Rcommon −Rdiff/2

2
. (3.36)

Figure 3.20: Comparison between EM simulation and closed-form expressions of per-
unit-length common and differential mode resistance due to both skin and proximity
effects in the coupled CPW transmission line shown in Fig. 3.19.



83

Figure 3.21: Comparison between EM simulation and closed-form expressions for per-
unit-length self and mutual resistance due to both skin and proximity effects in the
coupled CPW transmission lines shown in Fig. 3.19.

As shown in Figs. 3.20 and 3.21, the resistances obtained with the closed-form

expression match well with the EM simulation results. An example coupled CPW was

also fabricated in a TowerJazz 130nm RFCMOS process, as shown in Fig. 3.22 On-

wafer measurements have been perform using Agilent PNA U5227A up to 67 GHz. The

VNA was calibrated using Short-Open-Load-Thru (SOLT) technique [79] with off-chip

impedance standard substrate (ISS). The de-embedding technique from [69] is used.

Figures 3.23 and 3.24 show comparisons for the common and differential mode per-unit-

length resistance and inductance between the scalable model, closed-form expressions,

EM simulation, and measurements. In this case, the signal and ground conductors are

on M7. The width of the signal and ground conductors is 6 µm and 12 µm, respectively.

The spacing between the signal and ground conductors is 8 µm and the spacing between

the signal conductors is 5 µm.
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Figure 3.22: Die photo of fabricated coupled CPWs (top for even mode measurement
and bottom for odd mode measurement).
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Figure 3.23: Comparison between measurement, EM simulation and closed-form expres-
sions for per-unit-length common mode resistance in the coupled CPW transmission lines
with ws =6 µm, wg =12 µm, ss =5 µm and sg =8 µm; the metal layer is on M7 in a
TowerJazz 130nm RFCMOS process.



85

0.1 1 10 110
Frequency (GHz)

0

5

10

15

20

R
es

is
ta

nc
e 

(
/m

m
) Closed-form expression

EM simulation
Measurement

Figure 3.24: Comparison between measurement, EM simulation and closed-form expres-
sions for per-unit-length differential mode resistance in coupled CPW transmission lines
with ws =6 µm, wg =12 µm, ss =5 µm and sg =8 µm; the metal layer is on M7 in a
TowerJazz 130nm RFCMOS process.

3.7 Mapping Closed-form Expressions to RL Foster Network

To develop an RL equivalent circuit model for the frequency-dependent resistance and

inductance, we fit the RL network (Fig. 3.25) to our calculated frequency-dependent

resistance response. One approach is to use optimization algorithms to perform curve

fitting with optimum pole locations and minimal orders [81]. However, such procedures

require extra resources or tools that may not be directly compatible with circuit simu-

lators. To address this challenge, we fix the poles pn in the frequency range of interest.

The optimum pole locations of the cascaded RL sections are relaxed at the expense of

minimally increasing the number of RL sections (order of the RL Foster network). The

more RL sections are used, the better the overall accuracy that can be achieved. Based

on our experimental simulations, four RL sections with fixed poles pi at frequencies 1

GHz, 10 GHz, 50 GHz and 110 GHz were selected and are found to be sufficient to

approximate the resistance response with less than 5% deviation from the closed-form

expression. Pole pi is expressed as
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Figure 3.25: Diagram showing the mapping of a frequency-dependent resistance response
to an RL network (DC inductance and resistance not shown); each pole pi corresponds
to an RL section.

pi =
Ri
Li

(i = 1, 2, 3, 4). (3.37)

Assuming Rf (pi) is the total resistance value at pole frequency pi, we have

Rf (pi) = RDC + Re

[
M∑
m=1

jpiRmLm
Rm + jpnLm

]
(i = 1, 2, 3, 4) , (3.38)
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where M is the number of RL sections (M = N = 4). The corresponding matrix

representation of the equation above can be expressed as
Rf (p1)−RDC
Rf (p2)−RDC
Rf (p3)−RDC
Rf (p4)−RDC

 = A


R1

R2

R3

R4

 , (3.39)

where A is a 4× 4 matrix with matrix components given as

Aij =
jpipj
pj + jpi

(i, j = 1, 2, 3, 4) . (3.40)

Then 
R1

R2

R3

R4

 = A−1


Rf (p1)−RDC
Rf (p2)−RDC
Rf (p3)−RDC
Rf (p4)−RDC

 . (3.41)

Note that matrix A and its inverse only depend on the preselected poles and are indepen-

dent of the parameters of the conductor; hence, the matrix elements can be precomputed

and the equations for the resistor elements can thus be implemented directly in common

circuit simulators. The corresponding inductance element values are obtained from the

resistances together with the known poles as


L1

L2

L3

L4

 =


p1 0 0 0

0 p2 0 0

0 0 p3 0

0 0 0 p4




R1

R2

R3

R4

 . (3.42)

The high-frequency inductance L∞ is derived from the DC inductance by subtracting

the inductance elements in the RL Foster network. The DC inductance can be calcu-

lated from closed-form formulas for the self and mutual partial inductances for linear

conductors [64]. The DC inductance for the inductor can be expressed as
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LDC =
∑

Lii +
∑
i 6=j

Mij , (3.43)

where Lii and Mij are the partial self-inductance of each segment i and partial mutual

inductance between segments i and j, respectively. The mutual inductance calculation

can be further simplified by utilizing the symmetry of the structure.

We have applied this approach for the development of equivalent RL circuit models

for the common and differential modes of the fabricated coupled CPW discussed in

Section 3.6. The equivalent circuit model for common or differential mode is illustrated

in Fig. 3.26. The complete RL model for coupled CPWs is illustrated in Fig. 3.27.

The circuit values for common and differential modes are shown in Tables 3.1 and 3.2,

respectively. As shown in Figs. 3.28 and 3.29, the RL circuit model matches well with the

closed-form expression calculations. Meanwhile, the inductance response is also captured

well by the circuit model, for both common and differential mode.

Figure 3.26: RL circuit model for common or differential mode.

Table 3.1: Per-Unit-Length Circuit Element Values for Common Mode

RDC R1 R2 R3 R4

0.6 0.23 1.97 1.30 5.05

L∞ L1 L2 L3 L4

303.9 36 31.3 3.67 7.3

*unit: pH/mm for L, Ω/mm for R.
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Table 3.2: Per-Unit-Length Circuit Element Values for Differential Mode

RDC R1 R2 R3 R4

1.79 0.36 4.8 3 12.2

L∞ L1 L2 L3 L4

429 57.5 76.8 8.6 17.7

*unit: pH/mm for L, Ω/mm for R.

Figure 3.27: Complete RL circuit model for couple CPWs.
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Figure 3.28: Comparison between measurement, EM simulation, closed-form expressions
and circuit model for per-unit-length common mode resistance and inductance in coupled
CPW transmission lines with ws =6 µm, wg =12 µm, ss =5 µm and sg =8 µm; the metal
layer is on M7 in a TowerJazz 130nm RFCMOS process.
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Figure 3.29: Comparison between measurement, EM simulation, closed-form expressions
and circuit model for per-unit-length differential mode resistance and inductance in cou-
pled CPW transmission lines with ws =6 µm, wg =12 µm, ss =5 µm and sg =8 µm; the
metal layer is on M7 in a TowerJazz 130nm RFCMOS process.
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3.8 Substrate Eddy Current Effects

In addition to conductor loss, eddy current effects will also occur in heavily-doped silicon

substrates (on the order of 0.01Ω·cm or even less), which are commonly used in digital

processes, as discussed in Chapter 1. To include substrate eddy-current loss in our

scalable models, the complex image approach [82] [83] is adopted. As illustrated in

Figs. 3.30 and 3.31, image conductors are placed below the real inductors at a complex

distance 2heff with opposite currents. These image conductors represent the impact due

to the substrate eddy currents in the silicon substrate. With backside metallization, the

complex height heff is given by

heff = hox +
1− j

2
δsi tanh

(
(1 + j)hsi

δsi

)
(3.44)

where hox is the oxide thickness, hsi is the bulk thickness, and δsi is the skin depth of

the silicon substrate given in (1.3).

Figure 3.30: An example CPW on lossy silicon substrate.
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Figure 3.31: Image conductors with opposite current.

The currents of the image conductors are in opposite direction. The complex inductance

matrix of the CPW can be formulated as

[Lcf ] =


L11 − L14 L12 − L15 L13 − L16

L12 − L24 L22 − L25 L23 − L26

L13 − L34 L23 − L35 L33 − L36

 . (3.45)

The partial self and mutual inductances can be derived using e.g., Wheeler’s equation.

The total loop inductance (L∗total) can be formulated as a linear combination of partial

self and mutual inductances through matrix reduction, once the relative current ratios

and directions are known. As we can see, L∗total is complex and frequency dependent since

the complex distance is frequency dependent. Thus, the frequency-dependent inductance

and resistance are obtained as

L (ω)total = Re [L (heff)∗total] (3.46)

and

R (ω)eddy = −ωIm [L (heff)∗total] . (3.47)

To verify the overall model performance including conductor and substrate eddy-current
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losses, we have designed and measured a CPW in TowerJazz CA13 130nm RFCMOS

process with low substrate resistivity. The width of the signal conductor is 6 µm. The

ground width is 12 µm and spacing between the ground and signal conductor is 8 µm.

Figures 3.32 and 3.33 show a comparison between the closed-form expression, HFSS

simulation, circuit model and measurement for the frequency-dependent series resistance

and inductance due to both conductor loss and the eddy-current loss in silicon substrate.

The model and measurement agree well with each other over the broad frequency.
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Figure 3.32: Comparison between measurement, EM simulation, closed-form expressions
and RL model for per-unit-length resistance for a CPW with/without substrate eddy
current effects; for the CPW, ws = 6 µm, wg = 12 µm and s = 8 µm.
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Figure 3.33: Comparison between measurement, EM simulation and RL model for per-
unit-length inductance for CPW with/without substrate eddy current effects; for the
CPW, ws = 6 µm, wg = 12 µm and s = 8 µm.

3.9 Conclusion

In this chapter, we have presented a systematic field-based approach to model the

frequency-dependent resistance and inductance for multi-conductor interconnects. Em-

pirical forms for skin effect and proximity effect have been developed for a wide width-

over-thickness geometry range from 1 to 15 respectively. The L2-norm error for the

empirical formulas is within 7%. We have applied this technique to develop scalable

wideband equivalent circuit models for the p.u.l. resistance and inductance for on-chip

CPW and coupled CPWs. The error for a wide range of CPWs at three example fre-

quencies (i.e., 1 GHz, 60 GHz and 110 GHz) is below 10%. To validate our models,

we also fabricated test chips and performed on-wafer measurements. The models show

good agreement with both simulation and measurements of the test chip. The substrate

eddy-current effects are also captured using the complex imaging approach. The mea-

surements and model for a test chip fabricated with low-resistivity silicon substrate are

shown to match well.
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Chapter 4: Scalable Equivalent Circuit Model for On-Chip

mmWave Inductors

4.1 Introduction

This chapter presents a fully scalable equivalent circuit model for on-chip mmWave spiral

inductors, which are an integral part of mmWave on-chip circuits. This circuit model is

directly compatible with standard circuit simulation tools. In the previous chapter, we

have developed a systematic modeling methodology to capture the frequency-dependent

resistive losses in the conductors of a transmission line due to skin and proximity ef-

fects from DC to mmWave frequencies. To develop the scalable model for on-chip spiral

inductor, we adopt the commonly used π-topology [84] [85] for on-chip inductors and

modify it for scalability and broad bandwidth. In the previous chapter, we already

have developed closed-form expressions for the frequency-dependent resistance due to

skin and proximity effects, and have mapped these expressions to a Foster RL network

consisting of ideal parameterized elements. For the silicon substrate, we adopt the con-

ventional CGC shunt model [86] to capture the frequency-dependent shunt capacitance

and conductance. In addition, substrate eddy-current loss and metal fill effects are also

included in the scalable model. We have applied the modeling methodology to example

on-chip inductors and have validated our models through both full-wave simulations and

measurements of a fabricated test chip [87]. Our modeling methodology is suitable for

mmWave inductors over a wide geometry range and across different process nodes.

4.2 Circuit Model Topology for On-Chip mmWave Spiral Inductor

The circuit topology of our model for on-chip mmWave spiral inductors (illustrated in

Fig. 4.1) is comprised of three parts: a series RL Foster network, two shunt CGC

branches, and the port-to-port capacitance Cp. RF/mmWave IC designs usually adopt

a process with thick top metal and high-resistivity silicon substrate to reduce loss in the

metallization layers and the silicon substrate, respectively. The loss in the metallization
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Figure 4.1: Modified π model with Foster RL network.

layers is enhanced due to both skin effect and proximity effects. In the circuit model,

the RL Foster network, including a series resistor (Rdc) and a series inductor (L∞),

captures the frequency-dependent resistance and inductance in the metal wiring. Cp

represents the port-to-port capacitance, which models the inter-winding capacitance of

the spiral coil. The CGC shunt circuits capture the frequency-dependent capacitance

and conductance due to inter-layer dielectric (ILD) and silicon substrate. For typical

high-resistivity substrates used for RF/mmWave designs, the substrate acts as lossy

dielectric. Eddy-current loss in the silicon substrate is negligible and thus has negligible

influence on the frequency-dependent series resistance and inductance. Loss in the ILD

is also negligible when compared with silicon substrate loss. Thus, in the CGC model,

Cox is the capacitance due to the ILD, which is constant over the frequency range. Csi

and Gsi represent the shunt capacitance and shunt conductance, respectively due to

the silicon substrate. This model is valid for symmetrical inductor since the two CGC

branches are identical. For non-symmetrical inductor, the model topology is still valid

but two CGC branch values need to be redistributed. This circuit model for spiral

inductor is fully scalable and the circuit elements are frequency-independent, which are

functions of geometrical and material parameters.
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4.2.1 Modeling Conductor Frequency-Dependent Resistance in In-

ductors

4.2.1.1 Skin and Proximity Resistances

As for transmission line discussed in Chapter 3, the increased resistance in the spiral due

to the conductor skin effect can be expressed in a functional form similar to (3.11) as

Rskin = RdcFskin

(
wt

δ2
,
w

t

)
, (4.1)

where here Rdc = ltotal/(wtσ) and ltotal is the total conductor length of the spiral induc-

tor.

When multiple parallel conductor segments of on-chip spiral inductors are in close

proximity, the resistance increase due to the proximity effect also needs to be taken into

account, particularly for multi-turn inductors. Using the field-based approach described

in Section 3.4, the resistance equation for proximity effect can be formulated as

Rprox = lseg

∣∣∣ ~Ha

∣∣∣2
σI2

Fprox

(
wt

δ2
,
w

t

)
, (4.2)

where lseg is the total length of the conductor segment in which the proximity effect is

considered and ~Ha is the average applied magnetic field along the conductor. To model

the proximity effect, only the parallel conductors on the same side are considered since

they are close to each other, as illustrated in Figs. 4.2 and 4.3. The increasing resistance

due to the proximity effect on the parallel conductors on one side of the spiral can be

expressed as

Rprox = lside

∣∣∣ ~Ha

∣∣∣2
σI2

Fprox

(
wt

δ2
,
w

t

)
, (4.3)

where the average magnetic field is taken as

∣∣∣ ~Ha

∣∣∣2 =
1

w

∫ w

0

∣∣∣∣ I

2π (s1 + x)

∣∣∣∣2 dx (4.4)

and lside is the length of the parallel segment (s2 + w or s3 + w). Given the resistance

increases in (4.1) and (4.2) due to both proximity and skin effects, the total resistance
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of the spiral inductor is obtained as

Rtotal = Rskin +Rprox. (4.5)

Figure 4.2: Layout for one-turn one-port spiral inductor.

Figure 4.3: Layout for two-turn one-port spiral inductor.

Figures 4.4 and 4.5 show a comparison of our closed-form expressions with quasi-
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magnetostatic simulation results (ANSYS Maxwell [77]). For both inductors, the con-

ductor width is 6 µm, the thickness is the same as the top metal layer thickness in a

TowerJazz 180 nm BiCMOS process, and the conductor conductivity is assumed to be

3.8×107 S/m. Our closed-form formulas match well with the EM simulation.
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Figure 4.4: Comparison of the series resistance determined by closed-form formulas and
EM simulations for a one-turn inductor; the conductor width is 6 µm and size is 70 µm
by 70 µm.
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Figure 4.5: Comparison of the series resistance determined by closed-form formulas and
EM simulations for a two-turn inductor; the conductor width is 6 µm, inner size is 60
µm by 60 µm and outer size is 70 µm by 70 µm.
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After obtaining the frequency-dependent resistance response, the equivalent RL cir-

cuit model in Fig. 4.1 is derived using the approach discussed in Section 3.7.

4.2.2 Modeling Silicon Substrate Effect

To capture the frequency-dependent substrate effects, the CGC shunt branch model is

derived based on the characteristics of the corresponding metal-insulator-semiconductor

(MIS) transmission line [88]. We have adopted closed-from empirical formulas from [89]

for the circuit element values with the following parameters: conductor width, w, silicon

substrate conductivity, σsi, thickness of the silicon dioxide and silicon substrate, tox and

tsi, respectively, and relative permittivity of the silicon dioxide and silicon substrate, εox

and εsi, respectively. The parameter l is the total length of the spiral inductor wiring.

The two CGC shunt branch networks are identical for spiral inductors with symmetrical

layouts. The port-to-port capacitance (or feed-through capacitance), Cp, is mainly due

to the port feed line and an under-pass. Several closed-form expressions, such as those

given in [90], are available that can be adopted to extract capacitance Cp. The closed-

form expressions for the CGC branch elements (Fig. 4.7) implemented in our model are

listed below [89]:

Cox =
l × ε0εeff (εox, tox)

2F (tox, w)
(4.6)

Csi =
l × ε0εeff (εsi, tsi)

2F (tsi, w)
(4.7)

Gsi =
l × σsi

[
1 + (1 + 10tsi/w)−1/2

]
4F (tsi, w)

(4.8)

F (t, w) =

1/2πln
[
8 t
w + w

4t

]
; tw ≥ 1[

w
t + 2.42− 0.44 t

w +
(
1− t

w

)6]−1
; tw ≤ 1

(4.9)

Figure 4.6 shows the equivalent Y -parameter model for on-chip spiral inductor. The

shunt capacitance is defined as Im(Y (ω))/ω, and the conductance corresponds to Re(Y (ω)),

where Y (ω) = Y11 + Y12 = Y22 + Y12 since the inductor is symmetrical. Figures 4.8 and

4.9 show a comparison of the frequency dependent shunt capacitance and shunt conduc-
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tance between the closed-form expressions for one of the CGC branches (two branches

are identical), HFSS and Q3D [91] for a test MIS structure in TowerJazz BiCMOS 180

nm process. The spiral is on metal layer M6. The conductor width is 6 µm and the

total length of the spiral is 180 µm. In terms of the results, frequency-dependent C and

G can be obtained from Q3D directly. For HFSS simulation, the simulated S parameter

were converted to Y matrix, from which Y (ω) was derived.

Figure 4.6: Equivalent Y -parameter model for on-chip spiral inductor.

Figure 4.7: Frequency-dependent admittance Y(ω) of the CGC model.
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Figure 4.8: Comparison of frequency-dependent shunt capacitance between closed-form
expressions for one CGC branch and EM simulations (HFSS and Q3D).
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Figure 4.9: Comparison of frequency-dependent shunt conductance between closed-form
expressions for one CGC branch and EM simulations (HFSS and Q3D).



104

In additional to Y (ω), other electrical performance parameters such as resistance, in-

ductance and quality factor Q can also be derived from Y matrix. For differential spiral

inductor, R12 is defined as

R12 = Re

(
− 1

Y12

)
. (4.10)

L12 is

L12 =
Im
(
− 1

Y12

)
ω

. (4.11)

The differential quality factor Q is expressed as

Q =
Im
(

1
Ydiff

)
Re
(

1
Ydiff

) . (4.12)

For single-ended spiral inductor, R11 is defined as

R11 = Re

(
− 1

Y11

)
. (4.13)

L11 is

L11 =
Im
(
− 1

Y11

)
ω

. (4.14)

The quality factor for single-ended spiral inductor is formulated as

Q11 =
Im
(

1
Y11

)
Re
(

1
Y11

) . (4.15)

4.3 Model Validation

To validate our scalable model for on-chip spiral inductor, we have fabricated a test chip

with a representative inductor in a TowerJazz 130nm RFCMOS process. The inductor

is fabricated on metal layer M7 and the width of the conductor is 2.5 µm. The side

length is 70 µm. Figures 4.10-4.12 show a comparison between measurement at room

temperature, HFSS simulation and scalable model. The inductor was measured in single-

ended configuration, where one port of the inductor was connected to the ground. R11,

L11 and Q are defined from (4.13) to (4.15), respectively. The results obtained with the
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scalable model are in good agreement with simulation and measurement.
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Figure 4.10: R11 for the single-ended spiral inductor.
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Figure 4.11: L11 for the single-ended spiral inductor.
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Figure 4.12: Comparisons of quality factor Q11.

4.4 Temperature Effects

Our scalable models can directly capture temperature dependence of the conductor con-

ductivity and its effect on the values of the equivalent circuit elements. As discussed

in Section 2.10.1, if the metal conductivity changes due to temperature, the inductance

elements in the model remain the same while all resistance values in the series branch of

our equivalent circuit model will be altered based on the relation below

Ri (T ) =
ρ (T )

ρ0
Ri (T0) , (4.16)

where Ri(T0) is the resistance value at temperature T0, and Ri (T ) is the resistance value

at temperature T . The dimensional dependences on temperature are negligible since the

thermal expansion is insignificant.

We have simulated a test single-turn spiral inductor to evaluate our model’s perfor-

mance at different temperatures. For the test spiral inductor (Fig. 4.2), the width of the

conductor is 6 µm, the feed line length d is 20 µm, and dimensions S1, S2 and S3 are 12

µm, 80 µm, and 80 µm, respectively. We have included temperature dependence in our

models and have simulated the temperature effects on the spiral inductor characteristics

with both our model and a full-wave EM solver (HFSS). R12, L12 and Q are defined
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from (4.10) to (4.12), respectively. The accuracy of our scalable model as well as the

non-negligible impact of temperature changes on the spiral inductor characteristics are

illustrated in Figs. 4.13-4.15.

Figure 4.13: Scalable model capturing temperature effect on series branch R12 of a
spiral inductor; The width of the conductor is 6 µm, the feed line length d is 20 µm, and
dimensions S1, S2 and S3 are 12 µm, 80 µm, and 80 µm, respectively.
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Figure 4.14: Scalable model capturing temperature effect on series branch L12 of a spiral
inductor; The width of the conductor is 6 µm, the feed line length d is 20 µm, and
dimensions S1, S2 and S3 are 12 µm, 80 µm, and 80 µm, respectively.

Figure 4.15: Scalable model capturing temperature effect on input quality factor (Q) of
a spiral inductor; The width of the conductor is 6 µm, the feed line length d is 20 µm,
and dimensions S1, S2 and S3 are 12 µm, 80 µm, and 80 µm, respectively.
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4.5 Metal Fill Effects

4.5.1 Closed-form Expressions for Metal Fill Losses

To include power loss in a spiral inductor due to metal fill (Fig. 4.16), not only the fills

at top thick metal layers need to be taken into account, but also those in the lower metal

layers since the skin depth at such high frequencies is comparable with the lower metal

fill size. As illustrated in Fig. 4.17, the total power loss percentage in the lower metal

layers (M5-M1) is increased significantly at mmWave frequencies compared with the loss

incurred at lower frequencies (1 GHz and 10 GHz). The power loss in lower metal layers

needs to be considered for accurate modeling of on-chip spiral inductor with metal fill.

Figure 4.16: Example spiral inductor with 20% metal density and minimum metal fill
size.
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Figure 4.17: Metal fill power loss percentage for different metal layers at various frequen-
cies (i.e., 1 GHz, 10 GHz, 60 GHz and 110 GHz).

To capture the power loss in metal fills, Shilimkar [92] has developed an approach

to calculate the loss in a spatially arbitrary uniform magnetic field. This approach is

based on the orthogonality of power loss due to the orthogonal magnetic field component,

which is explained in Appendix C. The total power loss can be expressed in functional

form for each field direction as [92]

P =
w

σ

[∣∣∣ ~Hx

∣∣∣2Gxy (t/w, p) +
∣∣∣ ~Hy

∣∣∣2Gxy (t/w, p) +
∣∣∣ ~Hz

∣∣∣2Gz (t/w, p)

]
(4.17)

Here ~Hx, ~Hy, and ~Hz are the x-, y-, z-direction components of the applied magnetic

field towards the metal fill. w is the width of the square fill, t is the thickness, and p

is the normalized frequency discussed in Chapter 2. Empirical expression for the Gxy

function has been developed in [32]. An empirical expression for the Gz function has

also been developed in [93] up to 50 GHz. To extend applicable frequency range of the
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Gz function to 110 GHz, a new Gz function has been derived. For the development of

the new Gz function, we first applied a uniform z-directed magnetic field on the metal

fill with various width-over-thickness aspect ratios. Then we determined the power loss

through the ANSYS Maxwell field calculator for the frequency range up to 110 GHz.

We then approximate function Gz(t/w, p) by a similar empirical expression in [93] with

three parameters ki(t/w) (i=1, 2, 3) as

Gz

(
t

w
, p

)
=

k1p
2

(k2p2 + 1)k3
. (4.18)

The empirical expression correctly provides the asymptotic behavior of metal fill loss

at low and high frequencies. Discrete parameters ki(tn/wn) (i=1, 2, 3) are obtained

by fitting function Gz to an extensive set of EM simulation data over the frequency

range from DC to 110 GHz for different thickness-to-width ratios tn/wn between 0.015

and 2.78, which covers the size range for older to the most advanced process nodes.

Then parameters ki(tn/wn) (i=1, 2, 3) are fitted to continuous t/w range using simple

closed-form expressions as

ki =

5∑
m=0

pim

(
t

w

)m
5∑

n=0

qin

(
t

w

)n (i = 1, 2, 3). (4.19)

The coefficients for the ki functions are provided in the table below:
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Table 4.1: Coefficients for ki

p0 p1 p2 p3 p4 p5

k1 0 8.20e1 -6.55e1 2.41e1 -3.19 0

k2 3.05e-5 1.97e-4 1.09e-2 -6.0e-3 9.57e-4 0

k3 7.56e1 -3.60e1 6.14e1 5.89 3.27e1 -0.322

q0 q1 q2 q3 q4 q5

k1 4.90e2 -7.10 8.05e1 1 0 0

k2 3.53e-1 -4.31e-4 1 -0 0 0

k3 8.58e1 2.54e1 -1.31e1 6.89e1 2.85e1 1

4.5.2 Loss in Patterned Metal Fill Due to Line Current

To demonstrate this approach, we have applied this technique to a single layer of metal

fill (illustrated in Figs. 4.18). Due to symmetry, only half of the metal fills are simulated

in the field solver in order to reduce simulation time and memory requirements. The

metal fill size is 2 µm × 2 µm and metal fill is placed with 30 % density. The conductivity

is 3.8×107 S/m.
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Figure 4.18: Single layer of metal fill under an infinite line current: (a) cross-sectional
view, (b) 3D view.

Based on the coordinates of the line current and the metal fills, the magnetic field

component along each coordinate axis can be derived through the closed-form expression

given above. The power loss in each fill is calculated by [92]

P =
w

σ

[(∣∣∣ ~Hx

∣∣∣2 +
∣∣∣ ~Hy

∣∣∣2)Gxy (t/w, p)) +
∣∣∣ ~Hz

∣∣∣2Gz (t/w, p)

]
(4.20)

Then, the total power loss is the summation of the loss in each metal fill. Figure 4.19
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shows the comparison between our closed-form formulas and EM simulation results by

ANSYS Maxwell. ∆R is the increase in resistance due to the power loss in metal fill.

The error over the entire frequency range is less than 5%.

Figure 4.19: Metal fill loss calculated by the closed-form formulas and EM simulation.

4.5.3 General Formulation of H Fields for Spiral Inductors

To capture metal fill loss in spiral inductors, we first need to determine the magnetic

fields. For efficient implementation, we discretize the spiral inductor geometry into

segments [92] as shown in Fig. 4.20. We approximate each segment as a finite length

current filament. The magnetic field at any point in 3D space is estimated using the

analytical formula due to line current [46]. Then, we compute the total power loss due

to metal fill through our empirical closed-form expressions given in (4.20). We have

considered a 1.5-turn spiral inductor with 25 µm × 25 µm inner dimensions designed

in TowerJazz 130nm RFCMOS process. The width of the segments is 4.5 µm and the

spacing between turns is 1.5 µm. The metal fill size is 2 µm × 2 µm and is placed with

30% density on M5. We have limited metal fill to a single layer (M5) due to memory

limitations for accurate EM simulations. EM simulation of metal fill loss in all layers
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is prohibitive. Figure 4.21 shows a comparison between our model using closed-form

expressions and EM simulation results. The model agrees well with the EM simulation

results over a broad frequency range up to 110 GHz. It also illustrates that metal fill

loss cannot be neglected at mmWave frequencies. Furthermore, in a fabricated spiral,

metal fill is placed on all layers, and the associated loss will be significantly higher.

Figure 4.20: Line current approximation in spiral inductor (metal fills underneath).
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Figure 4.21: Metal fill loss comparison between the closed-form expression and EM
simulation.

We have also fabricated a test chip with one-turn spiral inductor designed in Tow-

erJazz 130nm RFCMOS process. The inner dimension is 67 µm × 67 µm. The width

of the segments is 2.5 µm on M7. The metal fill size is 5 µm × 5 µm and is placed

with 25% density on M7 and M6, 2 µm × 2 µm and 30% density on M5 to M1. Figures

4.22-4.24 are the comparisons between our equivalent circuit model and measurements.

Resistance, inductance and Q11 are R11, L11 and single-ended quality factor, respec-

tively, which are defined in Section 4.3. The model agrees well with the measurement

results over a broad frequency range. From Fig. 4.24, it can be clearly seen that metal

fill loss is not negligible.
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Figure 4.22: Comparison of resistance R11 between measurement and scalable model
including metal fill effects.
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Figure 4.23: Comparison of inductance L11 between measurement and scalable model
including metal fill effects.
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Figure 4.24: Comparison of Q11 between measurement and scalable model with and
without metal fill effects.

4.6 Substrate Eddy-Current Loss in mmWave Inductors

We have also extended our scalable modeling techniques to capture substrate eddy-

current loss using the complex image approach, which was discussed in Section 3.8. To

verify our method, we have designed a one-turn spiral inductor with 50 µm × 50 µm

dimensions in TowerJazz CA13 130nm RFCMOS process. The width of the segments

is 4.5 µm. Figure 4.26 shows a comparison between the complex image approach and

HFSS simulations for the frequency-dependent series resistance R11 due to the lossy

silicon substrate only. The complex image model agrees well over the broad frequency

range up to 110 GHz.
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Figure 4.25: Spiral inductor in HFSS simulation setup.

Figure 4.26: Comparison of series resistance calculation between complex image approach
and HFSS simulation.

As illustrated in Fig. 4.27, a test chip with an example spiral inductor was also

fabricated in TowerJazz RFCMOS 130nm process with low substrate resistivity. The
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inductor is on M7. The width of the conductor is 2.5 µm and the side length is 70

µm. Figures 4.28-4.30 show the comparison between measurement and scalable model.

Resistance, inductance and Q11 are R11, L11 and single-ended quality factor, respectively.

The one-port measurement was performed up to 67 GHz. One-port Short-Open-Load

calibration was used. For de-embedding, open and short pad structures were designed

on the chip and on-wafter measurement has been performed as well. Our model matches

well with the measurement.

Figure 4.27: Die photo of the test chip and a spiral inductor.
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Figure 4.28: Comparison of resistance R11 between measurement and scalable model.
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Figure 4.29: Comparison of inductance L11 between measurement and scalable model.
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Figure 4.30: Comparison of Q11 between measurement and scalable model with and
without substrate eddy-current effects.

4.7 Conclusion

In this chapter, we have extended our field-based scalable modeling approach developed

in Chapter 3 for transmission lines to an on-chip spiral inductors. The scalable broad-

band equivalent circuit model topology for inductor is an extension of the traditional π

model. Our field-based approach is used to capture the frequency-dependent resistance

and inductance due to the skin and proximity effects in metallization layers. The sub-

strate CGC model is adopted from literature [86]. The model also includes temperature

dependence by simple scaling the series resistance values. Our model further includes

substrate eddy current loss through the complex image approach. In addition, the metal

fill loss at all metal layers is captured in our model. The model has been verified through

both EM full-wave simulation and measurements of fabricated test structures. The model

performance is in good agreement with both EM simulation and on-wafer measurements.
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Chapter 5: Scalable Modeling of Magnetic Couplings between

On-Chip mmWave Inductors

5.1 Introduction

We have discussed the scalable model for isolated spiral inductors in Chapter 4. On-

chip passives, such as spiral inductors, often occupy a large chip area. Hence, compact

layouts of spiral inductors are preferred to reduce chip size [94] [95] and cost. However,

magnetic coupling between closely spaced spiral inductors may be significant and cannot

be ignored [96] [97]. Therefore, it is crucial to capture the magnetic coupling between

on-chip spiral inductors to enable parasitics-aware RF/mmWave IC design.

This chapter demonstrates a systematic modeling methodology to capture the broad-

band magnetic coupling characteristics between on-chip spiral inductors. Isolation im-

provement techniques to achieve both compactness and high isolation are also proposed.

First, we discuss the general behavior of magnetic coupling in Section 5.2. Then, in

Sections 5.3, a scalable and compact circuit model is proposed for coupled on-chip spiral

inductors, including closed-form formulas for the values of the ideal circuit elements.

The validation of the equivalent circuit model is presented in Section 5.4. Following this,

techniques for isolation improvement between spiral inductors are presented based on

the principle of magnetic flux cancellation in Section 5.5. Finally, we give conclusions in

Section 5.6.

5.2 Magnetic Coupling Characteristics of Coupled Inductors

As illustrated in Fig. 5.1, we assume two inductors L1 and L2 with mutual inductance

M (M <
√
L1L2). The port impedance at both ports is Z0. The transfer characteristics

S12 or S21 in Laplace domain (s=jω) can be derived as

S12 = S21 =
2sMZ0

(L1L2 −M2) s2 + Z0 (L1 + L2) s+ Z0
2 . (5.1)
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Equation (5.1) can be written with a more compact notation as

S21(s = jω) = a
jω

(jω − p1) (jω − p2)
, (5.2)

where

a =
2MZ0

L1L2 −M2
(5.3)

p1 + p2 = −Z0 (L1 + L2)

L1L2 −M2
(5.4)

p1p2 =
Z0

2

L1L2 −M2
. (5.5)

Figure 5.1: Coupled inductors.

The transfer function has two zeros at zero frequency and infinity, and two poles at p1

and p2. The response for the transfer function above can be illustrated in Fig. 5.2, by

assuming p2 > p1.
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Figure 5.2: Bode plot diagram for magnetic coupling.

5.3 Circuit Model for Coupled On-Chip Spiral Inductors

The circuit model for on-chip coupled inductors is based on the coupled inductor ele-

ments. The circuit model topology for coupled on-chip mmWave spiral inductors com-

prises two isolated spiral inductor circuit models along with a coupled inductor element

(Fig. 5.3) [98]. The equivalent circuit model for the isolated inductor was presented in

Fig. 4.1 in Chapter 4. The circuit elements are functions of geometrical and material

parameters. Since the skin and proximity effects have a negligible effect on the mu-

tual coupling, the magnetic coupling is captured by coupled high frequency inductance

element L∞, with coupling coefficient k. The coupling coefficient k is obtained as

k =
M√

L∞1L∞2
, (5.6)

where L∞1 and L∞2 are the high-frequency inductance for spiral inductor 1 and 2,

respectively. The capacitive coupling is generally negligible compared to the magnetic

coupling and, hence, is ignored in our coupled inductor model.
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Figure 5.3: Circuit model for coupled on-chip spiral inductors.

5.4 Model Validation

To validate our scalable model, we have fabricated coupled single-turn inductor struc-

tures in a TowerJazz 0.18 µm BiCMOS process . We have applied our proposed approach

to derive scalable equivalent circuit models for these coupled inductors. In the coupled

single-turn inductors, the two spiral inductors are identical to each other. The inductors

are on the top metal 6 (M6) with larger thickness and higher conductivity. The width

of the conductor is 12 µm, and the side length is l = 112 µm. The feed line is 20 µm

long and the port spacing sp is 6 µm.

We first determined the scalable model for a single inductor. The corresponding

circuit element values for the single spiral inductor are listed in the table below.
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Table 5.1: Circuit Element Values for Single Spiral Inductor

Cox Csi Gsi Cp Rdc L∞ L1

20.25 17.45 1.93 1.5 0.42 226 5.76

L2 L3 L4 R1 R2 R3 R4

11.06 1.923 2.75 0.044 0.627 0.489 1.90

*unit: Ω for R, pH for L, fF for C, mS for G.

Figure 5.4: Simplified coupled single-turn on-chip inductors in form of closed loops
without feed lines.

To derive the coupling coefficient k, each single-turn inductor is approximated as a closed

square loop for simplification (multi-turn inductor corresponds to multiple loops), where

the feed line is ignored. The top view of the simplified coupled inductors is shown in Fig

5.4. Due to the symmetry and assuming clockwise currents in spiral inductors 1 and 2,

respectively, the mutual inductance M can be expressed as

M = 2 (M17 +M26 −M28)−M15 −M37, (5.7)

where Mij is the partial mutual inductance between segment i and segment j, respec-

tively.

We have fabricated two sets of coupled inductors with different spacing s (10 µm

and 20 µm). From (5.6) and (5.7) and using the closed-form expressions for partial
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mutual inductances Mij given in [64], the coupling coefficient k is determined as 0.063

and 0.043, respectively. The two-port measurement setup is indicated in Fig. 5.5. For

each inductor, one of its terminals is connected to both of the reference ground pads

through an under-pass on M5. The ground pads are connected to the silicon substrate.

The comparison between measurements up to 67 GHz, full-wave electromagnetic

simulation results, and model performance is shown in Figs. 5.6-5.9. Two-port Short-

Open-Load-Through (SOLT) calibration was used. For de-embedding, open and short

pad structures were designed on the chip and on-wafter measurement has been performed.

The measurements match well with our model and simulation up to 40 GHz. After that,

there is a dip on the magnitude of S21 for both cases. This might be due to the de-

embedding structures, since the Open-Short de-embedding approach was applied and this

approach assumes the de-embedding structure should be electrically small to be treated

as a lumped equivalent circuit. However, our de-embedding structures include long

launching traces connecting the pads to the device under test (DUT). These long traces

behave like transmission lines at high frequencies and the lumped model assumption for

the Open-Short de-embedding is no longer valid.

In addition to coupled single-turn inductors, we also applied our modeling techniques

to coupled two-turn inductors, as illustrated in Fig. 5.10. The inductor size is 70 µm

by 70 µm for the outer coil and 50 µm by 50 µm for the inner coil. The trace width

is 12 µm and the spacing between the inner and outer coil is 8 µm. The model for the

coupled two-turn inductors matches well with the measurements (Figs. 5.11 and 5.12)

and HFSS simulation.
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Figure 5.5: Fabricated coupled on-chip spiral inductors with different spacings (top: 10
µm spacing; bottom: 20 µm spacing).

Figure 5.6: S11 (S22) for coupled on-chip inductors shown in Fig. 5.5 with spacing 10
µm.
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Figure 5.7: S21 (S12) for coupled on-chip inductors shown in Fig. 5.5 with spacing 10
µm.

Figure 5.8: S11 (S22) for coupled on-chip inductors shown in Fig. 5.5 with spacing 20
µm.
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Figure 5.9: S21 (S12) for coupled on-chip inductors shown in Fig. 5.5 with spacing 20
µm.

Figure 5.10: On-chip coupled two-turn spiral inductors in HFSS simulation (under-pass
not shown) and its die photo.
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Figure 5.11: S11 (S22) for coupled on-chip inductors shown in Fig. 5.10 with spacing 20
µm.

Figure 5.12: S21 (S12) for coupled on-chip inductors shown in Fig. 5.10 with spacing 20
µm.
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5.5 Isolation Improvement Techniques

Since the mutual inductance causes magnetic coupling due to magnetic flux linkage,

we can find a specific overlap of two inductors to have the total mutual flux canceled.

Flux cancellation is based on having the same amount of mutual flux but in opposite

directions inside of spiral inductor. Similar techniques using the principle of magnetic

flux cancellation have been found in [99] [100], but with much large silicon area because

the spirals are separated instead of overlapped. Using our proposed flux cancellation

strategy with overlapped inductors, both high isolation and layout compactness can be

achieved. As illustrated in Fig. 5.13, the different colored regions indicate the opposite

magnetic flux directions inside the blue coil. By choosing the proper offset, the mutual

inductance can be made close to zero.

Figure 5.13: Principle of magnetic flux cancellation.

EM simulations have also been performed to validate our technique. Figure 5.14

shows the change of coupling coefficient k with the horizontal offset. The spiral inductors

are identical and the coil size is 90 µm by 90 µm. As shown in the figure, there exists

an optimal offset where the mutual coupling can be minimized close to zero. From the

simulation we can observe this flux cancellation is nearly frequency independent, which

means the skin and proximity effects have negligible impact on the external magnetic
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field.

Figure 5.14: Coupling coefficient k versus different location.

To validate our proposed layout strategy for isolation improvement, we have fabri-

cated a test chip in TowerJazz 130 nm RFCMOS process with different coupled inductor

layouts. In case 1, two spiral inductors are placed corner to corner. Case 2 has an offset in

both vertical and horizontal directions. And in case 3, the two spiral inductors only have

a horizontal offset. From the plots we can observe that with overlap the coupling between

the spiral inductors is reduced. In all three cases the slop is 20 dB/dec as discussed in

Section 5.2. We also observed a dip in cases 2 and 3. This is caused by the interaction

of the inductive and capacitive couplings. Since the overlapped inductors have increased

mutual capacitance, they behave like a transformer with very small magnetic coupling.

Hence, there may exist a transmission zero due to the mutual inductance and capaci-

tance [101]. In terms of the offset between the HFSS simulation and measurements for

cases 2 and 3, it is probably caused by coupling between the probing pads, launching

structures and spiral inductors. The coupling between the spiral is designed to be very

small so that any parasitic coupling becomes dominate. Thus, the additional couplings

lead to higher S21 than the HFSS simulation results while the traditional Open-Short

de-embedding can not capture the parasitic couplings.
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Figure 5.15: Simulated and measured S21 for different layouts of inductor pairs.

5.6 Conclusion

In this chapter, we have presented a systematic scalable modeling methodology for cap-

turing the magnetic coupling between on-chip spiral inductors. We have developed the

scalable equivalent circuit model with closed-form expressions for the circuit element

values, which is compatible with standard circuit simulators. We have verified the model

accuracy through both EM full-wave simulation and measurement of fabricated test

structures. The comparisons indicate good agreement between model, simulation and

measurement for two coupled single-turn spiral inductors with different spacings. We

also have proposed layout strategies for isolation improvement based on the principle

of magnetic flux cancellation. Test structures have been fabricated and measured to

validate our isolation improvement techniques. This flux cancellation technique can be

applied to various types of circuits with multiple inductors to achieve both compactness

and high isolation. For example, on-chip LC matching networks or filters may adopt this

technique to reduce the layout area significantly.
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Chapter 6: Summary and Future Work

6.1 Summary

In this thesis, scalable and compact modeling techniques for on-chip interconnects and

spiral inductors have been presented. The scalable models capture skin and proximity

effects in the conductors as well as substrate eddy current and metal fill loss. The scalable

models also capture multi-physics effects such as temperature and process variations.

In the first part of this thesis, we have discussed the design trade-offs for two

commonly-used on-chip transmission lines, i.e., microstrip and CPW. Further, we have

presented scalable compact modeling techniques for on-chip transmission lines. The scal-

able equivalent circuit models for microstrips and CPWs are applicable for different IC

processes over a large geometrical parameter range. The models have been verified by

extensive EM simulations and measurements of fabricated chips. The error for both

microstrip and CPW models is within 10% over a wide range of geometries. The models

for transmission lines have also been extended to more complicated passives, such as

a single-stub matching network and branch line coupler. In addition, temperature and

processes variations have also been included in the scalable models.

In the second part of this thesis, we have presented a field-based modeling approach

to model more complicated passives, such as coupled CPWs and spiral inductors. This

proposed method can handle a larger number of geometrical and material parameters

than for isolated transmission lines. The substrate eddy-current effect has also been

included using the complex image approach. Further, the field-based approach has been

extended to model metal fill loss in an arbitrary uniform magnetic filed. We have val-

idated our field-based modeling techniques by both EM simulations and measurements

of fabricated chips.

Finally, a scalable equivalent circuit model for the magnetic coupling between spiral

inductors has been presented. The model has been validated by EM simulations and

measurements of fabricated coupled inductors with different spacings. In addition, a

compact layout strategy for inductor pairs with reduced couplings (high isolation) has
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been demonstrated. The strategy is based on the principle of magnetic flux cancellation.

Inductor pairs achieving both compactness and high isolation have been fabricated and

measured, showing good agreement with EM simulations.

6.2 Future Work

In future work, the modeling techniques can be extended to other passive components

such as transformers, capacitors and so on. Future work for passive modeling techniques

may include modeling skin and proximity effect resistances due to non-uniform fields,

when the field strength on the conductor is significant and the uniform field assumption in

our approach is no longer invalid. One possible direction is to decompose the magnetic

field with different basis functions and to develop empirical functions for each basis

function, respectively. The approach for capturing metal fill loss in this thesis is to

model metal fill loss for each metal fill separately and then add the contributions. This

approach can achieve higher accuracy, but sacrifices efficiency, especially when a large

number of metal fills are present. Approaches with improved efficiency for larger problem

areas may be researched in the future.

The compact layout strategy provides a solution for canceling the magnetic coupling

only between inductors. As the layout is more compact, the component will become

more sensitive to external trace routing. Layout strategies for connecting traces are

also needed to preserve the high isolation. In addition, the capacitive coupling needs

to be investigated since the overlapping between inductors leads to an increase in the

mutual capacitance. Accurate scalable models for the port-to-port capacitance between

overlapped inductors need to be developed. Strategies for reduced coupling with compact

layouts for other types of passive may also be studied in the future. The principle of

magnetic flux cancellation can be further applied to realize other possible functionalities

such as six-port devices, duplexers, and so on.
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Appendix A: Closed-form Expressions for Circuit Elements in

Microstrip and CPW Model

A.1 Microstrip

For the elements of the signal conductor model,

Roi = ki1e
(
−ki2 hs

ts

)
+ ki3 Ω/m (i = 1, 2, 3), (A.1)

and

kij = aij

(
ws
ts

)(−bij ws
ts
−cij

)
(i, j = 1, 2, 3). (A.2)

aij , bij and cij are listed in the following table

Table A.1: Values for a, b and c

ij 11 12 13 21 22 23

aij 1.08e4 3.811 6.73e3 1.412e4 3.3 1.839e4

bij 7.266e-4 5.553e-3 8.474e-4 0 4e-3 2.621e-3

cij 0.7486 0.337 0.928 1.268 0.198 0.685

ij 31 32 33

aij 5.22e4 3.482 4.814e4

bij 1.7e-3 3.146e-3 2.177e-3

cij 1.1 0.2843 0.69

For the poles of RL network of the signal conductor,

poi = mi1e
(
−mi2

hs
ts

)
+mi3 rad/sec (i = 1, 2, 3) (A.3)
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and

mij = x1ij

(
ws
ts

)(x2ij
ws
ts

+x3ij

)
− x4ij

(
ws
ts

)
+ x5ij (i = 1, 2, 3; j = 1, 2, 3). (A.4)

The coefficients are listed below:

Table A.2: Values for x

ij 11 12 13 21 22 23

x1ij 4.778e10 2.93e9 1.405e10 0.9086 3.247 27

x2ij 0 0 0 -0.179 -0.02734 -0.1143

x3ij 3.26e-1 1 1 0.624 -0.0537 0

x4ij 0 0 0 0.006115 0 0

x5ij 0 3.37e10 0 0.6074 0.407 0.469

ij 31 32

x1ij 4.56e11 4.32e11

x2ij 0 -0.02246

x3ij -1.314 -1.206

x4ij 0 1.4655e9

x5ij 1.6e10 4.2e11

and

m33 = 6× 1012 ×
(
0.393− 3.445

(
0.0426ws

ts
−3.95

)
+ 0.246×

(
ws
ts

)(−0.146ws
ts
−1.667

) )
. (A.5)

For ground conductor model elements Ri and Li:

Ri = gi1

(
ws
heff

)gi2
+ gi3 Ω/m (i = 1, 2) (A.6)

and

gij = y1ije

(
−y2ij

tg
heff

)
+ y3ij (i = 1, 2; j = 1, 2, 3). (A.7)

The coefficients are
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Table A.3: Values for y

ij 11 12 13 21 22 23

y1ij 0 0 0 -94.8 0 595

y2ij 0 0 0 10.3 0 13.08

y3ij -4.512e2 0.5747 2.543e3 -213.4 0.44 826

Li = qi1

(
ws
heff

)qi2
+ qi3 H/m (i = 1, 2) (A.8)

and

qij = z1ije

(
−z2ij

tg
heff

)
+ z3ij (i = 1, 2; j = 1, 2, 3). (A.9)

The coefficients are

Table A.4: Values for z

ij 11 12 13 21 22 23

z1ij 4.752e-10 0 -2.02e-9 4.624e-9 0 -1.945e-8

z2ij 9.8 0 10.6 6.32 0 5.11

z3ij -6.08e-10 0.44 2.223e-9 -4.011e-9 0.44 1.756e-8

For the third pole of RL section for the ground conductor,

p3 = u1

(
ws
heff

)0.44

+ u2 rad/sec (A.10)

and

ui = ri1

(
tg
heff

)ri2
+ ri3(i = 1, 2) . (A.11)

The coefficients are listed in the table:
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Table A.5: Values for r

i 1 2

ri1 -8.616e6 5.967e7

ri2 -1.2 -1.12

ri3 8.616e6 4.32e7

A.2 CPW

For the resistance elements,

R0i =
ki1

1 + ki2
(
ws
s

)ki3 +
ki4

1 + ki5
(
ws
s

)ki6 Ω/m (i = 1, 2, 3) (A.12)

and

kij = aij + bije
(cij t

s) (i = 1, 2, 3; j = 1, 2, 3, 4, 5, 6). (A.13)

aij , bij and cij are listed in the following table:

Table A.6: Values for a, b and c

ij 11 12 13 14 15 16

aij 7.565e3 -6.674 0.256 -6.719e3 -6.045 0.643

bij 1.222e3 -0.841 0.891 -1.21e3 1.37 -0.348

cij -1.042 1.042 0.442 1.268 -1.18 -0.763

ij 21 22 23 24 25 26

aij 1.13e4 2.496 -3.703e-2 2.156e4 9.191 0.601

bij -1.975e3 4.832 -0.768 1.083e4 -2.645 -0.309

cij 2.607 2.82 -6.294 -0.376 -2.041e-2 -0.205

ij 31 32 33 34 35 36

aij 6.379e4 7.281 0.598 3.764e4 3.66 0.691

bij 1.088e5 -5.357 -0.365 -1e5 1.038 -4.671

cij -14.436 -1.547 -0.313 -4.588 2.375 -5.953
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For the poles of RL network,

p0i =
mi1

1 +mi2
(
ws
s

)mi3
+

mi4

1 +mi5
(
ws
s

)mi6
H/m (i = 1, 2, 3, 4) (A.14)

and

mij = xij + yije
(zij t

s) (i = 1, 2, 3, 4; j = 1, 2, 3, 4, 5, 6). (A.15)

xij , yij and zij are listed below:

Table A.7: Values for x, y and z

ij 11 12 13 14 15 16

xij 2.434e10 2.871 -0.377 -1.285e11 -6.191 0.504

yij -1.041e11 5.74 2.473 4.315e10 -6.364 -0.364

zij -0.361 -2.26 -0.181 -6.980 -0.715 -4.491

ij 21 22 23 24 25 26

xij 1.871e11 1.581 1.89 1.411e11 5.453e-3 -0.507

yij 2.558e11 6.559 -0.666 -7.254e10 3.628 -3.489

zij -3.413 -1.164 -0.937 -7.88e-2 -0.808 0.172

ij 31 32 33 34 35 36

xij -3.26e12 -5.406 2.073 8.917e11 -0.422 -1.85

yij 5.01e11 -4.334 1.152 -1.786e11 1.501 -2.702

zij 6.73e-2 -0.493 -1.457 -9.57e-2 -3.409e-2 5.722e-3

ij 41 42 43 44 45 46

xij 3.936e8 0.791 1.3 -2.704e8 4.111 -1.124

yij -3.406e8 0.1 -1.389 4.889e8 -3.901 0.765

zij 0.6745 0.171 -1.852 3.905e-2 -0.267 -1.454

For the capacitance formula,

Cair =
n1

1 + n2
(
s
t

)n3
+

n4

1 + n5
(
s
t

)
n6

F/m (A.16)

and

ni =
xi

1 + yi
(ws
t

)zi (i = 1, 2, 3, 4, 5, 6). (A.17)



154

xi, yi and zi are listed below:

Table A.8: Values for x, y and z

i 1 2 3 4 5 6

xi 2.205e-10 0.921 0.732 1.744e-10 9.38 2.615

yi 4.192 0.459 0.601 8.18e-2 -1.899e-4 0.759

zi -0.439 -1.03 -2.39e-2 0.417 -2.564 -5.792e-2
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Appendix B: HSPICE Model for Microstip and CPW

B.1 HSPICE Model for Microstrip

.SUBCKT microstrip 1 2 0 ws= ts= hs= sigmas=

+wg= tg= sigmag= ereff= length=

$input parameter for the model

$ .PARAM ws=5e-6 $width of signal conductor

$ .PARAM ts=1e-6 $thickness of signal conductor

$ .PARAM hs=10e-6 $height of signal conductor

$ .PARAM sigmas=3e7 $conductivity of signal conductor

$ .PARAM wg=300e-6 $width of ground conductor

$ .PARAM tg=1e-6 $thickness of ground conductor

$ .PARAM sigmag=3e7 $conductivity of ground conductor

$ .PARAM ereff=1 $relative effective permittivity

$ .PARAM length=3e-6 $length of short section

$define constant

.PARAM c0=3e8 $speed of light

.PARAM pi=3.1415926

.PARAM miu0=4*pi*1e-7 $permittivity for vacuum

$ calculate Rdc Linf Cpul

.PARAM eta0 = ’sqrt(4*pi/8.8542e-5)’

.PARAM F1 = ’(6+(2*pi-6)*exp(-PWR((30.666*hs/ws),0.7528)))’

.PARAM weq0= ’(ws+ts/pi*log(1+4*exp(1)/(ts/hs*PWR(1/

(tanh(sqrt(6.517*ws/hs))),2))))’

.PARAM Zl0_weq0 = ’(eta0/(2*pi)*log(F1*hs/weq0+
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sqrt(1+PWR((2*hs/weq0),2))))’

.PARAM Cpul = ’(ereff*1/(c0*Zl0_weq0))’

.PARAM Linf = ’ereff/Cpul/c0/c0’

.PARAM Rdc = ’(1/ws/ts/sigmas+1/wg/tg/sigmag)’

$define function K4 to calculate Ldc

.PARAM aatan(y,x) = ’((y>=0)*(x>=0))*atan(y/x)+((y<0)*(x<0))*

(-pi+atan(abs(y/x)))+((y>0)*(x<0))*(pi-

atan(abs(y/x)))+((y<0)*(x>0))*(-atan(abs(y/x)))’

.PARAM K4(x, y) = ’POW(sqrt(POW(x,2)+POW(y,2)),4)*cos(4*aatan(y,x))

/24*(log(sqrt(POW(x,2)+POW(y,2)))-25/12)

-POW(sqrt(POW(x,2)+POW(y,2)),4)*sin(4*aatan(y,x))

/24*aatan(y,x)’

$x is the real part, y is the imaginary part

.PARAM Ks_wg_tg= ’((4*(K4(wg,0)+K4(1e-30,tg))-2*(K4(wg,tg)+K4(wg,-tg)))

+1/3*pi*wg*PWR(tg,3))’

.PARAM Ks_ws_ts=’((4*(K4(ws,0)+K4(1e-30,ts))-2*(K4(ws,ts)+K4(ws,-ts)))

+1/3*pi*ws*PWR(ts,3))’

.PARAM a= ’ws’

.PARAM b= ’ts’

.PARAM c= ’wg’

.PARAM d= ’tg’

.PARAM h= ’hs+(ts+tg)/2’

.PARAM Km1= ’(-K4((a/2+c/2),(b/2+d/2-h))+K4((a/2+c/2),(b/2-d/2-h))

+K4((a/2-c/2),(b/2+d/2-h))-K4((a/2-c/2),(b/2-d/2-h)))’

.PARAM Km2= ’(K4((a/2+c/2),(-b/2+d/2-h))-K4((a/2+c/2),(-b/2-d/2-h))

-K4((a/2-c/2),(-b/2+d/2-h))+K4((a/2-c/2),(-b/2-d/2-h)))’

.PARAM Km3= ’(K4((-a/2+c/2),(b/2+d/2-h))-K4((-a/2+c/2),(b/2-d/2-h))

-K4((-a/2-c/2),(b/2+d/2-h))+K4((-a/2-c/2),(b/2-d/2-h)))’

.PARAM Km4= ’-K4((-a/2+c/2),(-b/2+d/2-h))+K4((-a/2+c/2),(-b/2-d/2-h))

+K4((-a/2-c/2),(-b/2+d/2-h))-K4((-a/2-c/2),(-b/2-d/2-h))’

.PARAM Km= ’(Km1+Km2+Km3+Km4)’

.PARAM Ldc = ’-2E-7*(1/PWR(ws,2)/PWR(ts,2)*Ks_ws_ts-2/(ws*wg*ts*tg)*Km+
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1/PWR(wg,2)/PWR(tg,2)*Ks_wg_tg)’

$ signal condcutor R&L

.PARAM k11= ’1.08147e4*PWR(ws/ts, (-7.265865e-4*(ws/ts)-0.748582))’

.PARAM k12= ’3.81141*PWR(ws/ts, (-5.55321e-3*(ws/ts)-0.3369))’

.PARAM k13= ’6.73296e3*PWR(ws/ts, (-8.474357e-4*(ws/ts)-0.9278))’

.PARAM Rs1= ’(k11*exp(-k12*(hs/ts))+k13)*6e7/sigmas*PWR((1e-6/ts), 2)’

.PARAM k31= ’5.21706e4*PWR(ws/ts, (-1.7e-3*(ws/ts)-1.1))’

.PARAM k32= ’3.481797*PWR(ws/ts, (-3.1457e-3*(ws/ts)-0.28434))’

.PARAM k33= ’4.814455e4*PWR(ws/ts, (-2.17724e-3*(ws/ts)-0.68979))’

.PARAM Rs3= ’(k31*exp(-k32*(hs/ts))+k33)*6e7/sigmas*PWR((1e-6/ts), 2)’

.PARAM k21= ’1.41198e4*PWR(ws/ts, (-0*(ws/ts)-1.26808))’

.PARAM k22= ’3.303976112*PWR(ws/ts, (-4e-3*(ws/ts)-0.197838))’

.PARAM k23= ’1.8394e4*PWR(ws/ts, (-2.62138e-3*(ws/ts)-0.6852))’

.PARAM Rs2= ’(k21*exp(-k22*(hs/ts))+k23)*6e7/sigmas*PWR((1e-6/ts), 2)’

.PARAM k1l1= ’7.964e-2*PWR(ws/ts,3.26248e-1)’

.PARAM k2l1= ’(9.086e-1*PWR(ws/ts,((-1.791265e-1)*ws/ts+6.24e-1))-

(6.1147e-3)*ws/ts+6.0735e-1)’

.PARAM k3l1= ’(0.76)*PWR(ws/ts,(-1.314))+2.6625e-2’

.PARAM k1l2= ’1.953125e-3*ws/ts+(2.246e-2)’

.PARAM k2l2= ’3.247*PWR(ws/ts,-2.734375e-2*ws/ts-5.37109e-2)

+4.0722656e-1’

.PARAM k3l2= ’2.88086e-1*PWR(ws/ts,(-2.2461e-2)*ws/ts-1.206)-

(9.7656e-4)*ws/ts+(2.8027e-1)’

.PARAM k1l3= ’(2.342e-3)*ws/ts’

.PARAM k2l3= ’27*PWR(ws/ts,(-1.1426e-1)*ws/ts)+4.6875e-1’

.PARAM k3l3= ’0.39287-PWR(3.445,(4.26e-2*ws/ts-3.95))+2.461e-

1*PWR(ws/ts,((-1.46e-1)*ws/ts-1.667))’

.PARAM Polefit1=’(k1l1*exp(-k2l1*hs/ts)+k3l1)*6e11*6e7/sigmas

*PWR((1e-6/ts), 2)’

.PARAM Polefit2=’(k1l2*exp(-k2l2*hs/ts)+k3l2)*1.5e12*6e7/sigmas

*PWR((1e-6/ts), 2)’

.PARAM Polefit3=’(k1l3*exp(-k2l3*hs/ts)+k3l3)*6e12*6e7/sigmas
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*PWR((1e-6/ts), 2)’

.PARAM Ls1=’Rs1/Polefit1’

.PARAM Ls2=’Rs2/Polefit2’

.PARAM Ls3=’Rs3/Polefit3’

.PARAM heff=’hs+ts/2’

.PARAM Rg1=’2.1827e3*(-2.067e-1*PWR(ws/heff,5.747e-1)+1.165)

*5.8e7/sigmag*PWR((10e-6/heff), 2)’

.PARAM kg11= ’-3.2e-10*(-1.485*exp(-9.8*tg/heff)+1.9)’

.PARAM kg12= ’2.47e-9*(-0.818*exp(-10.6*tg/heff)+0.9)’

.PARAM Lg1= ’kg11*PWR(ws/heff,0.44)+kg12’

.PARAM kg21= ’-6.512e-10*(-7.1*exp(-6.32*tg/heff)+6.16)’

.PARAM kg22= ’1.621e-8*(-1.2*exp(-5.11*tg/heff)+1.083)’

.PARAM Lg2= ’kg21*PWR((ws/heff),0.44)+kg22’

.PARAM kg31= ’-206*(0.46*exp(-10.3*tg/heff)+1.036)’

.PARAM kg32= ’1.14e3*(0.522*exp(-13.08*tg/heff)+0.7244)’

.PARAM Rg2= ’(kg31*PWR((ws/heff),0.44)+kg32)*5.8e7/sigmag

*PWR((10e-6/heff), 2)’

.PARAM Lg3= ’Ldc-Linf-Ls1-Ls2-Ls3-Lg1-Lg2’

.PARAM kp1= ’-2.872e7*(0.3*PWR((tg/heff),-1.2)+0.3)’

.PARAM kp2= ’1.778e9*(3.356e-2*PWR((tg/heff),-1.12)+2.43e-2)’

.PARAM Poleg=’(kp1*PWR(ws/heff, 0.44)+kp2)’

.PARAM Rg3=’Poleg*Lg3*5.8e7/sigmag*PWR((10e-6/heff), 2)’

Rdc0 1 4 ’Rdc*length’

Linf0 4 5 ’Linf*length’

Rss1 5 6 ’Rs1*length’

Lss1 5 6 ’Ls1*length’

Rss2 6 7 ’Rs2*length’

Lss2 6 7 ’Ls2*length’

Rss3 7 8 ’Rs3*length’

Lss3 7 8 ’Ls3*length’

Rgs1 8 9 ’Rg1*length’
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Lgs1 8 9 ’Lg1*length’

Rgs2 9 10 ’Rg2*length’

Lgs2 9 10 ’Lg2*length’

Rgs3 10 2 ’Rg3*length’

Lgs3 10 2 ’Lg3*length’

C 2 0 ’Cpul*length’

.ENDS

B.2 HSPICE Model for CPW

.SUBCKT CPW_MODEL 1 2 0 ws=5e-6 t=1e-6 sigma=3e7

+wg=30e-6 s=10e-6 ereff=1 length=3e-6

$input parameter for the model

$ .PARAM ws=5e-6 $width of signal conductor

$ .PARAM t=1e-6 $thickness of signal conductor

$ .PARAM s=10e-6 $spacing between signal and gournd conductors

$ .PARAM sigma=3e7 $conductivity of conductor

$ .PARAM wg=30e-6 $width of ground conductor

$ .PARAM ereff=1 $relative effective permittivity

$ .PARAM length=3e-6 $length of short section

$define constant

.PARAM c0=3e8 $speed of light

.PARAM pi=3.1415926

.PARAM miu0=4*pi*1e-7 $permittivity for vacuum

$ calculate Rdc Linf
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.PARAM n1 = ’0.73/(1+0.6*PWR(ws/t,-0.024))’

.PARAM n2 = ’2.6/(1+0.76*PWR(ws/t,-0.058))’

.PARAM C0= ’2.2E-10/(1+4.2*PWR(ws/t,-0.44))/(1+(0.92/(1+

0.46*PWR(ws/t,-1)))*(PWR(s/t,n1)))+1.74E-10/(1+

0.08*PWR(ws/t,0.42))/(1+(9.4/(1-1.9e-

4*PWR(ws/t,-2.6)))*(PWR(s/t,n2)))’

.PARAM Linf = ’1/C0/c0/c0’

.PARAM Rdc = ’(1/ws/t/sigma+1/wg/t/sigma/2)’

$define functions to calculate Ldc

.PARAM l=1

.PARAM wn = ’ws/l’

.PARAM tn = ’t/l’

.PARAM r = ’sqrt(PWR(wn,2)+PWR(tn,2))’

.PARAM aw = ’sqrt(PWR(wn,2)+1)’

.PARAM at = ’sqrt(PWR(tn,2)+1)’

.PARAM ar = ’sqrt(PWR(wn,2)+PWR(tn,2)+1)’

.PARAM asinh(a)=’log(a+sqrt(PWR(a,2)+1))’

% compute partial self inductance of signal conductor

.PARAM Ls = ’l*2*miu0/pi*(1/4*(1/wn*asinh(wn/at)+1/tn*asinh(tn/aw)

+asinh(1/r))+1/24*(PWR(tn,2)/wn*asinh(wn/(tn*at*(r+ar)))

+PWR(wn,2)/tn*asinh(tn/(wn*aw*(r+ar)))+

PWR(tn,2)/PWR(wn,2)*asinh(PWR(wn,2)/(tn*r*(at+ar)))

+PWR(wn,2)/PWR(tn,2)*asinh(PWR(tn,2)/(wn*r*(aw+ar)))+

1/(wn*PWR(tn,2))*asinh(wn*PWR(tn,2)/(at*(aw+ar)))

+1/(tn*PWR(wn,2))*asinh(tn*PWR(wn,2)/(aw*(at+ar))))-

1/6*(1/(wn*tn)*atan(wn*tn/ar)+tn/wn*atan(wn/(tn*ar))

+wn/tn*atan(tn/(wn*ar)))-

1/60*((ar+r+tn+at)*PWR(tn,2)/((ar+r)*(r+tn)*(tn+at)*(at+ar))+

(ar+r+wn+aw)*PWR(wn,2)/((ar+r)*(r+wn)*(wn+aw)*(aw+ar))+

(ar+aw+1+at)/((ar+aw)*(aw+1)*(at+1)*(at+ar)))-

1/20*(1/(r+ar)+1/(aw+ar)+1/(at+ar)))’
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.PARAM l=1

.PARAM wn1 = ’wg/l’

.PARAM tn1 = ’t/l’

.PARAM r1 = ’sqrt(PWR(wn1,2)+PWR(tn1,2))’

.PARAM aw1 = ’sqrt(PWR(wn1,2)+1)’

.PARAM at1 = ’sqrt(PWR(tn1,2)+1)’

.PARAM ar1 = ’sqrt(PWR(wn1,2)+PWR(tn1,2)+1)’

.PARAM asinh(a)=’log(a+sqrt(PWR(a,2)+1))’

% compute partial self inductance of ground conductor

.PARAM Lg = ’l*2*miu0/pi*(1/4*(1/wn1*asinh(wn1/at1)+1/tn1*asinh(tn1/aw1)

+asinh(1/r1))+1/24*(PWR(tn1,2)/wn1*asinh(wn1/(tn1*at1*(r1+ar1)))

+PWR(wn1,2)/tn1*asinh(tn1/(wn1*aw1*(r1+ar1)))+

PWR(tn1,2)/PWR(wn1,2)*asinh(PWR(wn1,2)/(tn1*r1*(at1+ar1)))

+PWR(wn1,2)/PWR(tn1,2)*asinh(PWR(tn1,2)/(wn1*r1*(aw1+ar1)))+

1/(wn1*PWR(tn1,2))*asinh(wn1*PWR(tn1,2)/(at1*(aw1+ar1)))

+1/(tn1*PWR(wn1,2))*asinh(tn1*PWR(wn1,2)/(aw1*(at1+ar1))))-

1/6*(1/(wn1*tn1)*atan(wn1*tn1/ar1)+tn1/wn1*atan(wn1/(tn1*ar1))

+wn1/tn1*atan(tn1/(wn1*ar1)))-

1/60*((ar1+r1+tn1+at1)*PWR(tn1,2)/((ar1+r1)*(r1+tn1)*(tn1+at1)*(at1+ar1))+

(ar1+r1+wn1+aw1)*PWR(wn1,2)/((ar1+r1)*(r1+wn1)*(wn1+aw1)*(aw1+ar1))+

(ar1+aw1+1+at1)/((ar1+aw1)*(aw1+1)*(at1+1)*(at1+ar1)))-

1/20*(1/(r1+ar1)+1/(aw1+ar1)+1/(at1+ar1)))’

% compute partial mutal inductance between ground conductors

.PARAM x1=0

.PARAM y1=0

.PARAM x2=’2*wg+ws+2s’

.PARAM y2=0

.PARAM xdif=’abs(x1-x2)’

.PARAM ydif=’abs(y1-y2)’

.PARAM xq=’x1+0.5*wd’

.PARAM yq=’y1+0.5*t’

.PARAM xp=’x2+0.5*wg’
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.PARAM yp=’y2+0.5*t’

.PARAM x1=’xq’

.PARAM y1=’yq-0.5*t’

.PARAM x2=’xq+0.5*ws’

.PARAM y2=’yq’

.PARAM x3=’xq’

.PARAM y3=’yq+0.5*t’

.PARAM x4=’xq-0.5*ws’

.PARAM y4=’yq’

.PARAM x5=’xp’

.PARAM y5=’yp-0.5*t’

.PARAM x6=’xp+0.5*wg’

.PARAM y6=’yp’

.PARAM x7=’xp’

.PARAM y7=’yp+0.5*t’

.PARAM x8=’xp-0.5*wg’

.PARAM y8=’yp’

.PARAM h1 = ’sqrt(PWR((xq-xp),2)+PWR((yq-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r11 = ’h1/l’

.PARAM r12= ’r11*r11’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h11 = ’sqrt(g1*g1+r12)’

.PARAM Lp11=’(g1*log(g1+h11)-h11)’

.PARAM h12 = ’sqrt(g2*g2+r12)’

.PARAM Lp12=’-(g2*log(g2+h12)-h12)’

.PARAM h13 = ’sqrt(g3*g3+r12)’

.PARAM Lp13=’(g3*log(g3+h13)-h13)’
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.PARAM h14 = ’sqrt(g4*g4+r12)’

.PARAM Lp14=’-(g4*log(g4+h14)-h14)’

.PARAM Mf9=’(Lp11+Lp12+Lp13+Lp14)*l*1.0e-7’

.PARAM M9=’-2.0*Mf9’

.PARAM h2 = ’sqrt(PWR((x1-xp),2)+PWR((y1-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r21 = ’h2/l’

.PARAM r22= ’r21*r21’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h21 = ’sqrt(g1*g1+r22)’

.PARAM Lp21=’(g1*log(g1+h21)-h21)’

.PARAM h22 = ’sqrt(g2*g2+r22)’

.PARAM Lp22=’-(g2*log(g2+h22)-h22)’

.PARAM h23 = ’sqrt(g3*g3+r22)’

.PARAM Lp23=’(g3*log(g3+h23)-h23)’

.PARAM h24 = ’sqrt(g4*g4+r22)’

.PARAM Lp24=’-(g4*log(g4+h24)-h24)’

.PARAM Mf1=’(Lp21+Lp22+Lp23+Lp24)*l*1.0e-7’

.PARAM M1=’Mf1’

.PARAM h3 = ’sqrt(PWR((x2-xp),2)+PWR((y2-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r31 = ’h3/l’

.PARAM r32= ’r31*r31’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’
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.PARAM g4=’p’

.PARAM h31 = ’sqrt(g1*g1+r32)’

.PARAM Lp31=’(g1*log(g1+h31)-h31)’

.PARAM h32 = ’sqrt(g2*g2+r32)’

.PARAM Lp32=’-(g2*log(g2+h32)-h32)’

.PARAM h33 = ’sqrt(g3*g3+r32)’

.PARAM Lp33=’(g3*log(g3+h33)-h33)’

.PARAM h34 = ’sqrt(g4*g4+r32)’

.PARAM Lp34=’-(g4*log(g4+h34)-h34)’

.PARAM Mf2=’(Lp31+Lp32+Lp33+Lp34)*l*1.0e-7’

.PARAM M2=’Mf2’

.PARAM h4 = ’sqrt(PWR((x3-xp),2)+PWR((y3-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r41 = ’h4/l’

.PARAM r42= ’r41*r41’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h41 = ’sqrt(g1*g1+r42)’

.PARAM Lp41=’(g1*log(g1+h41)-h41)’

.PARAM h42 = ’sqrt(g2*g2+r42)’

.PARAM Lp42=’-(g2*log(g2+h42)-h42)’

.PARAM h43 = ’sqrt(g3*g3+r42)’

.PARAM Lp43=’(g3*log(g3+h43)-h43)’

.PARAM h44 = ’sqrt(g4*g4+r42)’

.PARAM Lp44=’-(g4*log(g4+h44)-h44)’

.PARAM Mf3=’(Lp41+Lp42+Lp43+Lp44)*l*1.0e-7’

.PARAM M3=’Mf3’

.PARAM h5 = ’sqrt(PWR((x4-xp),2)+PWR((y4-yp),2))’
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.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r51 = ’h5/l’

.PARAM r52= ’r51*r51’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h51 = ’sqrt(g1*g1+r52)’

.PARAM Lp51=’(g1*log(g1+h51)-h51)’

.PARAM h52 = ’sqrt(g2*g2+r52)’

.PARAM Lp52=’-(g2*log(g2+h52)-h52)’

.PARAM h53 = ’sqrt(g3*g3+r52)’

.PARAM Lp53=’(g3*log(g3+h53)-h53)’

.PARAM h54 = ’sqrt(g4*g4+r52)’

.PARAM Lp54=’-(g4*log(g4+h54)-h54)’

.PARAM Mf4=’(Lp51+Lp52+Lp53+Lp54)*l*1.0e-7’

.PARAM M4=’Mf4’

.PARAM h6 = ’sqrt(PWR((xq-x5),2)+PWR((yq-y5),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r61 = ’h6/l’

.PARAM r62= ’r61*r61’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h61 = ’sqrt(g1*g1+r62)’

.PARAM Lp61=’(g1*log(g1+h61)-h61)’

.PARAM h62 = ’sqrt(g2*g2+r62)’

.PARAM Lp62=’-(g2*log(g2+h62)-h62)’

.PARAM h63 = ’sqrt(g3*g3+r62)’
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.PARAM Lp63=’(g3*log(g3+h63)-h63)’

.PARAM h64 = ’sqrt(g4*g4+r62)’

.PARAM Lp64=’-(g4*log(g4+h64)-h64)’

.PARAM Mf5=’(Lp61+Lp62+Lp63+Lp64)*l*1.0e-7’

.PARAM M5=’Mf5’

.PARAM h7 = ’sqrt(PWR((xq-x6),2)+PWR((yq-y6),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r71 = ’h7/l’

.PARAM r72= ’r71*r71’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h71 = ’sqrt(g1*g1+r72)’

.PARAM Lp71=’(g1*log(g1+h71)-h71)’

.PARAM h72 = ’sqrt(g2*g2+r72)’

.PARAM Lp72=’-(g2*log(g2+h72)-h72)’

.PARAM h73 = ’sqrt(g3*g3+r72)’

.PARAM Lp73=’(g3*log(g3+h73)-h73)’

.PARAM h74 = ’sqrt(g4*g4+r72)’

.PARAM Lp74=’-(g4*log(g4+h74)-h74)’

.PARAM Mf6=’(Lp71+Lp72+Lp73+Lp74)*l*1.0e-7’

.PARAM M6=’Mf6’

.PARAM h8 = ’sqrt(PWR((xq-x7),2)+PWR((yq-y7),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r81 = ’h8/l’

.PARAM r82= ’r81*r81’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’
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.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h81 = ’sqrt(g1*g1+r82)’

.PARAM Lp81=’(g1*log(g1+h81)-h81)’

.PARAM h82 = ’sqrt(g2*g2+r82)’

.PARAM Lp82=’-(g2*log(g2+h82)-h82)’

.PARAM h83 = ’sqrt(g3*g3+r82)’

.PARAM Lp83=’(g3*log(g3+h83)-h83)’

.PARAM h84 = ’sqrt(g4*g4+r82)’

.PARAM Lp84=’-(g4*log(g4+h84)-h84)’

.PARAM Mf7=’(Lp81+Lp82+Lp83+Lp84)*l*1.0e-7’

.PARAM M7=’Mf7’

.PARAM h9 = ’sqrt(PWR((xq-x8),2)+PWR((yq-y8),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r91 = ’h9/l’

.PARAM r92= ’r91*r91’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h91 = ’sqrt(g1*g1+r92)’

.PARAM Lp91=’(g1*log(g1+h91)-h91)’

.PARAM h92 = ’sqrt(g2*g2+r92)’

.PARAM Lp92=’-(g2*log(g2+h92)-h92)’

.PARAM h93 = ’sqrt(g3*g3+r92)’

.PARAM Lp93=’(g3*log(g3+h93)-h93)’

.PARAM h94 = ’sqrt(g4*g4+r92)’

.PARAM Lp94=’-(g4*log(g4+h94)-h94)’

.PARAM Mf8=’(Lp91+Lp92+Lp93+Lp94)*l*1.0e-7’

.PARAM M8=’Mf8’
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.PARAM Mgg=’abs(M1+M2+M3+M4+M5+M6+M7+M8+M9)/6.0’

.PARAM x1=0

.PARAM y1=0

.PARAM x2=’wg+s’

.PARAM y2=0

.PARAM xdif=’abs(x1-x2)’

.PARAM ydif=’abs(y1-y2)’

.PARAM xq=’x1+0.5*wd’

.PARAM yq=’y1+0.5*t’

.PARAM xp=’x2+0.5*wg’

.PARAM yp=’y2+0.5*t’

.PARAM x1=’xq’

.PARAM y1=’yq-0.5*t’

.PARAM x2=’xq+0.5*ws’

.PARAM y2=’yq’

.PARAM x3=’xq’

.PARAM y3=’yq+0.5*t’

.PARAM x4=’xq-0.5*ws’

.PARAM y4=’yq’

.PARAM x5=’xp’

.PARAM y5=’yp-0.5*t’

.PARAM x6=’xp+0.5*wg’

.PARAM y6=’yp’

.PARAM x7=’xp’

.PARAM y7=’yp+0.5*t’

.PARAM x8=’xp-0.5*wg’

.PARAM y8=’yp’

.PARAM h1 = ’sqrt(PWR((xq-xp),2)+PWR((yq-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r11 = ’h1/l’
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.PARAM r12= ’r11*r11’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h11 = ’sqrt(g1*g1+r12)’

.PARAM Lp11=’(g1*log(g1+h11)-h11)’

.PARAM h12 = ’sqrt(g2*g2+r12)’

.PARAM Lp12=’-(g2*log(g2+h12)-h12)’

.PARAM h13 = ’sqrt(g3*g3+r12)’

.PARAM Lp13=’(g3*log(g3+h13)-h13)’

.PARAM h14 = ’sqrt(g4*g4+r12)’

.PARAM Lp14=’-(g4*log(g4+h14)-h14)’

.PARAM Mf9=’(Lp11+Lp12+Lp13+Lp14)*l*1.0e-7’

.PARAM M9=’-2.0*Mf9’

.PARAM h2 = ’sqrt(PWR((x1-xp),2)+PWR((y1-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r21 = ’h2/l’

.PARAM r22= ’r21*r21’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h21 = ’sqrt(g1*g1+r22)’

.PARAM Lp21=’(g1*log(g1+h21)-h21)’

.PARAM h22 = ’sqrt(g2*g2+r22)’

.PARAM Lp22=’-(g2*log(g2+h22)-h22)’

.PARAM h23 = ’sqrt(g3*g3+r22)’

.PARAM Lp23=’(g3*log(g3+h23)-h23)’

.PARAM h24 = ’sqrt(g4*g4+r22)’

.PARAM Lp24=’-(g4*log(g4+h24)-h24)’
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.PARAM Mf1=’(Lp21+Lp22+Lp23+Lp24)*l*1.0e-7’

.PARAM M1=’Mf1’

.PARAM h3 = ’sqrt(PWR((x2-xp),2)+PWR((y2-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r31 = ’h3/l’

.PARAM r32= ’r31*r31’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h31 = ’sqrt(g1*g1+r32)’

.PARAM Lp31=’(g1*log(g1+h31)-h31)’

.PARAM h32 = ’sqrt(g2*g2+r32)’

.PARAM Lp32=’-(g2*log(g2+h32)-h32)’

.PARAM h33 = ’sqrt(g3*g3+r32)’

.PARAM Lp33=’(g3*log(g3+h33)-h33)’

.PARAM h34 = ’sqrt(g4*g4+r32)’

.PARAM Lp34=’-(g4*log(g4+h34)-h34)’

.PARAM Mf2=’(Lp31+Lp32+Lp33+Lp34)*l*1.0e-7’

.PARAM M2=’Mf2’

.PARAM h4 = ’sqrt(PWR((x3-xp),2)+PWR((y3-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r41 = ’h4/l’

.PARAM r42= ’r41*r41’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h41 = ’sqrt(g1*g1+r42)’
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.PARAM Lp41=’(g1*log(g1+h41)-h41)’

.PARAM h42 = ’sqrt(g2*g2+r42)’

.PARAM Lp42=’-(g2*log(g2+h42)-h42)’

.PARAM h43 = ’sqrt(g3*g3+r42)’

.PARAM Lp43=’(g3*log(g3+h43)-h43)’

.PARAM h44 = ’sqrt(g4*g4+r42)’

.PARAM Lp44=’-(g4*log(g4+h44)-h44)’

.PARAM Mf3=’(Lp41+Lp42+Lp43+Lp44)*l*1.0e-7’

.PARAM M3=’Mf3’

.PARAM h5 = ’sqrt(PWR((x4-xp),2)+PWR((y4-yp),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r51 = ’h5/l’

.PARAM r52= ’r51*r51’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h51 = ’sqrt(g1*g1+r52)’

.PARAM Lp51=’(g1*log(g1+h51)-h51)’

.PARAM h52 = ’sqrt(g2*g2+r52)’

.PARAM Lp52=’-(g2*log(g2+h52)-h52)’

.PARAM h53 = ’sqrt(g3*g3+r52)’

.PARAM Lp53=’(g3*log(g3+h53)-h53)’

.PARAM h54 = ’sqrt(g4*g4+r52)’

.PARAM Lp54=’-(g4*log(g4+h54)-h54)’

.PARAM Mf4=’(Lp51+Lp52+Lp53+Lp54)*l*1.0e-7’

.PARAM M4=’Mf4’

.PARAM h6 = ’sqrt(PWR((xq-x5),2)+PWR((yq-y5),2))’

.PARAM v = 1.0

.PARAM p = 0.0
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.PARAM r61 = ’h6/l’

.PARAM r62= ’r61*r61’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h61 = ’sqrt(g1*g1+r62)’

.PARAM Lp61=’(g1*log(g1+h61)-h61)’

.PARAM h62 = ’sqrt(g2*g2+r62)’

.PARAM Lp62=’-(g2*log(g2+h62)-h62)’

.PARAM h63 = ’sqrt(g3*g3+r62)’

.PARAM Lp63=’(g3*log(g3+h63)-h63)’

.PARAM h64 = ’sqrt(g4*g4+r62)’

.PARAM Lp64=’-(g4*log(g4+h64)-h64)’

.PARAM Mf5=’(Lp61+Lp62+Lp63+Lp64)*l*1.0e-7’

.PARAM M5=’Mf5’

.PARAM h7 = ’sqrt(PWR((xq-x6),2)+PWR((yq-y6),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r71 = ’h7/l’

.PARAM r72= ’r71*r71’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h71 = ’sqrt(g1*g1+r72)’

.PARAM Lp71=’(g1*log(g1+h71)-h71)’

.PARAM h72 = ’sqrt(g2*g2+r72)’

.PARAM Lp72=’-(g2*log(g2+h72)-h72)’

.PARAM h73 = ’sqrt(g3*g3+r72)’

.PARAM Lp73=’(g3*log(g3+h73)-h73)’

.PARAM h74 = ’sqrt(g4*g4+r72)’



173

.PARAM Lp74=’-(g4*log(g4+h74)-h74)’

.PARAM Mf6=’(Lp71+Lp72+Lp73+Lp74)*l*1.0e-7’

.PARAM M6=’Mf6’

.PARAM h8 = ’sqrt(PWR((xq-x7),2)+PWR((yq-y7),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r81 = ’h8/l’

.PARAM r82= ’r81*r81’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’

.PARAM h81 = ’sqrt(g1*g1+r82)’

.PARAM Lp81=’(g1*log(g1+h81)-h81)’

.PARAM h82 = ’sqrt(g2*g2+r82)’

.PARAM Lp82=’-(g2*log(g2+h82)-h82)’

.PARAM h83 = ’sqrt(g3*g3+r82)’

.PARAM Lp83=’(g3*log(g3+h83)-h83)’

.PARAM h84 = ’sqrt(g4*g4+r82)’

.PARAM Lp84=’-(g4*log(g4+h84)-h84)’

.PARAM Mf7=’(Lp81+Lp82+Lp83+Lp84)*l*1.0e-7’

.PARAM M7=’Mf7’

.PARAM h9 = ’sqrt(PWR((xq-x8),2)+PWR((yq-y8),2))’

.PARAM v = 1.0

.PARAM p = 0.0

.PARAM r91 = ’h9/l’

.PARAM r92= ’r91*r91’

.PARAM g1=’1.0+p’

.PARAM g2=’g1-v’

.PARAM g3=’p-v’

.PARAM g4=’p’
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.PARAM h91 = ’sqrt(g1*g1+r92)’

.PARAM Lp91=’(g1*log(g1+h91)-h91)’

.PARAM h92 = ’sqrt(g2*g2+r92)’

.PARAM Lp92=’-(g2*log(g2+h92)-h92)’

.PARAM h93 = ’sqrt(g3*g3+r92)’

.PARAM Lp93=’(g3*log(g3+h93)-h93)’

.PARAM h94 = ’sqrt(g4*g4+r92)’

.PARAM Lp94=’-(g4*log(g4+h94)-h94)’

.PARAM Mf8=’(Lp91+Lp92+Lp93+Lp94)*l*1.0e-7’

.PARAM M8=’Mf8’

.PARAM Msg=’abs(M1+M2+M3+M4+M5+M6+M7+M8+M9)/6.0’

.PARAM Ldc = ’Ls+Lg/2-2*Msg+1/2*Mgg’

$ signal condcutor R&L

.PARAM k11 = ’0.26+0.6*exp(0.44t/s)’

.PARAM k12 = ’0.64-0.35*exp(-0.76t/s)’

.PARAM R01= ’(7.6+1.2*exp(-t/s))/(1-(6.67+0.84*exp(t/s))*(PWR(ws/s,k11)))

-(6.7+1.2*exp(-8.1t/s))/(1-(6-1.4*exp(-1.2t/s))*(PWR(ws/s,k12)))’

.PARAM k21 = ’-0.037-0.77*exp(-6.3t/s)’

.PARAM k22 = ’0.6-0.31*exp(-0.2t/s)’

.PARAM R02= ’(11.3-2*exp(2.6t/s))/(1+(2.5+4.8*exp(2.8t/s))*(PWR(ws/s,k21)))

+(21.6+10.8*exp(-0.38t/s))/(1+(9.2-2.6*exp(-0.02t/s))*(PWR(ws/s,k22)))’

.PARAM k31 = ’0.6-0.37*exp(-0.31t/s)’

.PARAM k32 = ’0.7-4.671*exp(-6t/s)’

.PARAM R03= ’(63.8+109*exp(-14.4t/s))/(1+(7.3-5.4*exp(-1.5t/s))*(PWR(ws/s,k31)))

+(37.6-100*exp(-4.6t/s))/(1+(3.66+10*exp(2.38t/s))*(PWR(ws/s,k32)))’

.PARAM m11 = ’-0.38+2.5*exp(-0.18t/s)’
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.PARAM m12 = ’0.5-0.36*exp(-4.5t/s)’

.PARAM p01= ’(2.4-10.4*exp(-0.36t/s))/(1+(2.9+5.7*exp(-2.3t/s))*(PWR(ws/s,m11)))

-(12.9-4.3*exp(-7t/s))/(1-(6.2+6.4*exp(-0.7t/s))*(PWR(ws/s,m12)))’

.PARAM m21 = ’1.89-0.67*exp(-0.94t/s)’

.PARAM m22 = ’-0.5-3.6*exp(0.17t/s)’

.PARAM p02= ’(18.7+25.6*exp(-3.4t/s))/(1+(1.6+6.56*exp(-1.2t/s))*(PWR(ws/s,m21)))

+(14-7.25*exp(-0.08t/s))/(1+(0.0055+3.6*exp(-0.81t/s))*(PWR(ws/s,m22)))’

.PARAM m31 = ’2.1+1.15*exp(-1.46t/s)’

.PARAM m32 = ’-1.9-2.7*exp(0.006t/s)’

.PARAM p03= ’(-326+50*exp(0.067t/s))/(1-(5.4+4.3*exp(-0.5t/s))*(PWR(ws/s,m31)))

+(89-18*exp(-0.1t/s))/(1+(-0.42+1.5*exp(-0.034t/s))*(PWR(ws/s,m32)))’

.PARAM m41 = ’1.3-1.4*exp(-1.85t/s)’

.PARAM m42 = ’-1.1+0.8*exp(-1.45t/s)’

.PARAM p04= ’(0.04-0.034*exp(-0.67t/s))/(1+(0.8+0.1*exp(0.17t/s))*(PWR(ws/s,m41)))

+(-0.027+0.049*exp(0.04t/s))/(1+(4.1-3.9*exp(-0.27t/s))*(PWR(ws/s,k42)))’

.PARAM L1=’R01/p01/1E10’

.PARAM L2=’R02/p02/1E10’

.PARAM L3=’R03/p03/1E10’

.PARAM R1=’R01*6E7/sigma*PWR(4E-6/t,2)’

.PARAM R2=’R02*6E7/sigma*PWR(4E-6/t,2)’

.PARAM R3=’R03*6E7/sigma*PWR(4E-6/t,2)’

.PARAM L4=’Ldc-Linf-L1-L2-L3’

.PARAM R4=’1/p04/L4/1E10’

Rdc0 1 4 ’Rdc*length’

Linf0 4 5 ’Linf*length’

R1 5 6 ’R1*length’

L1 5 6 ’L1*length’
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R2 6 7 ’R2*length’

L2 6 7 ’L2*length’

R3 7 8 ’R3*length’

L3 7 8 ’L3*length’

R4 8 9 ’R4*length’

L4 8 9 ’L4*length’

.ENDS
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Appendix C: Power Loss Calculation for Metal Fill in Uniform

Magnetic Field in Arbitrary Direction

To account for eddy current loss in the metal fills due to magnetic field in an arbitrary

direction, we decompose the applied magnetic field ~Ha at the fill into its three orthogonal

components whose directions span the metal fill volume

~Ha = ~xHx + ~yHy + ~zHz. (C.1)

The contributions to power loss in the metal fill due to each orthogonal magnetic field

component are orthogonal to each other and thus are separable [92]. As shown in Fig.

C.1, we can express the eddy-currents in the metal fill due to ~Hz and ~Hy as

~J1 = ~xf1(x, y, z) + ~yf2(x, y, z) (C.2)

~J2 = ~xg1(x, y, z) + ~zg2(x, y, z). (C.3)

Figure C.1: Decomposition of magnetic field at metal fill.
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Assuming ~Hx=0, the total power loss can be derived as

P =
1

2

∫∫∫
V

∣∣∣ ~J1 + ~J2

∣∣∣2
σ

dv =
1

2

∫∫∫
V

f2
1 + f2

2 + g2
1 + g2

2 + 2f1g1

σ
dv. (C.4)

If the origin of the coordinate system is at the center of the metal fill, based on symmetry

we obtain

f1(x, y, z) = −f1(x,−y, z) (C.5)

g1(x, y, z) = g1(x,−y, z). (C.6)

Since f1g1 is an odd function along the x-z plane over the volume of the metal fill,∫∫∫
V

f1g1

σ
dv = 0 (C.7)

and thus

P =
1

2

∫∫∫
V

∣∣∣ ~J1 + ~J2

∣∣∣2
σ

dv =
1

2

∫∫∫
V

∣∣∣ ~J1

∣∣∣2
σ

dv +
1

2

∫∫∫
V

∣∣∣ ~J2

∣∣∣2
σ

dv. (C.8)




