In emission computed tomography one wants to determine the location and intensity of radiation emitted by sources in the presence of an attenuating medium. If the attenuation is known everywhere and equals a constant \( \alpha \) in a convex neighborhood of the support of \( f \), then the problem reduces to that of inverting the exponential X-ray transform \( P_{\alpha} \).

The exponential X-ray transform \( P_{\mu} \) with the attenuation \( \mu \) variable is of interest mathematically. For the exponential X-ray transform in two dimensions we show that for a large class of approximate \( \delta \)-functions \( E \), convolution kernels \( K \) exist for use in the convolution backprojection algorithm. \( P_{\mu} f, K \) and \( E \) are related by the formula \( f * E = P_{\mu}^* (P_{\mu} f * K) \) where \( P_{\mu}^* \) is the adjoint of \( P_{\mu} \). This approximate inversion formula leads to methods for inverting the exponential X-ray transform.
For the case where the attenuation is constant we derive exact formulas for calculating the convolution kernels from radial point spread functions in $\mathbb{R}^n$. From these an exact inversion formula for the constantly attenuated transform is obtained. Examples of radial point spread functions and calculations of the corresponding convolution kernels are given. Also explicit formulas for calculating errors in the convolution-backprojection algorithm are derived.
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THE EXPONENTIAL X-RAY TRANSFORM

I. NOTATION AND BACKGROUND FROM COMPUTED TOMOGRAPHY

The set of all real numbers is denoted by \( \mathbb{R} \), the set of all complex numbers by \( \mathbb{C} \). The \( m \)-dimensional real (complex) Euclidean space is \( \mathbb{R}^m (\mathbb{C}^m) \), i.e., if \( x \in \mathbb{R}^m (\mathbb{C}^m) \) then \( x = (x_1, \ldots, x_m) \) where \( x_1, \ldots, x_m \in \mathbb{R}(\mathbb{C}) \). The Euclidean inner product of \( x, y \in \mathbb{R}^m (\mathbb{C}^m) \) where \( x = (x_1, \ldots, x_m) \) and \( y = (y_1, \ldots, y_m) \) is

\[
\langle x, y \rangle = \sum_{i=1}^{m} x_i \overline{y_i}; \quad \overline{y_i} \text{ denotes the complex conjugate of } y_i.
\]

The Euclidean norm of \( x \in \mathbb{R}^m (\mathbb{C}^m) \) is \( |x| = \sqrt{\langle x, x \rangle} \). The differential operator \( \partial^\alpha x = \partial^{\alpha_1}_{x_1} \ldots \partial^{\alpha_m}_{x_m} \) where \( \alpha = (\alpha_1, \ldots, \alpha_m) \) is a multi-index with \( \alpha_1, \ldots, \alpha_m \) non-negative integers and \( \partial^{\alpha}_{x_i} = \partial^{\alpha}/\partial x_i \). The order of the operator \( \partial^\alpha x \) is \( |\alpha| = \sum_{j=1}^{m} \alpha_j \). If \( \Omega \) is a subset of \( \mathbb{R}^m \) then \( C(\Omega) \) denotes the space of all continuous functions on \( \Omega \). For \( \ell = 0, 1, 2, \ldots \), \( C^\ell (\Omega) \) is the space of all functions \( f \) on \( \Omega \) such that \( \partial^\alpha f \in C(\Omega) \) for all \( |\alpha| \leq \ell \). Note that \( C^0 (\Omega) = C(\Omega) \). The subspace of \( C^\ell (\Omega) \) consisting of functions with compact support in \( \Omega \) is denoted by \( C^\ell_0 (\Omega) \). For \( 1 \leq p < \infty \), \( L^p (\mathbb{R}^m) \) denotes the space of all Lebesgue measurable functions on \( \mathbb{R}^m \) such that

\[
||f||_p = (\int |f(x)|^p dx)^{1/p} < \infty
\]

For \( p = \infty \), \( L^\infty (\mathbb{R}^m) \) is the space of essentially bounded functions on \( \mathbb{R}^m \). The subspace of \( L^p (\mathbb{R}^m) \) consisting of all functions that vanish outside \( \Omega \) is denoted by \( L^p_0 (\Omega) \). The space of all functions \( f \) so that
\[ \left( \int_K |f(x)|^p \, dx \right)^{1/p} < \infty \]

for all compact subsets \( K \) of \( \mathbb{R}^m \) is \( L^p_{\text{loc}}(\mathbb{R}^m) \). The unit sphere in \( \mathbb{R}^m \) is \( S^{m-1} = \{ x \in \mathbb{R}^m : |x| = 1 \} \). For \( \theta \in S^{m-1} \), \( \theta^\perp = \{ x \in \mathbb{R}^m : \langle x, \theta \rangle = 0 \} \) is the subspace of \( \mathbb{R}^m \) orthogonal to \( \theta \).

If \( X \) is a vector space, \( X' \) will denote its dual space. For \( x' \in X' \) and \( x \in X \) we will write \( x'(x) \) as \( \langle x', x \rangle \).

In 1917, J. Radon [17], proposed and solved the problem of determining a function from its integrals over all hyperplanes in \( \mathbb{R}^n \). This is now known as Radon's problem. There were other independent discoveries of Radon's problem prior to and after 1917 in such fields as astronomy, probability and radiology. For more information and references to these discoveries see [6]. Much research has been done on the Radon problem as well as on applications of it in various fields of science and technology. Applications to radiology will be the standard example used in this work.

In classical radiology, one is interested in determining the intensity loss of the X-ray beam when passing through an inhomogeneous medium. Let \( \mu(x) \) be the X-ray attenuation coefficient of the tissue at a point \( x \) with respect to photons at energy \( E \). Let \( I_0 \) be the initial intensity of the X-ray beam, \( I \) its intensity leaving the body. Assuming that the photons are at a constant energy \( E \), it has been experimentally verified that

\[ I = I_0 e^{-\int \mu(x) \, dx} \]

\[ (1.1) \]
where \( L \) is the straight line along which the X-ray beam, assumed to be infinitely thin, travels.

In 1963 A. Cormack [4, 5] proposed the problem of determining the X-ray attenuation coefficient \( \mu(x) \) in inhomogeneous media, a problem that had received little attention till then. From (1.1) we have

\[
\ln\left(\frac{I_0}{I}\right) = \int_{L} \mu(x) \, dx
\]

(1.2)

where \( \ln(\frac{I_0}{I}) \) can be measured experimentally. So the problem proposed by Cormack is determining \( \mu \) knowing the line integrals intersecting the region of interest. In the two-dimensional case this is the Radon problem. In practice a cross section of the human body is scanned by a very thin X-ray beam, the intensity loss is recorded and a mathematical algorithm is applied to the data to produce a two-dimensional image of the cross section. This in fact is sufficient because the body can be viewed as a succession of two-dimensional layers.

This method of reconstructing two-dimensional cross sections is known as Computed Tomography (CT), where "tomos" in Greek means slice. The above is an example of Transmission Computed Tomography (TCT). Another form of CT is Emission Computed Tomography (ECT). Here radio-nuclides are injected into the body and upon decay emit photons, whose intensity after leaving the body are recorded by a detector. These photons emitted by sources inside the body are attenuated by the amount of material present along the line joining the source to the detector. For more detail on ECT see [2]. In ECT both the location
and the intensity of the emitted radiation are unknown. We will be interested in one kind of ECT namely single photon ECT, which can be described mathematically as follows. Let \( f(x) \) be the intensity of the photons emitted from a point \( x \) inside the body along a straight line \( L \), then assuming (1.1) still holds, the intensity of the ray leaving the body is

\[
-\int_{L(x)} \mu(y) \, dy \quad f(x) \quad e^{L(x)}
\]

where \( L(x) \) is the segment of \( L \) between the point \( x \) and the detector. The cumulative intensity \( I \) of all sources on \( L \) will then be

\[
I = \int_{L} f(x) \, e^{L(x)} \quad dx.
\]

(1.3)

In single photon ECT one seeks to find \( f \) knowing the values of the integrals in (1.3) for a finite set of lines intersecting the region of interest. The attenuation coefficient \( \mu \) can be estimated by TCT methods; see for instance [21] and [15]. Finding \( f \) in (1.3) with \( \mu \) known is a generalized form of Radon's problem. We shall be interested in solving integral equations of the kind in (1.3).

In practice the important dimensions are two and three. However, it is of equal interest from a mathematical point of view to study such integral equations in higher dimensions. Let \( n > 2 \). A straight line \( L \) in \( \mathbb{R}^n \) can be parameterized by the pair \((\theta, x)\) where \( \theta \in S^{n-1} \) and \( x \in \theta^1 \) so that

\[
L = L(\theta, x) = \{x + t\theta : t \in \mathbb{R}\}.
\]
Using this parameterization, (1.2) becomes

\[ \ln(I_0/I) = \int_{-\infty}^{\infty} \mu(x+t\theta) dt \] (1.4)

and (1.3) becomes

\[ I = \int_{-\infty}^{\infty} f(x+t\theta) e^{t} \ dt. \] (1.5)

The expression in (1.4) is called the X-ray transform of \( \mu \) and the expression in (1.5) the attenuated X-ray transform of \( f \) and it will be denoted by \( T_\mu f \).

Suppose in (1.5) \( f \) has support in a bounded set. Suppose also that the attenuation \( \mu \) is known everywhere and is constant in a convex set \( D \) containing the support of \( f \), i.e., the emitter. The attenuation can otherwise be arbitrary except that it be bounded, measurable and have compact support. Let \( a \) be the constant value that \( \mu \) takes on \( D \) and for \( \theta \in S^{n-1}, x \in \theta^\perp \) let \( d = d(\theta, x) \) be chosen so that \( x + d\theta \in D \). Define a real valued function \( \epsilon^\mu \) on \( \{(\theta, x) | \theta \in S^{n-1}, x \in \theta^\perp \} \) by

\[
\epsilon^\mu(\theta, x) = \begin{cases} 
\int_{d}^{\infty} \mu(x+s\theta) ds + ad & \text{if } L(\theta, x) \cap D \neq \emptyset \\
1 & \text{otherwise.}
\end{cases}
\]

Then it is not hard to see that

\[ e^{\alpha t} = \epsilon^\mu(\theta, x) e^{t} \] (1.6)
for all $x + s\theta \in D$. An important consequence of (1.6) is that

$$e^{\mu(\theta,x)}T_\mu f(\theta,x) = \int_{-\infty}^{\infty} f(x + t\theta) e^{at} dt. \quad (1.7)$$

The right hand side of (1.7) is called the exponential X-ray transform of $f$ and is denoted by $P_\alpha f$. All the above has been shown in Markoe [14]. Because of (1.7) many results on the attenuated X-ray transform can be deduced from results on $P_\alpha$, when $\mu$ satisfies the conditions above. In [14], Markoe used (1.7) and analytic continuation to develop an inversion method for $T_\mu$.

The purpose of this work is to find inversion and approximate inversion formulas for the operator $P_\alpha$, where $\alpha$ is a constant, and a generalization of it; namely the exponential X-ray transform with variable attenuation $\mu$, also denoted by $P_\mu$ and defined for functions $f$ on $\mathbb{R}^n$ by

$$P_\mu f(\theta,x) = \int_{-\infty}^{\infty} f(x + t\theta) e^{\mu(\theta)t} dt$$

where $\theta \in S^{n-1}$, $x \in \mathbb{R}^n$, and the attenuation $\mu : S^{n-1} \rightarrow \mathbb{R}$.

We wish to determine $f$, or an approximation of $f$ from the data $P_\mu f$. In TCT there are methods used to solve integral equations of the kind in (1.4) known as "convolution-backprojection" algorithms; see Smith [21] for general reference. Following along the same lines, we choose $E$ to be an approximate $\delta$-function; typically these are integrable functions with $\int_{\mathbb{R}^n} E(x)dx = 1$; and for $\rho > 0$ we set
\[ E_{\rho}(x) = \rho^{-n}E(x/\rho). \] 
\( E_{\rho} \) is called a point spread function. We look for functions \( K_{\rho} \), called convolution kernels, such that

\[
f \ast E_{\rho} = P_{-\mu}^{\ast}(P_{\mu}f \ast K_{\rho})
\]  
(1.8)

where \( P_{\mu}^{\ast} \) denotes the formal adjoint of \( P_{\mu} \) and will be defined in the next chapter. The right hand side of (1.8) resembles the convolution-backprojection algorithm of TCT, where \( (P_{\mu}f \ast K_{\rho}) \) is the convolution step and the action of \( P_{-\mu}^{\ast} \) is the backprojection step. With suitable conditions on \( E \) and \( f \) one can show that \( E_{\rho} \ast f \to f \) uniformly, in \( L^p \) norm, or pointwise almost everywhere; see for instance Theorem 2, page 62 of Stein [22]. In practice, the data \( P_{\mu}f \) are incomplete and noisy and so one considers determining a smoothed approximation of \( f \) from the data. Formula (1.8) provides a method to achieve that.

In Chapter III, the transform \( P_{\mu} \) is introduced formally and some of its basic properties developed. Of these the most important is the relationship

\[
f \ast P_{-\mu}^{\ast}K = P_{-\mu}^{\ast}(P_{\mu}f \ast K)
\]  
(1.9)

Comparison of this formula with (1.8) suggests that we set \( P_{-\mu}^{\ast}K = E \) and solve for \( K \). In Chapter IV we show that in two dimensions, \( P_{-\mu}^{\ast}K = E \) can be solved for a large class of approximate \( \delta \)-functions \( E \). Unfortunately we do not have an explicit expression for \( K \) in terms of \( E \) in the general case. But in the case where the attenuation is constant we do solve explicitly for \( K \) in \( n \) dimensions when \( E \) is radial. This is done in Chapter V.
Using the results of Chapter V, in Chapter VII we establish an inversion formula for \( P_\mu \), when \( \mu \) is constant, for a large class of functions \( f \), by actually evaluating the limit

\[
\lim_{\rho \to 0} P^*_\mu (P f * K_\rho)
\]

with \( K_\rho \) as in (1.8).

Relationship (1.9) has also been observed by Tretiak and Metz [24] for the constantly attenuated transform in two dimensions and has been used to invert the transform. The approach used in [24] for inverting the transform is different from the one used here. In [24] they choose a convolution kernel \( K \) and then show the corresponding \( E \) is an approximate \( \delta \)-function. Our approach follows that of Madych and Nelson [12] for the Radon transform.

In the course of the work an operator denoted by \( \Lambda_\mu \) arises naturally. Chapter VI studies some properties of this operator. In Chapter VIII examples of point spread functions and computations of corresponding convolution kernels are given. In Chapter IX we derive formulas that can be used to check the extent to which the convolution-backprojection algorithm accurately reconstructs \( f \) from the data \( P_\mu f \), when \( f \) is the characteristic function of a disc in the plane. In the next chapter some known results from analysis are presented.
II. BACKGROUND FROM ANALYSIS

Some known results on the Fourier transform and Sobolev spaces are presented here. The material on Sobolev spaces is taken mainly from Triebel [25], although the notation used here is different.

For $f \in L^1(\mathbb{R}^m)$, the Fourier transform of $f$, denoted by $\hat{f}$, is defined by

$$\hat{f}(\xi) = (2\pi)^{-m/2} \int_{\mathbb{R}^m} f(x) e^{-ix,\xi} \, dx.$$  

The Fourier transform can be extended to functions in $L^p(\mathbb{R}^m)$ for $1 \leq p \leq 2$. In fact, the Fourier transform maps $L^p(\mathbb{R}^m)$ continuously into $L^q(\mathbb{R}^m)$ for $1 \leq p \leq 2$ and $1/p + 1/q = 1$. In particular for $p = 2$ the Fourier transform is an isometry.

Let $\mathcal{S}$ denote the space of all functions $\phi \in C^\infty(\mathbb{R}^m)$ such that for all $\ell, k$ non-negative integers

$$|\phi|_{\ell,k} = \max \sup_{|\alpha| \leq \ell} (1+|x|^2)^k |\partial_x^\alpha \phi(x)| < \infty,$$

i.e., the Schwartz space of rapidly decreasing functions. The dual space of $\mathcal{S}$, denoted by $\mathcal{S}'$, is the space of temperate distributions on $\mathbb{R}^m$. Since $\mathcal{S} \subset L^1(\mathbb{R}^m)$ the Fourier transform is defined on $\mathcal{S}$. In fact the Fourier transform is a homeomorphism of $\mathcal{S}$ onto $\mathcal{S}$ and thus can be extended to a homeomorphism of $\mathcal{S}'$ onto $\mathcal{S}'$ by duality, i.e., for $f \in \mathcal{S}'$, its Fourier transform $\hat{f}$ is given by

$$<\hat{f},\phi> = <f,\hat{\phi}> \quad \text{for all } \phi \in \mathcal{S}.$$
The inverse Fourier transform of \( f \) denoted by \( \hat{f} \) is

\[
\hat{f}(x) = (2\pi)^{-m/2} \int_{\mathbb{R}^m} f(\xi) e^{i\langle x, \xi \rangle} \, d\xi.
\]

Some properties of the Fourier transform that will be used are

a) \((\hat{f})^{-1} = f\) \hspace{1cm} (2.1)

b) \((\partial_x f)(\xi) = i\xi_j \hat{f}(\xi)\) \hspace{1cm} (2.2)

c) \((f \ast g) = (2\pi)^{m/2} \hat{f}(\xi) \hat{g}(\xi)\) \hspace{1cm} (2.3)

where \( f \ast g \) denotes the convolution of \( f \) and \( g \), i.e.,

\[
f \ast g(x) = \int_{\mathbb{R}^m} f(x-y)g(y) \, dy.
\]

d) If \( F \) is radial and \( f \) is a function of one variable so that

\( F(x) = f(|x|), x \in \mathbb{R}^m \), then \( \hat{F} \) is radial and

\[
\hat{F}(\xi) = |\xi|^{(2-m)/2} \int_0^\infty f(s) J_{(m-2)/2}(s|\xi|) \, s^{m/2} \, ds
\]

(2.4)

where \( J_v \) denotes the Bessel function of order \( v \).

For \( s \in \mathbb{R} \), the Sobolev space \( H^s(\mathbb{R}^m) \) is

\[
H^s(\mathbb{R}^m) = \{ f \in \mathcal{S}': \hat{f} \text{ is a function and} \quad \| f \|_{H^s} < \infty \}
\]

where

\[
\| f \|_{H^s}^2 = \int_{\mathbb{R}^m} (1+|\xi|^2)^s |\hat{f}(\xi)|^2 \, d\xi
\]
If $k$ is a non-negative integer then there exist positive constants $c_k$ and $C_k$ such that

$$c_k \|f\|_{H^k}^2 \leq \sum_{|\alpha| \leq k} \|\partial_\alpha f\|_{L^2}^2 \leq C_k \|f\|_{H^k}^2. \tag{2.5}$$

For the proof see Theorem 2.3.3 of Triebel [25]. A Schwarz inequality holds for this norm, namely

$$\int |fg| \, dx \leq \|f\|_{H^s} \|g\|_{H^{-s}} \tag{2.6}$$

for all $s \in \mathbb{R}$.

Let $\Omega = \{x \in \mathbb{R}^m : |x| < r, r > 0\}$, i.e., $\Omega$ is a ball of radius $r$ in $\mathbb{R}^m$. For $s \in \mathbb{R}$, the Sobolev space $H^s_0(\Omega)$ is

$$H^s_0(\Omega) = \{f \in H^s(\mathbb{R}^m) : \text{support of } f \subseteq \overline{\Omega}\}$$

Here $\overline{\Omega}$ denotes the closure of $\Omega$ in $\mathbb{R}^m$. The norm on $H^s_0(\Omega)$ denoted by $\|\cdot\|_{H^s_0}$ is defined by

$$\|f\|_{H^s_0} = \|f\|_{H^s}. \tag{2.7}$$

**Remark 2.1.** For $s \in \mathbb{R}$ and $\Omega$ an open ball in $\mathbb{R}^m$, $C^\infty_0(\Omega)$ is dense in $H^s_0(\Omega)$.

The next remark is known as Rellich's Lemma.

**Remark 2.2.** For $s < t$ the inclusion map $I : H^s_0(\Omega) \to H^t(\mathbb{R}^m)$ is compact.
The Sobolev space $H^s(\Omega)$ is defined by

$$H^s(\Omega) = \{ f \in \mathcal{S}' : f = g|_\Omega \text{ for some } g \in H^s(\mathbb{R}^n) \}$$

The norm $\| \|_{H^s(\Omega)}$ on $H^s(\Omega)$ is defined by

$$\| f \|_{H^s(\Omega)} = \inf \{ \| g \|_{H^s(\mathbb{R}^n)} : g|_\Omega = f \}.$$

**Remark 2.3.** The dual space of $H^s_0(\Omega)$ is $H^{-s}(\Omega)$ for all $s \in \mathbb{R}$.

The above remark is Theorem 4.8.1 of Triebel [25].

Let $Z = S^1 \times \mathbb{R}$. Define the norm $\| \|_{H^s(Z)}$ by

$$\| f \|_{H^s(Z)} = \int_{S^1} \| g(\theta, \cdot) \|_{H^s}^2 \, d\theta$$

(2.7)

The Sobolev space associated with this norm is denoted by $H^s(Z)$.

**Remark 2.4.** The dual space of $H^s(Z)$ is $H^{-s}(Z)$ for all $s \in \mathbb{R}$.

The Sobolev spaces $H^s(\mathbb{R}^n), H^s_0(\Omega)$ and $H^s(Z)$ are Banach spaces and hence so are their dual spaces.
III. PROPERTIES OF THE EXPONENTIAL X-RAY TRANSFORM

Definition 3.1. The exponential X-ray transform of a function $f$ in $\mathbb{R}^n$, denoted by $P_\mu f$, is

$$P_\mu f(\theta, x) = \int_{-\infty}^{\infty} f(x + t\theta) e^{\mu(\theta)t} \, dt$$

where $\theta \in S^{n-1}$ and $\mu \in C(S^{n-1})$.

In this chapter some basic properties of $P_\mu$ will be developed. First some notation is introduced. Let $T = \{(\theta, x) : \theta \in S^{n-1}, x \in \theta\}$; $T$ is known as the tangent bundle to $S^{n-1}$. For $1 \leq p < \infty$, $L^p(T)$ denotes the space of all measurable functions $g$ on $T$ such that

$$\|g\|_p^p = \int_{S^{n-1}} \int_{\theta} |g(\theta, x)|^p \, dx \, d\theta < \infty.$$  

The inner integral will be denoted by $\|g(\theta, \cdot)\|_{L^p(\theta)}^p$. For $p = \infty$, $L^\infty(T)$ is the space of all essentially bounded functions on $T$.

Proposition 3.2. Let $M = \max |\mu(\theta)|$. If $e^{M|x|} f \in L^1(\mathbb{R}^n)$ then for each $\theta \in S^{n-1}$

$$\|P_\mu f(\theta, \cdot)\|_{L^1(\theta)} \leq \int_{\mathbb{R}^n} |f(y)| e^{M|y|} \, dy < \infty.$$  

Proof. Setting $y = x + t\theta$ and using Fubini's theorem gives
Proposition 3.3. The transform $P_\mu$ maps $L^p_0(\mathbb{R}^n)$ into $L^p(T)$. Moreover if $\Omega$ is a bounded open subset of $\mathbb{R}^n$ then for $f \in L^p_0(\Omega)$

$$
\|P_\mu(\theta, \cdot)\|_{L^p(\mathbb{R}^n)} \leq c \|f\|_p
$$

where $c$ is a constant depending on $\Omega$, $\mu$ and on $p$. Hence $P_\mu : L^p_0(\Omega) \rightarrow L^p(T)$ is continuous.

Proof. Let $f \in L^p_0(\Omega)$ and let $\chi_{\Omega}$ be the characteristic function of $\Omega$. Then for $1 \leq p < \infty$ and $1/p + 1/q = 1$, Hölder's inequality gives

$$
\int_{\mathbb{R}^n} |P_\mu f(\theta, x)|^p dx = \int_{\mathbb{R}^n} \left( \int_{-\infty}^{\infty} |f(x+t\theta) e^{\mu(\theta) t}| dt \right)^p dx
$$

$$
\leq \int_{\mathbb{R}^n} \int_{-\infty}^{\infty} |\chi_\Omega(x+t\theta) f(x+t\theta) e^{\mu(\theta) t}| dt^p dx
$$

$$
\leq \int_{\mathbb{R}^n} \int_{-\infty}^{\infty} |f(x+t\theta)|^p dt \left( \int_{-\infty}^{\infty} |\chi_\Omega(x+t\theta) e^{\mu(\theta) t}|^q dt \right)^{p/q} dx
$$

$$
\leq c_1 \|f\|_p
$$

where $c_1$ is a constant depending on $\Omega$, $\mu$ and $p$. So
Integration over $S^{n-1}$ gives

$$
||P \mu f(\theta, \cdot)||^{p}_{L^p(\theta^\perp)} \leq c_1 ||f||^{p}_{L^p}
$$

and the continuity follows. The case $p = \infty$ is similar but simpler and is omitted.

Let $E_0$ be the orthogonal projection in $\mathbb{R}^n$ on the subspace $\theta^\perp$. The operator $P^*_\mu$ is defined for functions $g$ on $T$ by

$$
P^*_\mu g(x) = \int_{S^{n-1}} g(\theta, E_0 x) e^{i\mu(\theta)} <x, \theta> d\theta
$$

(3.1)

Proposition 3.4.

$$
\int_{S^{n-1}} \int_{\theta^\perp} P^*_\mu f(\theta, x) g(\theta, x) \, dx \, d\theta = \int_{\mathbb{R}^n} f(x) P^*_\mu g(x) \, dx.
$$

The equality holds when $f$ and $g$ are non-negative or when either side of the equation is finite when $f$ is replaced by $|f|$ and $g$ by $|g|$.

Proof. In either case Fubini's theorem holds. Making the change of variable $y = x + t \theta$ with $x = E_0 y$ and using (3.1) gives
\[ \int_{S^{n-1}} \int_{\mu} P f(\theta,x) g(\theta,x) \, dx \, d\theta \]

\[ = \int_{S^{n-1}} \int_{\mu} \left( \int_{-\infty}^{\infty} f(x+t\theta) e^{\mu(\theta)t} \, dt \right) g(\theta,x) \, dx \, d\theta \]

\[ = \int_{S^{n-1}} \int_{\mathbb{R}^n} f(y) g(\theta, E_{\theta}y) e^{\mu(\theta) \langle y, \theta \rangle} \, dy \, d\theta \]

\[ = \int_{\mathbb{R}^n} f(y) \mu^* g(y) \, dy. \]

**Corollary 3.5.** $\mu^*$ is the formal adjoint of $P_\mu$. In particular for $p > 1$ if $g \in L^p(T)$ then $\mu^* g \in L^p_{\text{loc}}(\mathbb{R}^n)$.

The next result is the main motivation for all the work in this thesis.

**Theorem 3.6.**

\[ (f * P^*_\mu K)(x) = P^*_\mu (P f * K)(x). \] (3.2)

The equality holds when $f$ and $K$ are non-negative or when either side of the equation is finite when $f$ is replaced by $|f|$ and $K$ by $|K|$.

**Proof.** The hypotheses allow the use of Fubini's theorem. With $y = y' + t\theta$ where $y' = E_{\theta}y$ and (3.1) we have
\[(f \ast P_{-\mu}^* K)(x) = \int_{\mathbb{R}^n} f(y) P_{-\mu}^* K(x-y) \, dy \]

\[= \int_{\mathbb{R}^n} f(y) \int_{\mathbb{S}^{n-1}} K(\theta, E\theta(x-y)) e^{-\mu(\theta) <x-y, \theta>} \, d\theta \, dy \]

\[= \int_{\mathbb{S}^{n-1}} \int_0^1 K(\theta, E\theta y') e^{-\mu(\theta) <x, \theta>} \int_{-\infty}^{\infty} f(y'+t\theta) e^{\mu(\theta)t} \, dt \, dy' \, d\theta \]

\[= \int_{\mathbb{S}^{n-1}} \int_0^1 K(\theta, E\theta x-y') e^{-\mu(\theta) <x, \theta>} \int_{-\infty}^{\infty} P_{\mu} f(\theta, y') \, dy' \, d\theta \]

\[= \int_{\mathbb{S}^{n-1}} (P_{\mu} f*K)(\theta, E\theta x) e^{-\mu(\theta) <x, \theta>} \, d\theta \]

\[= P_{-\mu}^* (P_{\mu} f*K)(x). \]

Relationship (3.2) will be used to show that the transforms can be inverted. In the case of constant attenuation we use it to get an exact inversion formula as described briefly in Chapter I.

The next theorem has been observed by Natterer [15] in two dimensions for the constantly attenuated transform. It can easily be extended to the exponential X-ray transform in higher dimensions.

**Theorem 3.7.** If \( \theta \in \mathbb{S}^{n-1}, \xi \in \theta^\perp \) then

\[ (P_{\mu} f)^\wedge (\theta, \xi) = (2\pi)^{1/2} \hat{f}(\xi + i\mu(\theta) \theta) \]

where \((P_{\mu} f)^\wedge\) is the Fourier transform of \(P_{\mu} f\) with respect to the second variable.

**Proof.** With \( y = x + t\theta, \theta \in \mathbb{S}^{n-1} \) and \( x \in \theta^\perp \)
\[(P_{\mu} f)^{\hat{}}(\theta, \xi) = (2\pi)^{-(n-1)/2} \int_{\theta \perp} P_{\mu} f(\theta, x) e^{-i \langle x, \xi \rangle} \, dx\]

\[= (2\pi)^{-(n-1)/2} \int_{\theta \perp} \int_{-\infty}^{\infty} f(x+t\theta) e^{\mu(\theta)t} e^{-i \langle x, \xi \rangle} \, dt \, dx\]

\[= (2\pi)^{-(n-1)/2} \int_{\mathbb{R}^n} f(y) e^{-i \langle y, \xi + i\mu(\theta)\theta \rangle} \, dy\]

\[= (2\pi)^{1/2} f(\xi + i\mu(\theta)\theta).\]

An immediate consequence of this theorem and (2.3) is the following.

**Corollary 3.8.** \(P_{\mu}(f \ast g) = P_{\mu} f \ast P_{\mu} g.\)

Theorem 3.7 can be used to extend the operator \(P_{\mu}\) to distributions with compact support. Let \(u\) be such a distribution. Then \(\hat{u}\) extends to an entire function on \(\mathbb{C}^n\), and \(P_{\mu} u\) is defined by setting

\[(P_{\mu} u)^{\hat{}}(\theta, \xi) = \hat{u}(\xi + i\mu(\theta)\theta)\] (3.3)

**Lemma 3.9.** Let \(V\) be an infinite subset of \(S^{n-1}\). If \(g\) is holomorphic on \(\mathbb{C}^n\) and \(g(\xi + i\mu(\theta)\theta) = 0\) for \(\theta \in V\) and \(\xi \in \theta^\perp\), then \(g = 0\) on \(\mathbb{C}^n\).

The proof is almost identical to that given by Markoe in [14] for the case \(\mu\) constant and is omitted.

**Theorem 3.10.** \(P_{\mu} : L^1(\mathbb{R}^n) \rightarrow L^1(T)\) is one to one.
Proof. If \( f \in L^1_0(\mathbb{R}^n) \) then \( \hat{f} \) extends to a holomorphic function on \( \mathbb{C}^n \). By the previous lemma, Theorem 3.8 and the uniqueness of the Fourier transform we conclude that \( P : L^1_0(\mathbb{R}^n) \to L^1(\mathbb{T}) \) is one to one.

Similarly, since the Fourier transform of a distribution with compact support extends to a holomorphic function on \( \mathbb{C}^n \) we have

**Corollary 3.11.** \( P \) is one to one on the space of distributions with compact support.

In [14], Markoe has proved Theorem 3.10 for the constantly attenuated X-ray transform in \( n \) dimensions. In [7], Finch and Hertle used similar techniques to prove a uniqueness result for the variably attenuated exponential Radon transform. (Apart from notation, the exponential Radon transform and the exponential X-ray transform are the same in two dimensions.)
Let $E$ be an approximate $\delta$-function. With relationship (3.2) in mind, we would like to find a solution $K$ for

$$P^*_- K = E. \tag{4.1}$$

While we have not been able to find an explicit solution for $K$ (unless $\mu$ is constant), we have been able to establish the existence of and regularity results for solutions of (4.1) in two dimensions.

Throughout this chapter we let

$$Z = S^1 \times \mathbb{R},$$

$$B = \{x \in \mathbb{R}^2 : |x| < 2r, r > 0\},$$

$$\Omega = \{x \in \mathbb{R}^2 : |x| < r, r > 0\}.$$

Before proceeding a short comment on notation is needed. For $\phi \in [0,2\pi)$, let $\theta = (\cos \phi, \sin \phi) \in S^1$. The subspace $\theta^\perp$ of $\mathbb{R}^2$ is spanned by the vector $(-\sin \phi, \cos \phi)$ which we will also denote by $\theta^\perp$. If $x = s\theta, \theta \in S^1, s \in \mathbb{R}$, we let $x = s\theta^\perp$. In such a case we will write $P_\mu f(\theta,s)$ for $P_\mu f(\theta,x^\perp)$.

Most of the work in this chapter is devoted to proving the following theorem.

**Theorem 4.1.** Let $f \in H_0^s(\Omega), \mu \in C^\infty(S^1)$. Then for each $s \in \mathbb{R}$ there exists constants $c_s, C_s > 0$ depending only on $s$ such that
\[
C_s \| f \|_{H^s} \leq \| P \mu f \|_{H^{s+1/2}(Z)} \leq C_s \| f \|_{H^s}.
\]

A consequence of this theorem is the following result which establishes the existence and regularity of solutions to (4.1).

**Theorem 4.2.** For all \( s \in \mathbb{R} \), the map \( P^{-1}_\mu : H^S(Z) \to H^{s+1/2}(\Omega) \) is onto.

**Proof.** For \( s \in \mathbb{R} \), \( P^{-1}_\mu : H^{s-1/2}(\Omega) \to H^{-s}(Z) \) by Theorem 4.1. Then by Remarks 2.3 and 2.4, \( P^{-1}_\mu : H^S(Z) \to H^{s+1/2}(\Omega) \). From Theorem 4.1 we conclude that \( P^{-1}_\mu \) and \( P^{-1}_\mu \) are continuous. By the closed graph theorem \( P^{-1}_\mu \) has closed range. Since \( P^{-1}_\mu \) is one to one \( P^{*}_\mu \) has dense range in \( H^{s+1/2}(\Omega) \). And since \( P^{*}_\mu \) has closed range so does \( P^{*}_\mu \); see [18] or [19]. Thus \( P^{*}_\mu \) is onto.

Having established the existence of convolution kernels \( K \) for a large class of point spread functions \( E \), we get the following inversion result for \( P^{-1}_\mu \).

**Corollary 4.3.** For \( s \geq 1/2 \) let \( E \in H^S_0(\Omega) \) with \( E(x) \geq 0 \) and \( \int E(x) dx = 1 \). For \( \rho > 0 \) let \( E_\rho(x) = \rho^{-n} E(x/\rho) \). Let \( M = \max |u(\theta)| \) and \( f(*) \in M \) \( \in L^1(\mathbb{R}^n) \). If \( K_\rho \in H^{s-1/2}(Z) \) is such that \( P^{*}_\mu K_\rho = E_\rho \) then for almost every \( x \)

\[
\lim_{\rho \to 0} P^{*}_\mu (P^{-1}_\mu f K_\rho)(x) = f(x)
\]

**Proof.** By Theorem 3.6,

\[
P^{*}_\mu (P^{-1}_\mu f K_\rho)(x) = E_\rho \ast f(x),
\]
and \( E \ast f(x) \rightarrow f(x) \) for almost every \( x \) by Theorem 2, page 62 of Stein [22].

To prove Theorem 4.1 we introduce next a slightly modified operator which preserves data from \( P_{\mu} \) on certain Sobolev spaces, but allows us to use results on pseudo-differential operators.

**Definition 4.4.** The transform \( P_{\mu, \gamma} \) of a function \( f \) on \( \mathbb{R}^2 \) is defined by

\[
P_{\mu, \gamma} f(\theta, s) = \int_{-\infty}^{\infty} f(t\theta + s\theta) M(t\theta + s\theta, \theta) \, dt
\]

for \( \theta \in S^1 \) and \( s \in \mathbb{R} \) and where for \( x \in \mathbb{R}^2 \)

\[
M(x, \theta) = e^{\mu(\theta) \langle x, \theta \rangle} \gamma(x)
\]

(4.2)

with \( \mu \in C(S^1) \), \( \gamma \in C_0^\infty(\mathbb{R}) \) and \( \gamma = 1 \) in a neighborhood of \( \bar{\Omega} \).

Clearly \( P_{\mu} \) and \( P_{\mu, \gamma} \) agree for functions with support in \( \bar{\Omega} \). Our aim now is to show that inequalities similar to those in Theorem 4.1 are satisfied by \( P_{\mu, \gamma} \) and consequently by \( P_{\mu} \) for \( f \in H_0^s(\Omega) \).

The method used follows closely that of Heike [10] for the attenuated X-ray transform.

As in [10], we start by defining two operators \( A_+ \) and \( A_- \) for functions \( f \) on \( \mathbb{R}^2 \) by

\[
(A_+ f)_{\pm}(\xi^\perp) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-i \langle x, \xi^\perp \rangle} M(x, \xi^\perp, |\xi|) f(x) \, dx
\]

(4.3)
\[(A_f) \hat{\xi} = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-i<x,\xi>} M(x,-\xi/|\xi|) f(x) \, dx \quad (4.4)\]

where \( M \) is as in (4.2). Many properties for \( P_{\mu,\gamma} \) will be deduced from those for \( A_+ \) and \( A_- \). The next theorem gives a Fourier transform relationship between \( P_{\mu,\gamma} \) and \( A_+, A_- \).

**Theorem 4.5.**

\[(A_f) \hat{\sigma} = (2\pi)^{-1/2} (P_{\mu,\gamma} f) \hat{\sigma} \quad \text{if} \quad \sigma \geq 0\]

\[(A_f) \hat{-\sigma} = (2\pi)^{-1/2} (P_{\mu,\gamma} f) \hat{-\sigma} \quad \text{if} \quad \sigma \geq 0.\]

where \( (P_{\mu,\gamma} f) \hat{\cdot} \) is the Fourier transform of \( P_{\mu,\gamma} f \) with respect to the second variable.

**Proof.** We prove the first equality. The proof of the second is similar. Let \( \xi = \sigma \theta \) with \( \sigma \geq 0 \) and \( \theta \in S^1 \). Setting \( x = t\theta + s\theta \) and using (4.3) we get

\[\begin{align*}
(A_f) \hat{\sigma} &= (2\pi)^{-1} \int_{\mathbb{R}^2} e^{-i\sigma <x,\theta>} M(x,\theta) f(x) \, dx \\
&= (2\pi)^{-1} \int_{-\infty}^{\infty} e^{-is\sigma} \int_{-\infty}^{\infty} M(t\theta+s\theta,\theta) f(t\theta+s\theta) \, dt \, ds \\
&= (2\pi)^{-1} \int_{-\infty}^{\infty} e^{-is\sigma} P_{\mu,\gamma} f(\theta,s) \, ds \\
&= (2\pi)^{-1/2} (P_{\mu,\gamma} f) \hat{\sigma}.
\end{align*}\]
Lemma 4.6. For all \( s \in \mathbb{R} \), define \( S : \mathbb{R}^2 \setminus \{0\} \to H^s(\mathbb{R}^2) \) by

\[
S(\xi)(x) = e^{-i<x,\xi>} M(x, \xi/|\xi|)
\]

where \( M \) is as in (4.2). Then \( S \) is continuous and is bounded on bounded subsets of \( \mathbb{R}^2 \setminus \{0\} \).

Proof. Let \( s = m \) be a non-negative integer. Then by (2.5), if \( \xi \in \mathbb{R}^2 \setminus \{0\} \)

\[
||S(\xi)||_{H^m} \leq c_m \sum_{|\alpha| \leq m} ||\partial^\alpha_x S(\xi)(\cdot)||^2_2.
\]

From (4.2) we have that for each \( \alpha \), the function \( G_\alpha(\xi, x) = \partial^\alpha_x S(\xi)(x) \) is continuous in \( x \) and \( \xi \) and is bounded on bounded subsets of \( \mathbb{R}^2 \setminus \{0\} \). Moreover for each \( \xi \), \( G \) has support in \( B \). From the above and the dominated convergence theorem the continuity and boundedness of \( S \) follow. For any \( s \in \mathbb{R} \) if \( m \) is a non-negative integer such that \( s < m \) the inclusion map \( H^m(\mathbb{R}^2) \to H^s(\mathbb{R}^2) \) is continuous. Hence for \( s \in \mathbb{R} \), \( S : \mathbb{R}^2 \setminus \{0\} \to H^s(\mathbb{R}^2) \) is continuous as it is the composition of two continuous functions. The boundedness also follows.

Lemma 4.7. If \( f \in C_0^\infty(\mathbb{R}^2) \) then for each \( s \in \mathbb{R} \) there exists constants \( c_s, c_s > 0 \) such that

\[
c_s ||A_\pm f||^2_{H^{s-1/2}} \leq ||P_{\mu, \nu} f||^2_{H^s(\mathbb{Z})} \leq c_s (||A_+ f||^2_{H^{s-1/2}} + ||A_- f||^2_{H^{s-1/2}} + ||f||^2_{H^{s-1/2}})
\]
Proof. Let \( f \in C_0^\infty(\mathbb{R}^n) \) and \( \theta = (\cos \phi, \sin \phi) \). Then Formula (2.7), the polar coordinates formula in \( \mathbb{R}^2 \) and Theorem 4.5 give

\[
\| P_{\mu, \gamma} f \|_{H^s(Z)}^2 = \int_{-\infty}^{+\infty} \int_0^{+\infty} (1+\sigma^2)^{s} |(P_{\mu, \gamma} f)^\wedge(\theta, \sigma)|^2 \, d\sigma \, d\phi \\
\geq \int_0^{2\pi} \int_{-\infty}^{+\infty} (1+\sigma^2)^{s} |(P_{\mu, \gamma} f)^\wedge(\theta, \sigma)|^2 \, d\sigma \, d\phi \\
= \int_{\mathbb{R}^2} \left(\frac{1+|\xi|^2}{|\xi|^s}\right) |(P_{\mu, \gamma} f)^\wedge(\xi)\, |^2 \, d\xi \\
\geq \int_{\mathbb{R}^2} (1+|\xi|^2)^{s-1/2} |(P_{\mu, \gamma} f)^\wedge(\xi)\, |^2 \, d\xi \\
= 2\pi \int_{\mathbb{R}^2} (1+|\xi|^2)^{s-1/2} |(A_\pm f)^\wedge(\xi)\, |^2 \, d\xi \\
= 2\pi \| A_\pm f \|_{H^{s-1/2}}^2.
\]

Similarly

\[
\| P_{\mu, \gamma} f \|_{H^s(Z)} \geq 2\pi \| A_\pm f \|_{H^{s-1/2}}^2
\]

which gives the first inequality.

Now using Theorem 4.5 we get

\[
\| P_{\mu, \gamma} f \|_{H^s(Z)}^2 = \int_{\mathbb{S}^1} \int_{-\infty}^{+\infty} (1+\sigma^2)^{s} |(P_{\mu, \gamma} f)^\wedge(\theta, \sigma)|^2 \, d\sigma \, d\theta \\
= \int_0^{2\pi} \int_{-\infty}^{+\infty} (1+\sigma^2)^{s} |(P_{\mu, \gamma} f)^\wedge(\theta, \sigma)|^2 \, d\sigma \, d\phi \\
+ \int_0^{2\pi} \int_{-\infty}^{0} (1+\sigma^2)^{s} |(P_{\mu, \gamma} f)^\wedge(\theta, \sigma)|^2 \, d\sigma \, d\phi =
\]
\[
= \int_0^{2\pi} \int_0^\infty (1+\sigma^2)^s \left| \left( P_{\mu, f} \right)^\gamma (\theta, \sigma) \right|^2 d\sigma d\phi \\
+ \int_0^{2\pi} \int_0^\infty (1+\sigma^2)^s \left| \left( P_{\mu, f} \right)^\gamma (\theta, -\sigma) \right|^2 d\sigma d\phi \\
= 2\pi \int_{\mathbb{R}^2} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_+^f)^\gamma (\xi)|^2 d\xi \\
+ 2\pi \int_{\mathbb{R}^2} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_-^f)^\gamma (\xi)|^2 d\xi. \quad (4.6)
\]

Now
\[
\int_{\mathbb{R}^2} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_+^f)^\gamma (\xi)|^2 d\xi = \int_{|\xi|<1} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_+^f)^\gamma (\xi)|^2 d\xi \\
+ \int_{|\xi|>1} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_+^f)^\gamma (\xi)|^2 d\xi. \quad (4.7)
\]

and
\[
\int_{|\xi|>1} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_+^f)^\gamma (\xi)|^2 d\xi \\
= \int_{|\xi|>1} |(A_+^f)^\gamma (\xi)|^2 (1+|\xi|^2)^{s-1/2} \frac{(1+|\xi|^2)^{1/2}}{|\xi|} d\xi \\
\leq c \int_{|\xi|>1} |(A_+^f)^\gamma (\xi)|^2 (1+|\xi|^2)^{s-1/2} d\xi \\
\leq c \|A_+^f\|_{H^{s-1/2}}^2
\]

where \( c \) is a constant. Throughout this proof, \( c_s \) will be used to denote a constant depending only on \( s \). However it may take different values in different places. Next we estimate the first integral on the
right hand side of (4.7). Using (2.6) with $M$ as in (4.2) gives

$$
| (A_+ f) \cdot (\xi \ ) |^2 = \int_{\mathbb{R}^2} e^{-i x \cdot \xi} M(x, \xi / |\xi|) f(x) \, dx^2
$$

\[ \leq ||f||_{H^{s-1/2}}^2 ||e^{-i \cdot \xi} M(\cdot, \xi / |\xi|)||_{H^{1/2-s}}^2 .
\]

For $|\xi| \leq 1$, $||e^{-i \cdot \xi} M(\cdot, \xi / |\xi|)||_{H^{1/2-s}}^2 \leq c_s$ by Lemma 4.6, and so

$$
| (A_+ f) \cdot (\xi \ ) |^2 \leq c_s ||f||_{H^{s-1/2}}^2 .
$$

Hence

$$
\int_{|\xi| \leq 1} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_+ f) \cdot (\xi \ ) |^2 \, d\xi
$$

\[ \leq \sup_{|\xi| \leq 1} |(A_+ f) \cdot (\xi \ ) |^2 \int_{|\xi| \leq 1} \frac{(1+|\xi|^2)^s}{|\xi|} \, d\xi
\]

\[ \leq c_s ||f||_{H^{s-1/2}}^2 .
\]

We have shown that the first integral in (4.6)

$$
\int_{\mathbb{R}^2} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_+ f) \cdot (\xi \ ) | \, d\xi \leq c_s ( ||A_+ f||_{H^{s-1/2}}^2 + ||f||_{H^{s-1/2}}^2 )
$$

Similarly we have an estimate for the second integral

$$
\int_{\mathbb{R}^2} \frac{(1+|\xi|^2)^s}{|\xi|} |(A_- f) \cdot (\xi \ ) | \, d\xi \leq c_s ( ||A_- f||_{H^{s-1/2}}^2 + ||f||_{H^{s-1/2}}^2 ) .
$$

Thus establishing the second inequality.
For \( f \in C^\infty_0(\Omega) \) the inequalities in (4.5) continue to hold when \( P_{\mu,\gamma} \) is replaced by \( P_\mu \). The inequalities in (4.5) resemble those of Theorem 4.1. In fact if for \( s \in \mathbb{R} \), \( A_+ \) and \( A_- \) extend to continuous operators on \( H^s_0(\Omega) \), the second inequality in Theorem 4.1 follows immediately. While if \( A_+ \) or \( A_- \) has a continuous inverse on \( H^s_0(\Omega), s \in \mathbb{R} \), the first inequality follows.

In the remaining part of this chapter we show that \( A_+ \) and \( A_- \) are continuous by showing they are pseudo-differential operators of order 0 on \( C^\infty_0(\Omega) \), and that \( A^{-1}_+ \) and \( A^{-1}_- \) are continuous by showing that \( A_+ \) and \( A_- \) are semi-Fredholm operators.

Before proceeding some results on pseudo-differential operators and semi-Fredholm operators will be presented mostly without proof. The material on pseudo-differential operators is taken from Kohn and Nirenberg [11]. The material on semi-Fredholm operators is from Schechter [19].

**Definition 4.8.** A function \( a: \mathbb{R}^2 \times \mathbb{R}^2 \setminus \{0\} \to \mathbb{R} \) is called a symbol if

1. \( a \in C^\infty(\mathbb{R}^2 \times \mathbb{R}^2 \setminus \{0\}) \);

2. \( a \) is positive homogeneous of degree 0 in the second variable;

3. for any integer \( p \) and any \( \alpha, \beta \) positive integers

\[
(1+|x|^p)\partial_x^\alpha \partial_\xi^\beta a(x,\xi) \to 0
\]

as \( |x| \to \infty \) uniformly in \( \xi \) for \( |\xi| = 1 \).
To a is assigned an operator $A$ called a pseudo-differential operator defined by

$$(Af)^\wedge(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-i\langle x, \xi \rangle} a(x, \xi) f(x) \, dx$$

and $a$ is said to be the symbol of $A$.

**Definition 4.9.** A linear operator $T : \mathcal{S} \to \mathcal{S}$ is said to have order $r$ if for all $s \in \mathbb{R}$ there exists a constant $c_s > 0$ such that

$$||Tu||_{H^s} \leq c_s ||u||_{H^{s+r}}.$$  

The infimum of all orders $r$ of $T$ is called the true order of $T$.

**Remark 4.10.** The composition of two operators has order equal to the sum of their orders.

The following is a statement of Theorem 1 in [11].

**Theorem 4.11.** The pseudo-differential operator $A$, defined by (4.8), has order $0$.

Let $\zeta \in C^\infty_c(\mathbb{R}^2)$ with $0 \leq \zeta(\xi) \leq 1$, $\zeta(\xi) = 1$ if $|\xi| > 1$ and vanishes for $|\xi| < 1/2$. Let $C$ be the operator defined on by

$$(Cf)^\wedge(\xi) = \zeta(\xi) \hat{f}(\xi)$$

then $C$ has order $0$ and $I - C$ has true order $-\infty$. Here $I$
denotes the identity operator. In what follows let \( a(x,\xi) \) by a symbol and \( A \) its corresponding pseudo-differential operator as in Definition 4.8. Let \( A' \) be the operator defined on \( \mathcal{S} \) by
\[
(A'f)^\wedge(\xi) = \zeta(\xi)(Af)^\wedge(\xi).
\]

**Remark 4.12.** \( A - A' \) has true order \(-\infty\).

**Proof.** From the definition of \( A' \) we see that \( A' = C \circ A \) and \( A - A' = (I - C) \circ A \). Since \( I - C \) has true order \(-\infty\) and \( A \) has order 0, \( A - A' \) has true order \(-\infty\) by Remark 4.10.

Let \( b(x,\xi) \) be a symbol and \( B \) the corresponding pseudo-differential operator. Let \( B' \) be the operator defined on \( \mathcal{S} \) by
\[
(B'f)^\wedge(\xi) = \zeta(\xi)(Bf)^\wedge(\xi).
\]
Let \( P \) be the pseudo-differential operator with symbol \( a(x,\xi)b(x,\xi) \) and \( P' \) the operator defined by
\[
(P'f)^\wedge(\xi) = \zeta(\xi)(Pf)^\wedge(\xi).
\]
The first lemma below is a special case of Lemma 5.1 of [11], the second follows from the first and Remarks 4.10 and 4.12.

**Lemma 4.13.** \( A' \circ B' - P' \) has order \(-1\).

**Lemma 4.14.** \( A \circ B - P \) has order \(-1\).

Next some results on semi-Fredholm operators are presented.

**Definition 4.15.** Let \( X, Y \) be Banach spaces. The continuous linear operator \( A : X \rightarrow Y \) is called a semi-Fredholm operator if
a) the range of \( A \) is closed in \( Y \), and
b) the dimension of the nullspace of \( A \) is finite.

**Definition 4.16.** Let \( X \) be a Banach space with norm \( \| \|_X \), a seminorm \( |\cdot| \) is said to be compact relative to \( \| \|_X \) if whenever
\{x_n\} is a sequence of elements of \( X \) such that \( \|x_n\|_X \leq c \), a constant, then it has a subsequence which is Cauchy in \( \|\cdot\| \).

The next result is Theorem 6.2, p. 127 of Schechter [19].

**Theorem 4.17.** Let \( X \) and \( Y \) be Banach spaces with norms \( \|\cdot\|_X \) and \( \|\cdot\|_Y \) respectively. Then \( A : X \to Y \) is a semi-Fredholm operator if and only if there is a seminorm \( \|\cdot\| \) compact relative to \( \|\cdot\|_X \) such that for all \( x \in X \)

\[
\|x\|_X \leq c (\|Ax\|_Y + |x|).
\]

The following is a corollary to Definition 4.8 and Theorem 4.11.

**Corollary 4.18.** Let \( \mu \in C^\infty(S^1) \). If \( V_+:V_-:\mathbb{R}^2 \times \mathbb{R}^2 \setminus \{0\} \to \mathbb{R} \)
are defined by

\[
V_+(x,\xi) = M(x, \pm \xi / |\xi|) \tag{4.9}
\]

where \( M \) is as in (4.2), then \( V_+ \) and \( V_- \) are symbols with \( A_+ \) and \( A_- \) in (4.3) and (4.4) the corresponding pseudo-differential operators. Moreover \( A_+ \) and \( A_- \) have order 0.

**Corollary 4.19.** For all \( s \in \mathbb{R}, A_\pm \) extend to continuous maps \( A_\pm : \mathbb{H}^s(\mathbb{R}^n) \to \mathbb{H}^s(\mathbb{R}^n) \). Hence \( A_\pm : \mathbb{H}_0^s(\Omega) \to \mathbb{H}^s(\mathbb{R}^n) \) are continuous.

**Proof.** This is an immediate consequence of Definition 4.9 and the fact that \( \mathcal{L} \) is dense in \( \mathbb{H}^s(\mathbb{R}^n) \) for all \( s \).

By the above corollary the second inequality of Theorem 4.1 is established.
Since $C^\infty_0(\Omega)$ is dense in $H^S_0(\Omega)$, the previous corollary and Lemma 4.7 imply that for each $s \in \mathbb{R}$, $P_{\mu,\gamma}$ extends to a continuous map from $H^S_0(\Omega)$ to $H^{s+1/2}(\mathbb{Z})$. Since $P_{\mu}$ and $P_{\mu,\gamma}$ agree on $C^\infty_0(\Omega)$, $P_{\mu} = P_{\mu,\gamma}$ on $H^S_0(\Omega)$. Consequently we have

**Corollary 4.20.** For all $s \in \mathbb{R}$, the maps

$$A_{\pm} : H^S_0(\Omega) \to H^S(\mathbb{R}^n)$$

are one to one.

**Proof.** Since $P_{\mu} = P_{\mu,\gamma}$ on $H^S_0(\Omega)$, by Corollary 3.11 $P_{\mu,\gamma}$ cannot vanish on an infinite subset of $S^1$. Hence by Theorem 4.5, $A_{\pm}$ are one to one.

We will next show that $A_+$ and $A_-$ have closed ranges by showing that they are semi-Fredholm operators. This together with the above implies that $A_+^{-1}$ and $A_-^{-1}$ are continuous, thus establishing the first inequality of Theorem 4.1.

We define the functions $W_+, W_- : \mathbb{R}^2 \times \mathbb{R}^2 \setminus \{0\} \to \mathbb{R}$ by

$$W_{\pm}(x, \xi) = e^{i <x, \xi/|\xi|>} \gamma(x)$$

Clearly $W_+, W_-$ are symbols. Let $B_+$ and $B_-$ be the corresponding pseudo-differential operators respectively. Then $B_+$ and $B_-$ have order 0. Note that for $(x, \xi) \in \mathbb{R}^2 \setminus \{0\}$

$$W_{\pm}(x, \xi) = V_{\pm}^{-1}(x, \xi)$$

with $V_+$ and $V_-$ as in (4.9).
Lemma 4.21. For $f \in \mathcal{S}$,

$$(B_+ \circ A_+)f = P_+f + K_+f$$

where $P_+$, $P_- = $ identity map on $C_0^\infty(\Omega)$ and $K_+$ have order $-1$.

Proof. Only one case will be shown. The proof of the second is similar. Let $p : \mathbb{R}^2 \times \mathbb{R}^2 \setminus \{0\}$ be defined by

$$p(x, \xi^\perp) = W_+(x, \xi^\perp)v_+(x, \xi^\perp) = \gamma^2(x)$$

then $p$ is a symbol. Let $P_+$ be the corresponding pseudo-differential operator. With $f \in C_0^\infty(\Omega)$, Formulas (4.11) and (4.8) give

$$(P_+f)^\wedge(\xi) = \frac{1}{2\pi} \int_{\Omega} e^{-i<x, \xi>} f(x) \, dx = \hat{f}(\xi).$$

So $P_+f = f$. Let $K_+ = B_+ \circ A_+ - P_+$. By Lemma 4.14 $K_+$ has order $-1$.

Theorem 4.22. $A_\pm : H_0^s(\Omega) \rightarrow H^s(\mathbb{R}^n)$ are semi-Fredholm operators.

Proof. We prove it for $A_+$. The proof for $A_-$ is similar.

Let $f \in C_0^\infty(\Omega)$ then by Lemma 4.21

$$f = (B_+ \circ A_+)f - K_+f.$$ 

$B_+$ has order $0$, so

$$||f||_{H^s} \leq C_{B_+} ||A_+ f||_{H^s} + ||K_+ f||_{H^s}. \quad (4.12)$$
Since $K_+$ has order $-1$, it extends to a continuous map from $H^s_0(\Omega)$ to $H^s(\mathbb{R}^n)$. This and the continuity of $A_+$ on $H^s_0(\Omega)$ implies that (4.12) holds for all $f \in H^s_0(\Omega)$.

For $f \in H^s_0(\Omega)$ define

$$|f| = \|K_+ f\|_s.$$ 

Then $|\cdot|$ is a seminorm. Let $\{f_n\}$ be a sequence in $H^s_0(\Omega)$ such that $\|f_n\|_s \leq c$. We want to show that $\{f_n\}$ has a subsequence Cauchy in $|\cdot|$. By Remark 2.2 the inclusion map $H^s_0(\Omega) \to H^{s-1}(\mathbb{R}^2)$ is compact, hence there is a subsequence $\{f_{n_i}\} \subseteq \{f_n\}$ that is Cauchy in $\|\cdot\|_{s-1}$. Since $K_+$ is of order $-1$

$$|f_{n_i} - f_{n_j}| = \|K_+ f_{n_i} - K_+ f_{n_j}\|_s \leq c K_+ \|f_{n_i} - f_{n_j}\|_{s-1}.$$ 

So $\{f_{n_i}\}$ is Cauchy in $|\cdot|$. By Definition 4.16, $|\cdot|$ is compact with respect to $\|\cdot\|_s$. Hence by Theorem 4.17 $A_+$ is a semi-Fredholm operator.

We have thus completed the proof of Theorem 4.1.
V. POINT SPREAD FUNCTIONS AND CONVOLUTION KERNELS
FOR THE EXPONENTIAL X-RAY TRANSFORM
WITH CONSTANT ATTENUATION

To the end of this thesis we will be dealing with the exponential
X-ray transform with constant attenuation \( \mu \). In this chapter an
explicit solution for

\[
P^{\ast}_{-\mu} K = E
\]  

(5.1)

will be given. Recall that \( E \) is a point spread function and \( K \) the
corresponding convolution kernel. Some of the results developed in
this chapter appeared in Hazou and Solmon [9].

Let \( \rho > 0 \) and set \( E_\rho(x) = \rho^{-n}E(x/\rho) \). Let \( K_\rho \) be the con-
volu-}

\[
\text{tion kernel corresponding to } E_\rho. \text{ Suppose that there is an even}
\]

function \( k \) of one variable so that \( K(\theta,x) = k(|x|,\mu) \), for
\( \theta \in S^{n-1}, x \in \mathbb{R}^n \). (In solving \( P^{\ast}_{-\mu} K = E \), \( K \) will depend on \( \mu \). How-
\]

\[
\text{ever, this dependence will be suppressed in the notation for } K \text{ but}
\]

\[
\text{emphasized in that of } k. \text{) For such a kernel } K, \text{ } E = P^{\ast}_{-\mu} K \text{ is also}
\]

radial. For let \( U \) be an orthogonal transformation on \( \mathbb{R}^n \) and let \( U^t \)
\[
\text{be its transpose, then}
\]

\[
|E_\theta(Ux)| = |E_{U^t\theta}x|
\]

and a change of variable \( \omega = U^t\theta \) gives,
\[
E(Ux) = P_{-\mu}^* K(Ux)
\]
\[
= \int_{\mathcal{S}^{n-1}} k(|E_\theta(Ux)|, \mu) e^{-\mu <Ux, \theta>} d\theta
\]
\[
= \int_{\mathcal{S}^{n-1}} k(|E_x|, \mu) e^{-\mu <x, \omega>} d\omega
\]
\[
= E(x).
\]

With the above as motivation, we choose \( E \) to be a radial function and look for solutions \( K \) of (5.1) of the form \( K(\theta, x) = k(|x|, \mu) \). To this end, let \( e \) be an even function of one variable and let \( E(x) = e(|x|) \). Setting \( x = r\phi \) for \( r > 0 \), \( \phi \in \mathcal{S}^{n-1} \) (5.1) becomes

\[
e(r) = \int_{\mathcal{S}^{n-1}} k(|E_\theta(r\phi)|, \mu) e^{-\mu <\phi, \theta>} d\theta.
\]

(5.2)

Throughout this section and to the end of the thesis we let the constant \( \gamma_{n-2} = 2\pi^{(n-1)/2}/\Gamma((n-1)/2) \), the \((n-2)\)-dimensional surface area measure of \( \mathcal{S}^{n-2} \).

**Theorem 5.1.** Let \( n \geq 2 \). If \( e \in C^1(\mathbb{R}\setminus \{a\}) \), \( a > 0 \), and if its first derivative \( e' \) have right and left hand limits at \( a \), then (5.2) has a unique solution \( k \in C(\mathbb{R}\setminus \{a\}) \) given by

\[
k(s, \mu) = \frac{s^{2-n}}{\pi \gamma_{n-2}} \frac{d}{ds} \int_0^s t^{n-1} e(t) \frac{\cos(\mu \sqrt{2(t-s)^2})}{\sqrt{2(t-s)^2}} dt.
\]

(5.3)
Proof. Since $E_\theta(r\phi) = r\phi - \langle r\phi, \theta \rangle \theta$, (5.2) becomes

$$e(r) = \int_{S^{n-1}} k(r |\phi - \langle \phi, \theta \rangle \theta|, \nu)e^{-\mu r \theta \phi, \theta} \, d\theta$$

$$= \int_{S^{n-1}} k(r \sqrt{1-\langle \phi, \theta \rangle^2}, \nu)e^{-\mu r \theta \phi, \theta} \, d\theta.$$  

Letting $t = \langle \phi, \theta \rangle$ and then $s = r^2(1-t^2)$ gives

$$e(r) = \gamma \int_{-1}^{1} k(r \sqrt{1-t^2}, \nu)e^{-\mu rt(1-t^2)(n-3)/2} \, dt$$

$$= 2\gamma \int_{0}^{1} k(r \sqrt{1-t^2}, \nu)\cosh(\mu rt)(1-t^2)(n-3)/2 \, dt$$

$$= \gamma r^{2-n} \int_{0}^{r^2} (v_s)^{n-3} k(v_s, \nu) \frac{\cosh(\mu \sqrt{r^2-s})}{\sqrt{r^2-s}} \, ds.$$  

Now let

$$k_1(s, \nu) = (\sqrt{s})^{n-3} k(v_s, \nu)$$

and

$$e_1(r) = (\sqrt{r})^{n-2} e(\sqrt{r})$$

to obtain

$$e_1(r) = \gamma r^{2-n} \int_{0}^{r} k_1(s, \nu) \frac{\cosh(\mu \sqrt{r-s})}{\sqrt{r-s}} \, ds. \quad (5.4)$$

This is a generalized Abel integral equation. Assume for now that $e$ is bounded by a function of exponential growth. Then (5.4) can be solved using Laplace transforms. Let $L$ denote the Laplace transform.
We get

\[ L(e_1)(t) = \gamma_{n-2} L(k_1)(t, u) L(\frac{\cosh \frac{\mu \sqrt{u}}{\sqrt{r}}}{\sqrt{r}})(t). \]

Using formula 29.3.77 in [1] we have

\[ L(k_1)(t, u) = \frac{\sqrt{\pi}}{\sqrt{\pi} \gamma_{n-2}} e^{-\frac{u^2}{4t}} L(e_1)(t) \]

Let

\[ e_1(a^2+) = \lim_{r \to a^2^+} e_1(r) \quad \text{and} \quad e_1(a^2-) = \lim_{r \to a^2^-} e_1(r). \]

Since \( e_1 \) has a jump discontinuity at \( a^2 \),

\[ L(e_1')(t) = tL(e_1)(t) - e_1(0) - (e_1(a^2^+) - e_1(a^2^-))e^{-a^2t} \]

where \( e_1' \) is the derivative of \( e_1 \) on \([0, \infty)\setminus\{a^2\}\). Taking inverse Laplace transforms and using formula 29.3.76 of [1] we get

\[ k_1(s, u) = \frac{1}{\pi \gamma_{n-2}} \left[ \int_0^s e_1'(r) \frac{\cos(\mu \sqrt{u-s-r})}{\sqrt{u-s-r}} \, dr + \frac{e_1(0) \cos \frac{\mu \sqrt{s}}{\sqrt{s}}}{\sqrt{s}} + h(s, u) \right] \]

where

\[ h(s, u) = \begin{cases} 0 & \text{if } s < a^2 \\ (e_1(a^2^+) - e_1(a^2^-)) \frac{\cos(\mu \sqrt{s-a^2})}{\sqrt{s-a^2}} & \text{if } s > a^2 \end{cases} \]

Substituting back for \( k_1 \) and \( e_1 \) and then setting \( t = \sqrt{r} \) gives
k(s, μ) = \frac{s^{3-n}}{\pi \gamma^{n-2}} \left[ \int_0^s (n-2)t^{n-3} e(t) + t^{n-2}e'(t) \cos(\sqrt{s^2-t^2}) \frac{ds}{\sqrt{s^2-t^2}} dt + e_1(0) \frac{\cos \mu s}{s} + h(s^2, \mu) \right] (5.5)

Now if s < a

k(s, μ) = \frac{s^{2-n}}{\mu \pi \gamma^{n-2}} \left[ \int_0^s \frac{d}{dt} (t^{n-2} e(t)) \cos(\sqrt{s^2-t^2}) dt + \mu e_1(0) \cos \mu s \right]

= \frac{s^{2-n}}{\mu \pi \gamma^{n-2}} \left[ \frac{d}{ds} \int_0^s \frac{d}{dt} (t^{n-2} e(t)) \sin(\sqrt{s^2-t^2}) dt + \mu e_1(0) \cos \mu s \right]

Integration by parts gives (5.3) for s < a.

For s > a we write the integral in (5.5) as

\frac{1}{\mu s} \frac{d}{ds} \left[ \int_0^a \frac{d}{dt} ((t^{n-2} e(t)) \sin(\sqrt{s^2-t^2}) dt + \int_a^s \frac{d}{dt} (t^{n-2} e(t)) \sin(\sqrt{s^2-t^2}) dt \right]

Integration by parts and the fact that

g(s) = \int_0^s t^{n-1} e(t) \cos(\frac{\sqrt{s^2-t^2}}{s^2-t^2}) dt

is continuous on [0,∞) and belongs to C^1([0,∞) \setminus \{a\}) give us (5.3) for s > a. Thus (5.3) provides a solution to (5.2) when e is bounded by a function of exponential growth. For the general case, one can check a posteriori that (5.3) provides a continuous solution and the uniqueness can be deduced from results on generalized Abel
As a consequence of the proof one can easily see that the theorem continues to hold if \( e \) is piecewise continuously differentiable.

With \( E \) and \( K \) as before, the following proposition gives a relationship between their Fourier transforms. The Fourier transform of \( K(\theta, x) \) is taken with respect to the second variable, i.e., it is the \((n-1)\)-dimensional Fourier transform on \( \theta^1 \).

**Proposition 5.2.** If in addition \( E \) is integrable on \( \mathbb{R}^n \) then

\[
\hat{K}(\theta, \xi) = \begin{cases} 
\frac{|\xi|^{3-n}(\sqrt{|\xi|^2-\mu^2})^{n-2}}{\sqrt{2\pi} \gamma_{n-2}} \mathcal{E}(|\xi|^2-\mu^2 \xi/|\xi|) & \text{when } 0 < |\mu| < |\xi| \\
0 & \text{when } |\mu| > |\xi| 
\end{cases}
\]  

(5.6)

**Proof.** Since \( K \) is radial, (2.4) and (5.3) give

\[
\hat{K}(\theta, \xi) = \frac{1}{n \gamma_{n-2}} \int_0^\infty (|\xi|s)^{-(n-3)/2} J_{(n-3)/2}(|\xi|s) \frac{d}{ds} \\
\times \int_0^s t^{n-1}e(t) \cos\left(\frac{\mu s^2 - t^2}{\sqrt{s^2-t^2}}\right) dt ds.
\]

Integration by parts and formula 3.1.1, page 67 of [13] give
\[ \mathcal{K}(\theta, \xi) = \frac{1}{\pi^{\gamma_{n-2}}} \int_0^\infty \int_0^s (t^{n-1} e(t) \frac{\cos(\mu \sqrt{s^2 - t^2})}{\sqrt{s^2 - t^2}}) \frac{ds}{dt} \]

\[ \times \left( (|\xi| s)^{-(n-3)/2} J_{(n-3)/2}(|\xi| s) \right) ds \]

\[ = \frac{1}{\pi^{\gamma_{n-2}}} \int_0^\infty t^{n-1} e(t) \]

\[ \times \int_0^\infty \frac{\cos(\mu \sqrt{s^2 - t^2})}{t} |\xi|^2 s (|\xi| s)^{-(n-1)/2} J_{(n-1)/2}(|\xi| s) \] dsdt.

Letting \( r^2 = s^2 - t^2 \), using Fubini's theorem and then applying formula 6.726, no. 2, p. 756 of [8] gives

\[ \mathcal{K}(\xi, \mu) = \frac{|\xi|^2}{\pi^{\gamma_{n-2}}} \int_0^\infty t^{n-1} e(t) \]

\[ \times \int_0^\infty (\cos \mu r) (\sqrt{r^2 + t^2})^{-(n-1)/2} |\xi|^{-n/2} J_{(n-1)/2} \left( |\xi| \sqrt{r^2 + t^2} \right) dr dt \]

\[ = \left\{ \begin{array}{ll}
\frac{|\xi|^{3-n} (\sqrt{|\xi|^2 - \mu^2})^{n-2}}{2\pi \gamma_{n-2}} & \\
\times \int_0^\infty t^{n-1} e(t) (t\sqrt{|\xi|^2 - \mu^2})^{-(n-2)/2} J_{(n-2)/2} \left( t\sqrt{|\xi|^2 - \mu^2} \right) dt & \\
0 & \text{when } 0 < |\mu| < |\xi| \\
0 & \text{when } |\mu| > |\xi| \end{array} \right. \]

Now using (2.4) again for \( E \) gives (5.6) and the proof is complete.

In particular when \( n = 2 \)
and taking inverse Fourier transforms

\[
k(s, \mu) = \frac{1}{2\pi} \int_0^\infty \hat{E}(\sqrt{\sigma^2 - \mu^2} \theta) \cos \sigma \, d\sigma
\]  

(5.8)

where \( \theta \in S^1 \).

For \( \rho > 0 \) and \( E_\rho(x) = \rho^{-n}E(x/\rho) \) let \( e_\rho \) be the even function of one variable so that \( E_\rho(x) = e_\rho(|x|) \) then for \( r \in \mathbb{R} \),

\( e_\rho(r) = \rho^{-n}e(r/\rho) \). If \( K_\rho \) is the convolution kernel corresponding to \( E_\rho \) and \( k_\rho \) the even function of one variable so that

\[
K_\rho(\theta, x) = k_\rho(|x|, \mu)
\]

then

\[
k_\rho(r, \mu) = \rho^{-n}k(r/\rho, \mu) \tag{5.9}
\]

For by (5.3)

\[
k_\rho(r, \mu) = \frac{r^{n-2}}{\pi^{n-2}} \frac{d}{dr} \int_0^r t^{n-1} e_\rho(t) \cos(\sqrt{\sigma^2 - t^2}/r) \, dt
\]

Substituting \( \rho^{-n}e(t/\rho) \) for \( e_\rho(t) \) and making the change of variable \( s = t/\rho \) gives

\[
k_\rho(r, \mu) = \frac{r^{n-2}}{\pi^{n-2}} \frac{d}{d(\rho)} \int_0^{r/\rho} s^{n-1} e(s) \cos(\sqrt{\sigma^2 - s^2}/(r/\rho)) \, ds
\]

\[
= \rho^{-n}k(r/\rho, \mu).
\]
In practice with a suitable choice of $E$ and $\rho$, $K$ and hence $K_\mu$ can be calculated say by (5.3). Then one applies the algorithm $P_\mu^*(P_\mu f*K_\mu)$ to the data $P_\mu f$ to reconstruct an approximation of $f$. See Corollary 4.3.

In Chapter VIII, we will give examples of point spread functions and corresponding convolution kernels that may be used in recovering the function $f$ from the data $P_\mu f$. Formula (5.3) will also be used to obtain an exact inversion formula for $P_\mu$ when $\mu$ is constant. In doing so we encounter an operator which will be denoted by $\Lambda_\mu$ and the purpose of the next chapter is to introduce this operator and study some of its properties.
VI. THE OPERATOR $A_{\mu}$

In finding an exact inversion formula for $P_{\mu}$, $\mu$ constant, the operator $A_{\mu}$ plays an important role. In the next chapter we establish an exact inversion formula for $P_{\mu}$ when $P_{\mu} f$ belongs to certain potential spaces. This chapter is devoted to introducing these potential spaces and the operator $A_{\mu}$ as well as studying some properties of $A_{\mu}$ on these spaces. The material on potential spaces is taken from Stein [22].

**Definition 6.1.** For $1 \leq p < \infty$, the potential spaces $\mathcal{L}^p_1(\mathbb{R}^m)$ are defined by

$$\mathcal{L}^p_1(\mathbb{R}^m) = \{ f \in L^p(\mathbb{R}^m) : f = G \ast g, \text{ for some } g \in L^p(\mathbb{R}^m) \}$$

where $G$ is given by

$$\hat{G}(\xi) = (1 + |\xi|^2)^{-1/2}$$

The norm $\|f\|_{p,1}$ of $f \in \mathcal{L}^p_1(\mathbb{R}^m)$ is defined by

$$\|f\|_{p,1} = \|g\|_p$$

where $g \in L^p(\mathbb{R}^m)$ and $f = G \ast g$.

**Definition 6.2.** The space $L^p_1(\mathbb{R}^m)$ consists of all $f \in L^p(\mathbb{R}^m)$ such that for each $j$, $j = 1, \ldots, m$ there is $g \in L^p(\mathbb{R}^m)$ for which

$$\langle f, \delta_{x_j} \phi \rangle = -\langle g, \phi \rangle$$
for all $\phi \in C_0^\infty(\mathbb{R}^m)$. This defines $g$ almost everywhere and one writes $\partial_x f = g$. The norm $\|f\|_p$ of $f \in L^p_1(\mathbb{R}^m)$ is defined by

$$
\|f\|_p^p = \|f\|_1^p + \sum_{j=1}^m \|\partial_{x_j} f\|_p.
$$

The spaces $L^p_1$ and $L^p_{-1}$ are complete in the given norms. An important result relating the spaces in the above definitions is

**Theorem 6.3.** For $1 < p < \infty$,

$$
L^p_1(\mathbb{R}^m) = L^p_{-1}(\mathbb{R}^m)
$$

and the corresponding norms are equivalent. Moreover, if $f \in L^p_1(\mathbb{R}^m)$ then for $j = 1, 2, \ldots, m$, $\partial_{x_j} f(x)$ exists for almost every $x$ in the usual sense and defines a function in $L^p(\mathbb{R}^m)$.

A consequence of the above theorem which will be of importance in inverting $P_\mu$ is the fact that for $1 < p < \infty$ the spaces $L^p_1(\mathbb{R}^m)$ are independent of the choice of orthogonal coordinates on $\mathbb{R}^m$.

With this as background we now turn to introducing the operator $\Lambda_\mu$. For $x \in \mathbb{R}^m$, let $H_{j, \mu}$ be defined for $j = 1, \ldots, m$ as follows

$$
H_{j, \mu}(x) = \frac{\Gamma((m+1)/2)}{\pi^{(m+1)/2}} \frac{x_j}{|x|^{m+1}} \cos \mu |x|.
$$

(6.1)

where $x_j$ is the $j$-th coordinate function. The Cauchy principle value distribution v.p. $H_{j, \mu}$ is defined by
\[ \langle \text{v.p. } H_j, \phi \rangle = \lim_{\rho \to 0} \int_{|x| \geq \rho} H_j(x) \phi(x) \, dx \]

for all \( \phi \in \mathcal{S} \). Note that for \( \mu = 0 \), \( H_j, \mu \) is just the Riesz kernel. For a function \( f \) on \( \mathbb{R}^m \) the operator \( \Lambda_{\mu} \) is defined by

\[
\Lambda_{\mu} f = \sum_{j=1}^{m} x_j (\text{v.p. } H_j, \mu * f) \quad (6.2)
\]

where the derivative is a distribution derivative and the convolution is a Cauchy principle value convolution, i.e.,

\[
\text{v.p. } H_j, \mu * f(x) = \lim_{\rho \to 0} \int_{|y| \geq \rho} H_j, \mu(y) f(x-y) \, dy.
\]

**Lemma 6.4.** For \( f \in C_0^1(\mathbb{R}^m) \) and \( 1 < p < \infty \)

\[
\text{v.p. } H_j, \mu * f(x) = \lim_{\rho \to 0} \int_{|y| \geq \rho} \frac{y^j}{|y|^{m+1}} \cos(\mu |y|) f(x-y) \, dy \quad (6.3)
\]

exists for every \( x \), in \( L^p \) norm, and is continuous.

**Proof.** The proof is standard but is included here for completeness; see §3.4, page 37 of Stein [22]. Let

\[ K(y) = \frac{y^j}{|y|^{m+1}} \cos \mu |y|. \]

Then

a) \( |K(y)| \leq |y|^{-m} \) for \( |y| > 0 \)

b) \( \int_{R_1 < |y| < R_2} K(y) \, dy = 0 \) for \( 0 < R_1 < R_2 < \infty \) since \( K \) is odd.
Using b) we can write

\[ \int_{|y| \geq p} K(y)f(x-y)dy = \int_{|y| \geq 1} K(y)f(x-y)dy + \int_{1 \geq |y| \geq p} K(y)[f(x-y)-f(x)] dy. \]

For \( 1 < p < \infty \), \( K \) is an \( L^p \) function for \( |y| \geq 1 \) as a result of a) and \( f \) is an \( L^1 \) function. So the first integral on the right hand side of the equation exists for every \( x \) and is a continuous \( L^p \) function since it is the convolution of continuous \( L^1 \) and \( L^p \) functions.

Since \( f \in C^1_0(\mathbb{R}^n) \), the second integral will have compact support in \( x \) and \( |f(x-y)-f(x)| \leq A|y| \) by the mean value theorem. So the second integral will converge uniformly in \( x \) as \( p \to 0 \). Hence

\[ \lim_{p \to 0} \int_{|y| \geq p} K(y)f(x-y) dy \]

exists for every \( x \), converges in \( L^p \) and is continuous.

In fact we can show that for \( f \in L^p(\mathbb{R}^m) \), \( 1 < p < \infty \) the limit in (6.3) exists in \( L^p \) norm and pointwise almost everywhere. To do so we need a result of Chen [3], that will be stated here without proof.

**Theorem 6.5.** For \( m \geq 2 \), let \( \Omega \in L^q(S^{m-1}) \) for \( q > 1 \) satisfy the following

a) \( \Omega \) is homogeneous of degree 0
b) \[ \int_{S^{m-1}} \Omega d\theta = 0 \]

Let \( h \) be any radial bounded function on \( \mathbb{R}^m \). For \( 1 < p < \infty \) and \( f \in L^p(\mathbb{R}^m) \), let

\[
T_\rho f(x) = \int_{|y| \geq \rho} h(y) \frac{\Omega(y)}{|y|^m} f(x-y) \, dy
\]

then

\[
\| \sup_{0 < \rho < \infty} |T_\rho f(x)|_p \leq A_p \|h\|_\infty \|f\|_p
\]

where \( A_p \) is a constant depending only on \( p \) and \( m \).

**Theorem 6.6.** For \( m > 2, 1 < p < \infty \), if \( f \in L^p(\mathbb{R}^m) \), then the limit

\[
v.p. H_{j,\mu} * f(x) = \lim_{\rho \to 0} \int_{|y| \geq \rho} \frac{y_j}{|y|^{m+1}} \cos(\mu |y|) f(x-y) \, dy \quad (6.4)
\]

exists a) in \( L^p \) norm, b) for almost every \( x \).

**Proof.** The proof is standard and is included here for completeness; see §3.4, page 37 and §4.6.3, page 42 of [22]. Let

\[
T_\rho f(x) = \int_{|y| \geq \rho} \frac{y_j}{|y|^{m+1}} \cos(\mu |y|) f(x-y) \, dy \quad (6.5)
\]

With \( h(y) = \cos \mu |y|, \Omega(y) = y_j / |y| \), the hypotheses of the above theorem are satisfied, so there is a constant \( A_p \), depending only on \( p \) and the dimension, such that
Now let $f \in L^p(\mathbb{R}^m)$, and let $\varepsilon > 0$, then $f = f_1 + f_2$ where
$f_1 \in C^1_0(\mathbb{R}^m)$ and $\|f_2\|_p < \varepsilon/3A_p$. By the previous lemma $T_{\rho_1} f_1$ converges in $L^p$ norm as $\rho \to 0$, so there exists $\rho_0 > 0$ such that if $\rho_1, \rho_2 < \rho_0$, $\|T_{\rho_1} f_1 - T_{\rho_2} f_1\|_p < \varepsilon/3$, but

$$\|T_{\rho_1} f - T_{\rho_2} f\|_p = \|T_{\rho_1} f_1 + T_{\rho_1} f_2 - T_{\rho_2} f_1 - T_{\rho_2} f_2\|_p$$

$$\leq \|T_{\rho_1} f_1 - T_{\rho_2} f_1\|_p + \|T_{\rho_1} f_2\|_p + \|T_{\rho_2} f_2\|_p < \varepsilon$$

by the above and (6.6). So $\{T_{\rho} f\}$ is Cauchy in $L^p$, hence converges in the $L^p$ norm.

Next we want to show the existence of the limit almost everywhere. With $f = f_1 + f_2$ as before, let

$$L f(x) = \left| \limsup_{\rho \to 0} T_{\rho} f(x) - \liminf_{\rho \to 0} T_{\rho} f(x) \right|.$$ 

Then clearly

$$L f(x) \leq 2 \left( \sup \left| T_{\rho} f(x) \right| \right)$$

and

$$L f(x) = L (f_1 + f_2)(x) \leq L_{f_1}(x) + L_{f_2}(x).$$

By the previous lemma $L_{f_1}(x) = 0$. By (6.7) and (6.6)

$$\|L_{f_2}\|_p < \frac{2}{3} \varepsilon,$$

so $L_{f_2} = 0$ almost everywhere, thus $L f = 0$ almost everywhere, which
gives the pointwise convergence almost everywhere of \( \lim_{\rho \to 0} T_f \).

**Remark 6.7.** We are also interested in the existence of the limit in (6.4) for the case \( m = 1 \). In this case (6.4) is

\[
v.p. H_{j,\mu} f(x) = \lim_{\rho \to 0} \int_{|y| > \rho} \frac{\cos u v}{y} f(x-y) \, dy
\]

\[
= \lim_{\rho \to 0} \int_{|x-y| > \rho} \frac{\cos \mu(x-y)}{x-y} f(y) \, dy
\]

\[
= (\cos \mu x) \lim_{\rho \to 0} \int_{|x-y| > \rho} \frac{\cos u v}{x-y} f(y) \, dy
\]

\[
+ (\sin \mu x) \lim_{\rho \to 0} \int_{|x-y| > \rho} \frac{\sin u v}{x-y} f(y) \, dy
\]

where the last two integrals are just the Hilbert transforms of \( \cos \mu(\cdot)f(\cdot) \) and \( \sin \mu(\cdot)f(\cdot) \) respectively and which for \( f \in L^p(\mathbb{R}^m), 1 < p < \infty \), exist in \( L^p \) norm and pointwise almost everywhere [22].

**Remark 6.8.** Let \( Tf = \lim_{\rho \to 0} T_{\rho} f \) with \( T_{\rho} \) as in (6.5) and \( m > 1 \), then it is easy to see that (6.6) holds for \( T \) too. So \( T \) maps \( L^p(\mathbb{R}^m) \) continuously into \( L^p(\mathbb{R}^m) \). Note that

\[
Tf = v.p. H_{j,\mu} f.
\]  

(6.8)

With \( T \) as above, we have

**Remark 6.9.** For \( 1 < p < \infty \), \( T : L^p_1(\mathbb{R}^m) \to L^p_1(\mathbb{R}^m) \) is continuous.
Proof. Using Theorem 6.3 we replace \( L^p_1(\mathbb{R}^m) \) by \( \mathcal{L}^p_1(\mathbb{R}^m) \).

If \( f \in \mathcal{S} \) then \( f = G \ast g \) for some \( g \in L^p(\mathbb{R}^m) \) and

\[
Tf = T(G \ast g) = G \ast Tg.
\]

The continuity of \( T \) on \( L^p \) and the definition of \( || \cdot ||_{p,1} \) give

\[
||Tf||_{p,1} = ||G \ast Tg||_{p,1} = ||Tg||_p \leq c ||g||_p = c ||f||_{p,1}.
\]

The result now follows from the fact that \( \mathcal{S} \) is dense in \( L^p_1(\mathbb{R}^m) \).

**Theorem 6.10.**

a) \((v.p. H_j)_\mu)^{\gamma}(\xi) = \begin{cases} -i(2\pi)^{-m/2} \xi_j |\xi|^{-m}|\xi|^2 - \mu^2 (m-1)/2 & \text{if } |\xi| > |\mu| \\ 0 & \text{if } |\xi| < |\mu| \end{cases} \]

b) For \( 1 < p < \infty \), \( \Lambda_\mu : L^p_1(\mathbb{R}^m) \to L^p(\mathbb{R}^m) \) is continuous, and if \( p \leq 2 \)

\[
(\Lambda_\mu f)^{\gamma}(\xi) = \begin{cases} |\xi|^{2-m}(|\xi|^2 - \mu^2 (m-1)/2f(\xi) & \text{if } |\xi| > |\mu| \\ 0 & \text{if } |\xi| < |\mu| \end{cases}
\]

c) For \( g \in L^1_1(\mathbb{R}^m) \), \( f \in L^p_1(\mathbb{R}^m) \), \( 1 < p < \infty \) then \( f \ast g \in L^p_1(\mathbb{R}^m) \)
and

\[
\Lambda_\mu f \ast g = \Lambda_\mu (f \ast g).
\]

Before proceeding with the proof we note that if \( \chi_{\epsilon,M} \) denotes the characteristic function of \( \{x \in \mathbb{R}^m : \epsilon < |x| < M, \epsilon, M > 0\} \), then for all \( \phi \in \mathcal{S} \)
\[ <v.p. \mathbf{H}_j, \mu, \phi> = \lim_{\varepsilon \to 0} \int_{|x| \leq M} \mathbf{H}_{j, \mu}(x) \phi(x) \, dx \]
\[ = \lim_{\varepsilon \to 0} \int_{M} \varepsilon \chi_{E, M}(x) \mathbf{H}_{j, \mu}(x) \phi(x) \, dx \]
\[ = \lim_{\varepsilon \to 0} \chi_{E, M} \mathbf{H}_{j, \mu} \phi. \]

**Proof of Theorem 6.10.** a) By the above we need only evaluate

\[ \lim_{\varepsilon \to 0} (\chi_{E, M} \mathbf{H}_{j, \mu})^\lambda. \]

We will denote it by \((\mathbf{H}_{j, \mu})^\lambda(\xi)\) to simplify notation. For each \(\varepsilon\) and each \(M, \chi_{E, M} \mathbf{H}_{j, \mu}\) integrable so using polar coordinates in \(\mathbb{R}^m\) with \(x = r\theta, \xi = |\xi|\phi, \theta, \phi \in S^{m-1}\) and \(r > 0\) we get

\[ (\mathbf{H}_{j, \mu})^\lambda(\xi) = (2\pi)^{-m/2} \lim_{\varepsilon \to 0} \int_{M} \chi_{E, M}(x) \mathbf{H}_{j, \mu}(x) e^{-i\langle x, \xi \rangle} \, dx \]
\[ = (2\pi)^{-m/2} \frac{\Gamma((m+1)/2)}{\pi^{(m+1)/2}} \lim_{\varepsilon \to 0} \int_{M} \frac{\cos \frac{\mu r}{r} e^{-ir|\xi|\phi}}{r} \, d\theta dr \]
\[ \times \int_{S^{m-1}} \theta_j \sin(r|\xi|\phi) \, d\theta dr \]
\[ = -i(2\pi)^{-m/2} \frac{\Gamma((m+1)/2)}{\pi^{(m+1)/2}} \lim_{\varepsilon \to 0} \int_{M} \frac{\cos \frac{\mu r}{r}}{r} \, d\theta dr \]
\[ \times \int_{S^{m-1}} \theta_j \sin(r|\xi|\phi) \, d\theta dr \] (6.9)
since \( \theta_j \) is odd on \( S^{m-1} \). If we first set \( t = \theta, \phi \) and then let 
\[ \theta = t\phi + \sqrt{1-t^2} \omega, \quad \text{where} \quad \omega \in S^{m-2} \quad \text{and} \quad \langle \omega, \phi \rangle = 0, \] 
the inner integral becomes

\[
\int_{S^{m-1}} \theta_j \sin(r|\xi|\langle \theta, \phi \rangle) \, d\theta
\]

\[
= \int \int_{-1 < \theta, \phi = t} \theta_j \sin(r|\xi|t)(1-t^2)^{-1/2} \, d\theta \, dt
\]

\[
= \int_{-1}^{1} \int_{\phi \cap S^{m-1}} (t\phi + \sqrt{1-t^2} \omega_j) \, d\omega \sin(r|\xi|t)(1-t^2)^{-(m-3)/2} \, dt
\]

\[
= \gamma_{m-2} \phi_j \int_{-1}^{1} t \sin(r|\xi|t)(1-t^2)^{-(m-3)/2} \, dt,
\]

since \( \int_{\phi \cap S^{m-1}} \omega_j \, d\omega = 0 \). For the last integral we use formula 3.771, No. 10 of [8] and noting that \( t \sin(r|\xi|t) \) is even in \( t \), we get

\[
\int_{S^{m-1}} \theta_j \sin(r|\xi|\langle \theta, \phi \rangle) \, d\theta
\]

\[
= 2^{(m-2)/2} \sqrt{\pi} \Gamma(\frac{m-1}{2}) \gamma_{m-2} \phi_j (r|\xi|)^{-(m-2)/2} J_{m/2}(r|\xi|).
\]

Substituting in (6.9) we have

\[
(H_j, \mu)^{\ast}(\xi) = -i(2\pi)^{-m/2} 2^{m/2} \Gamma((m+1)/2) \sqrt{\pi} \epsilon_j \lim_{\epsilon \to 0} \lim_{M \to \infty}
\]

\[
\times \int_{\xi}^{M} (r|\xi|)^{-m/2} \cos(ur) J_{m/2}(r|\xi|) \, dr.
\]
The integral in the last expression can be evaluated by using the third formula, p. 62 of [16] to get a).

The continuity in b) is clear. If \( p \leq 2 \) we get from a)

\[
(A(f \psi))^\wedge(\xi) = \sum_{j=1}^{m} \Delta \delta_{x_j} (\text{v.p. } H_{j,\mu} f) \hat{\phi}(\xi)
\]

\[
= \sum_{j=1}^{m} i(2\pi)^{m/2} \xi_j (H_{j,\mu}) \hat{\phi}(\xi)
\]

\[
= \begin{cases} 
\sum_{j=1}^{m} \xi_j^2 |\xi|^{-m} (|\xi|^2 - \mu^2)^{(m-1)/2} f(\xi) & \text{if } |\xi| > |\mu| \\
0 & \text{if } |\xi| < |\mu|
\end{cases}
\]

By continuity and denseness it suffices to show c) for \( f \in \mathcal{S} \). Then

\[
(A(f \ast g)) \hat{\phi}(\xi) = \begin{cases} 
|\xi|^{2-m} (|\xi|^2 - \mu^2)^{(m-1)/2} (f \ast g) \hat{\phi}(\xi) & \text{if } |\xi| > |\mu| \\
0 & \text{if } |\xi| < |\mu|
\end{cases}
\]

\[
= \begin{cases} 
(2\pi)^{m/2} |\xi|^{2-m} (|\xi|^2 - \mu^2)^{(m-1)/2} f(\xi) \hat{g}(\xi) & \text{if } |\xi| > |\mu| \\
0 & \text{if } |\xi| < |\mu|
\end{cases}
\]

\[
= \Lambda f \ast g.
\]

**Remark 6.11.** \( \Lambda \) is formally self adjoint.

**Proof.** Let \( f \in \mathcal{L}^p_{\L}(\mathbb{R}^m), 1 < p < \infty \) then for all \( g \in \mathcal{S} \)
\[
<\Lambda f, g> = \sum_{j=1}^{m} <\partial_x (v.p. H_j \mu f), g> \\
= \sum_{j=1}^{m} <v.p. H_j \mu f, -\partial_x g> \\
= \sum_{j=1}^{m} <f, v.p. H_j \mu \partial_x g> \\
= <f, \sum_{j=1}^{n} \partial_x (v.p. H_j \mu g)>
\]

since \( H_j \mu \) is odd, and we are done.
VII. INVERSION OF THE EXPONENTIAL X-RAY TRANSFORM WITH CONSTANT ATTENUATION

In this chapter an inversion formula for the exponential X-ray transform is derived in the case where the attenuation $\mu$ is constant. Using this formula we deduce a way for evaluating convolution kernels from point spread functions that are not necessarily radial. Also another approximate inversion formula for $P_\mu$ is given.

First we need to extend the notion of potential spaces to functions defined on $T = \{(\theta, x) : \theta \in S^{n-1}, x \in \theta \downarrow\}$. For $1 < p < \infty$, the space $L^p_1(T)$ consists of all functions $g \in L^p_1(T)$ such that

$$\|g\|_{L^p_1(T)} = \int_{S^{n-1}} \|g(\theta, \cdot)\|_{L^p_1} \, d\theta < \infty.$$  

Here $\| \|_{L^p_1}$ is as in Definition 6.1 with $\mathbb{R}^m$ replaced by $\theta \downarrow$. Thus for almost every $\theta$, $g(\theta, \cdot) \in L^p_1(\theta \downarrow)$ and by Definition 6.2 and Theorem 6.3 (with $\mathbb{R}^m$ replaced by $\theta \downarrow$), the first order derivatives of $g(\theta, \cdot)$ in the directions $v_1, \ldots, v_{n-1}$ exist almost everywhere and belong to $L^p_1(\theta \downarrow)$, for any choice of orthonormal basis $v_1, \ldots, v_{n-1}$ of $\theta \downarrow$. In what follows, if $g \in L^p_1(T)$ then for each $\theta$, $\Lambda_\mu$ acts on $g$ as a function on $\theta \downarrow$.

Throughout this chapter the constant $c_n = 1/(2\pi \gamma_{n-2})$. Recall that $\gamma_{n-2}$ is the $(n-2)$-dimensional surface area measure of $S^{n-2}$.

For the next theorem it is assumed that $E$, the point spread function, is non-negative, continuous, radial and integrable on $\mathbb{R}^n$. 


and \( \int_{\mathbb{R}^n} E(x) dx = 1 \). For \( \rho > 0 \), \( E_\rho(x) = \rho^{-n} E(x/\rho) \) and \( K_\rho \) is the corresponding convolution kernel. For the main result of this chapter we have

**Theorem 7.1.**

\[
f(x) = c_{n} \rho^{-n} \int E(x) \, dx.
\]

Equality holds pointwise if \( f \in C^2_0(\mathbb{R}^n) \) and pointwise almost everywhere if \( f \in L^1_0(\mathbb{R}^n) \) and \( P f \in L^p_0(T) \) for some \( p > 1 \).

**Proof.** Let \( \phi \in C^\infty_0(\mathbb{R}^n) \), then for each \( x \in \mathbb{R}^n \)

\[
\phi(x) = \lim_{\rho \to 0} \phi \ast E_\rho(x) = \lim_{\rho \to 0} P^\rho \ast (P \phi \ast K_\rho)(x)
\]

by Theorem 3.6. Now for each fixed \( \theta \) and \( x \in \theta^\bot \)

\[
(P_\mu \phi \ast K_\rho)(\theta, x) = (2\pi)^{(n-1)/2}[\hat{(P_\mu \phi)^\wedge} K_\rho]^- (\theta, x)
\]

where \(^- \) denotes the inverse Fourier transform on \( \theta^\bot \). So using (5.6)

\[
(P_\mu \phi \ast K_\rho)(\theta, x) = \sqrt{2\pi} \, \mathcal{C} \, n \int_{|\xi| > |\mu|} e^{i<x, \xi>} (P_\mu \phi)^\wedge (\theta, \xi)
\]

\[
\times |\xi|^{3-n} |\xi|^2 - \mu^2 |(n-2)/2|^2 \rho^{-n} (\sqrt{|\xi|^2 - \mu^2} \, \sqrt{|\xi|^2 - \mu^2} \, \xi/|\xi|) d\xi.
\]

The integrand is bounded by

\[
c ||E||_1 |\xi| |(P_\mu \phi)^\wedge (\theta, \xi)|.
\]
Since $\phi \in C_0^\infty(\mathbb{R}^n)$, $P_\mu \phi \in C_0^\infty(T)$ and $|(P_\mu \phi)^*(\theta, \xi)|$ decays faster than any power of $|\xi|, |\xi| |(P_\mu \phi)^*(\theta, \xi)|$ is integrable on $\theta^\perp$ and also on $T$.

Now as $\rho \to 0$, $E_\rho(\xi) \to (2\pi)^{-n/2}$. By the dominated convergence theorem and Theorem 6.10 b) with $m = n - 1$

$$\lim_{\rho \to 0} (\rho \phi^K)(\theta, x)$$

$$= (2\pi)^{-(n-1)/2} \int_{\mathbb{R}^n} e^{i<x, \xi>}(P_\mu \phi)^*(\theta, \xi) |\xi|^{3-n}(|\xi|^2-\mu^2)^{(n-2)/2} d\xi$$

$$= c_n \Lambda_\mu P_\mu \phi(\theta, x).$$

Hence

$$\phi(x) = c_n \Lambda_\mu P_\mu \phi(x)$$

which proves the theorem for functions $\phi \in C_0^\infty(\mathbb{R}^n)$.

Let

$$h(x) = c_n \Lambda_\mu P_\mu f(x).$$

If $f \in C_0^2(\mathbb{R}^n)$, then, by the definition of $\Lambda_\mu$ and Lemma 6.4, $h$ is continuous. If $f \in L^1_0(\mathbb{R}^n)$ and $P_\mu f \in L^p(T)$, for some $p > 1$, then $\Lambda_\mu P_\mu f \in L^p(T)$ and $h \in L^p_{loc}(\mathbb{R}^n)$. In either case to prove the theorem it suffices to show that $h = f$ almost everywhere. Let $\phi \in C_0^\infty(\mathbb{R}^n)$. Then

$$<h, \phi> = <c_n \Lambda_\mu P_\mu f, \phi>$$

$$= <f, c_n \Lambda_\mu P_\mu \phi>$$

$$= <f, \phi>,$$
since the theorem holds for $\phi \in C_0^\infty(\mathbb{R}^n)$. The proof is complete.

**Remark 7.2.** If $E \in L^1_0(\mathbb{R}^n)$ and $P^\mu E \in L^p_1(T)$, $p > 1$, then

$$E(x) = P^\mu_-(c \Lambda_{\mu} P E)(x).$$

So we define the corresponding convolution kernel by

$$K = c \Lambda_{\mu} P E.$$

We thus have a formula for evaluating the convolution kernel, that does not require that $E$ be radial. In the case where $E$ is radial we have another formula for the unique solution $k$ of (5.2).

Due to practical limitations such as finite sampling of and noise in the data $P f$, the exact inversion formula (7.1) is not very useful in practice. A smoothed approximation of $f$ is what one usually seeks to determine. We have already seen approximate inversion formulas in Chapter III. Theorem 7.1 leads to another approximate inversion formula for $P^\mu$, which is given in the following theorem.

**Theorem 7.3.** Suppose $f \in L^1_0(\mathbb{R}^n)$ then for $E \in L^1_0(\mathbb{R}^n)$ and $P^\mu E \in L^p_1(\mathbb{R}^n)$, $p > 1$,

$$f \ast E = c \Lambda_{\mu} P^* (P f \Lambda_{\mu} P E).$$

(7.2)

**Proof.** The previous theorem, Corollary 3.8 and Theorem 6.10 c) give
\[ f \ast E = c \cdot P^*_{\mu} \Lambda_{\mu} P_{\mu} (f \ast E) \]
\[ = c \cdot P^*_{\mu} \Lambda_{\mu} (P \ast P \ast E) \]
\[ = c \cdot P^*_{\mu} (P \ast \Lambda_{\mu} P \ast E). \]

For \( E \) an approximate \( \delta \)-function, (7.2) gives an approximation for \( f \). An advantage that (7.2) has over (7.1) is that \( \Lambda_{\mu} \), which involves differentiation and singular integration acts on \( P_{\mu} E \) rather than on the data \( P_{\mu} f \) and \( E \) can be chosen a priori to suit the needs of the problem at hand.
VIII. EXAMPLES

In this chapter, we will give examples of point spread functions $E$ and calculations of convolution kernels $K$ using formulas derived in Chapter V. We do not claim that these kernels are the best suited for use in the convolution-backprojection algorithm but they are reasonable ones to use and demonstrate the use of the formulas. The examples given are in two dimensions, as this is the space of interest in practice. Here $e, k, \alpha$ are as defined in Chapter V.

Example 8.1. We start here with a simple example where $E$ is a constant multiple of $\chi_D$, the characteristic function of the unit disc $D = \{ x \in \mathbb{R}^2 : |x| \leq 1 \}$, i.e.,

$$E(x) = \frac{1}{\pi} \chi_D(x) = \begin{cases} \frac{1}{\pi} & \text{if } |x| \leq 1 \\ 0 & \text{otherwise} \end{cases}$$

and so

$$e(r) = \begin{cases} \frac{1}{\pi} & \text{if } |r| \leq 1 \\ 0 & \text{otherwise.} \end{cases}$$

Using (5.3) with $n = 2$ and setting $t = \sqrt{s^2 - r^2}$ gives

$$k(s, \mu) = \begin{cases} \frac{1}{2\pi} \frac{d}{ds} \int_{0}^{s} \cos \mu t \, dt & \text{if } |s| \leq 1 \\ \frac{1}{2\pi} \frac{d}{ds} \int_{\sqrt{s^2 - 1}}^{s} \cos \mu t \, dt & \text{if } |s| > 1 \end{cases}$$
and hence

\[ k(s,u) = \begin{cases} 
\frac{1}{2\pi^2} \cos \frac{\mu s}{2} & \text{if } |s| \leq 1 \\
\frac{1}{2\pi^2} \left[ \cos \frac{\mu s}{2} - \frac{|s|}{\sqrt{s^2-1}} \cos \frac{\mu s}{2} - 1 \right] & \text{if } |s| > 1.
\end{cases} \]

**Example 8.2.** Let

\[ E(x) = \frac{1}{2\pi} e^{-\frac{|x|^2}{2}} \]

so the corresponding \( e \) is

\[ e(r) = \frac{1}{2\pi} e^{-\frac{r^2}{2}}. \]

By (5.3) with \( n = 2 \) we have after setting \( u = t^2 \) and \( \sigma = s^2 \)

\[ k(\sqrt{\sigma},\mu) = \frac{\sqrt{\sigma}}{2\pi^2} \frac{d}{d\sigma} \int_0^\sigma e^{-u/2} \frac{\cos(\sqrt{\sigma} \mu u)}{\sqrt{\sigma-u}} \, du. \]

Integrating by parts and then setting \( t^2 = \sigma - u \) gives

\[ k(\sqrt{\sigma},\mu) = \frac{\sqrt{\sigma}}{\mu(2\pi)^2} \frac{d}{d\sigma} (2 \sin \sqrt{\sigma} - \int_0^\sigma e^{-u/2} \sin(\sqrt{\sigma} \mu u) \, du) \]

\[ = \frac{1}{(2\pi)^2} \cos \sqrt{\sigma} - \frac{\sqrt{\sigma}}{2(2\pi)^2} \int_0^\sigma e^{-u/2} \frac{\cos(\sqrt{\sigma} \mu u)}{\sqrt{\sigma-u}} \, du \]

\[ = \frac{1}{(2\pi)^2} \cos \sqrt{\sigma} - \frac{\sqrt{\sigma}}{(2\pi)^2} \int_0^\sigma e^{-\sigma/2} \frac{e^{\sqrt{\sigma} t^2/2} \cos \mu t \, dt.} \]

Hence
\[ k(s, \mu) = \frac{1}{(2\pi)^2} \left( \cos s + s e^{-s^2/2} \int_0^s \sqrt{t} e^{t^2/2} \cos \mu t \, dt \right), \]

which is the kernel of Tretiak and Metz [24]. Since \( \hat{E}(\xi) = e^{-|\xi|^2/2} \)
the Fourier transform formula (5.7) gives

\[ \hat{K}(\theta, \xi) = \begin{cases} 
\frac{1}{2(2\pi)^{3/2}} |\xi| e^{-|\xi|^2/2} & \text{if } |\sigma| > |\mu| \\
0 & \text{if } |\sigma| < |\mu|. 
\end{cases} \]

**Example 8.3.** For \( \nu > 0 \) let

\[ E(x) = \begin{cases} 
\frac{\nu+1}{\pi} (1-|x|^2)^\nu & \text{if } |x| \leq 1 \\
0 & \text{if } |x| > 1
\end{cases} \]

and so the corresponding \( e \) is

\[ e(r) = \begin{cases} 
\frac{\nu+1}{\pi} (1-r^2)^\nu & \text{if } |r| \leq 1 \\
0 & \text{if } |r| > 1.
\end{cases} \]

Using (5.5) with \( n = 2 \) and \( s \) replaced by \( \sqrt{s} \) we get

\[ k(\sqrt{s}, \mu) = \begin{cases} 
\frac{\nu+1}{2\pi} \left[ -\nu \int_0^s \sqrt{t} e^{t^2/2} (\cos \mu \sqrt{s-t} - \cos \mu \sqrt{s} \sqrt{t}) \, dt \right] & \text{if } 0 < s < 1 \\
0 & \text{if } s > 1.
\end{cases} \]

(8.1)
Assuming \( \nu \) an integer we have

\[
\int_0^{s} (1-r)^{\nu-1} \frac{\cos(\mu \sqrt{s-r})}{\sqrt{s-r}} \, dr = \sum_{j=0}^{\nu-1} (-1)^{j} \int_0^{s} r^j \cos(\mu \sqrt{s-r}) \, dr.
\]

The integral in the left hand side is evaluated by Laplace transform.

Applying formulas 29.3.7, 29.3.76 and 29.3.80 of [1] we get

\[
\int_0^{s} r^j \cos(\mu \sqrt{s-r}) \, dr = \sqrt{\pi} \Gamma(j+1) \left(\frac{4s}{\mu^2}\right)^{j+1/2} J_{j+1/2}(\mu \sqrt{s}).
\]

Hence

\[
\int_0^{s} (1-r)^{\nu-1} \frac{\cos(\mu \sqrt{s-r})}{\sqrt{s-r}} \, dr = \sum_{j=0}^{\nu-1} (-1)^{j} \frac{(\nu-1)!}{(\nu-1-j)!} \left(\frac{2}{\mu}\right)^{j+1/2} \left(\frac{1}{\sqrt{s}}\right)^{j+1/2} J_{j+1/2}(\mu \sqrt{s}), \quad (8.2)
\]

which, for \( 0 < s < 1 \), evaluates the first integral appearing in (8.1).

Now

\[
\int_0^{1} (1-r)^{\nu-1} \frac{\cos(\mu \sqrt{s-r})}{\sqrt{s-r}} \, dr = \int_0^{s} (1-r)^{\nu-1} \frac{\cos(\mu \sqrt{s-r})}{\sqrt{s-r}} \, dr
\]

\[
- \int_1^{s} (1-r)^{\nu-1} \frac{\cos(\mu \sqrt{s-r})}{\sqrt{s-r}} \, dr. \quad (8.3)
\]

The first integral in the right hand side is evaluated by (8.2). For the second we first let \( x = r - 1 \) and then use Laplace transforms

and formulas 29.3.7, 29.3.76 and 29.3.80 of [1] we have
\[
\int_1^s (1-r)^{v-1} \frac{\cos(\sqrt{v}s-r)}{\sqrt{v}s-r} \, dr
\]

\[
= (-1)^{v-1} \int_0^{s-1} x^{v-1} \cos(\mu \sqrt{s-1-x}) \, dx
\]

\[
= (-1)^{v-1} \sqrt{\pi(v-1)!} \left( \frac{2}{\mu} \right)^{v-1/2} (\sqrt{s-1})^{v-1/2} J_{v-1/2}(\mu \sqrt{s-1})
\]

Substituting back in (8.2) and using (8.3) we have for (8.1) with \( s \) instead of \( \sqrt{s} \)

\[
k(s, \mu) = \frac{(v+1)s}{2\pi \sqrt{\pi}} \sum_{j=0}^{v-1} \frac{(-1)^{j+1}}{(v-j)!} \frac{2s_j^{j+1/2}}{\mu} J_{j+1/2}(\mu s) + \frac{v+1}{2\pi} \cos \mu s
\]

\[
= \begin{cases} 
0 & \text{if } 0 < s < 1 \\
\frac{(-1)^{v-1}(v+1)v!}{2\pi \sqrt{\pi}} \left( \frac{2}{\mu} \right)^{v-1/2} s^{1/2} (\sqrt{s-1})^{v-1/2} J_{v-1/2}(\mu \sqrt{s-1}) & \text{if } s > 1.
\end{cases}
\]

Example 8.4. For \( v > 0 \), let \( E(x) = \frac{1}{2\pi} \left( \frac{|x|}{2} \right)^{-\nu/2} J_{\nu/2}(|x|) \), then

\[
\hat{E}(\xi) = (1/2\pi) (1-|\xi|^2)^{\nu-2}/2 \text{ if } |\xi| < 1 \text{ and } 0 \text{ otherwise.}
\]

And by (5.8)

\[
k(s, \mu) = \frac{1}{4\pi^2} \int_\mu^{\sqrt{1+\mu^2}} \sigma (1+\mu^2-\sigma^2)^{(\nu-2)/2} \cos(\sigma s) \, d\sigma \quad (8.4)
\]

Assume \( \nu \) is an even integer, \( \nu \geq 2 \). Near the origin expanding the cosine in its Taylor series and integrating term by term we get

\[
k(s, \mu) = \frac{1}{4\pi^2} \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k)!} \int_\mu^{\sqrt{1+\mu^2}} \sigma^{2k+1} (1+\mu^2-\sigma^2)^{(\nu-2)/2} \cos(\sigma s) \, d\sigma
\]
If \( v = 2\gamma \), \( \gamma \) an integer, then integration by parts gives for \( s \) near the origin

\[
k(s, \mu) = \frac{1}{4\pi^2} \sum_{k=0}^{\infty} \frac{(-1)^k s^{2k}}{(2k)!} \frac{1}{\nu} \sum_{j=0}^{k} \frac{1}{\Pi_{l=1}^{j+l-\ell} (\gamma + \ell)^{2(k-j)}}.
\]

For larger values of \( s \), let \( m = (v-2)/2 \), \( a^2 = 1 + \mu^2 \) and \( P_{2m+1}(\sigma) = \sigma(a^2 - \mu^2)^m \). Then using formula 2.634 of [8] we get for (8.4)

\[
\int_{\mu}^{\sqrt{1+\mu^2}} P_{2m+1}(\sigma) \cos(s\sigma) d\sigma = g(\sigma) \frac{\sin(s\sigma)}{s} + h(\sigma) \frac{\cos(s\sigma)}{s} \bigg|_{\sigma=\mu}^{\sigma=\sqrt{1+\mu^2}}
\]

where

\[
g(\sigma) = \sum_{k=0}^{m} \frac{(-1)^k}{s^{2k}} \frac{d^{2k}}{d\sigma^{2k}} [\sigma(a^2 - \sigma^2)^m]
\]

and

\[
h(\sigma) = \frac{1}{s} \frac{dg}{d\sigma}.
\]

It is not hard to see that \( g \) satisfies the differential equation

\[
[1 + \frac{1}{s^2} \frac{d^2}{d\sigma^2}]g(\sigma) = \sigma(a^2 - \sigma^2)^m
\]

whose solution is

\[
g(\sigma) = \sum_{k=0}^{m} a_k (a^2 - \sigma^2)^k
\]

where
\[ a_m = 1 \]

\[ a_{m-1} = \frac{2m(2m+1)}{s^2} \]

and for \( k = 0,1,\ldots,m-2 \)

\[ a_k = \frac{2(k+1)}{s^2} \left[ (2k+3)(a_{k+1} - a^2a_{k+2}) - a^2a_{k+2} \right]. \]

And hence

\[ h(a) = \sum_{k=0}^{m} c_k (a^2 - \sigma^2)^k \]

where

\[ c_m = (2m+1)a_m \]

and for \( k = 0,1,\ldots,m-1 \)

\[ c_k = (2k+1)a_k - 2a^2(k+1)a_{k+1}. \]
IX. ESTIMATION OF ERRORS IN THE
CONVOLUTION-BACKPROJECTION ALGORITHM

To check to what extent algorithms in TCT accurately reconstruct
the desired attenuation coefficient of a cross section of the body,
Shepp and Logan [20] suggested reconstructing phantoms, i.e., simula-
tions of the object of interest. The data, in this case given by
(1.4), can be exactly computed. For instance, Shepp and Logan [20]
suggested as a simulation of the cross section of the human head a
superposition of ellipses with the attenuation coefficient \( \mu \) constant
on each ellipse. The same simulation of a cross section of the head
can be used in our case where the intensity of the radiation \( f \) is
assumed constant on each ellipse. Here we will be satisfied with
finding ways to check the convolution-backprojection algorithm for the
case \( f \) is the characteristic function of a disc in the plane.

Comparing the convolution-backprojection algorithm with the exact
inversion formula (7.1) we expect that for a suitable choice of point
spread function and \( \rho \), the convolution step \( P_{\mu} f * K_{\rho} \) is a
smoothed approximation of \( c_{\mu \Lambda} P f \). For the case where \( f \) is the
characteristic function of a disc in the plane we give explicit
formulas to evaluate \( (1/4\pi) \Lambda_{\mu} P f, P f * K_{\rho} \) and the difference
between them. Also a formula that can be used to check the backpro-
jection step is given.

Let \( \tau_a \) denote translation in \( \mathbb{R}^m \) defined by \( \tau_a f(x) = f(x-a) \).
Then direct consequences of the definition of \( P_{\mu} \) and the fact that
convolution and differentiation commute with translation are
\[ P_\mu (\tau_a f)(\theta, s) = e^{\mu \langle a, \theta \rangle} (\tau_{a, \theta} \mu) P f(\theta, s) \]  
(9.1)

and

\[ [\Lambda \mu_\mu (\tau_a f)](\theta, s) = e^{\mu \langle a, \theta \rangle} (\tau_{a, \theta} \Lambda \mu_\mu P f)(\theta, s). \]  
(9.2)

Lemma 9.1. Let \( \chi_a \) be the characteristic function of a disc in the plane with center \( a \) and radius \( \delta > 0 \). Then

\[ \frac{1}{4\pi} \Lambda_\mu_\mu \chi_a(\theta, s) = \frac{e^{\mu \langle a, \theta \rangle}}{2\pi} \left[ \cos \mu(s-\langle a, \theta \rangle) - h(s-\langle a, \theta \rangle) \right] \]  
(9.3)

where

\[ h(t) = \begin{cases} 
0 & \text{if } |t| < \delta \\
\frac{|t| \cos(\mu \sqrt{t^2 - \delta^2})}{\sqrt{t^2 - \delta^2}} & \text{if } |t| > \delta.
\end{cases} \]  
(9.4)

Proof. If \( a = 0 \) then

\[ P_\mu \chi_0(\theta, s) = \begin{cases} 
\frac{2 \sinh(\mu \sqrt{\delta^2 - s^2})}{\mu} & \text{if } |s| \leq \delta \\
0 & \text{if } |s| > \delta
\end{cases} \]  
(9.5)

and is clearly in \( L^p(\mathbb{R}^+) \) if \( p < 2 \). Hence, by Remark 7.2, \( (1/4\pi)\Lambda_\mu_\mu \chi_0 \) is just the convolution kernel corresponding to the point spread function \( \chi_0 \). A calculation identical to that done in Example 8.1 gives (9.3) when \( a = 0 \). In general \( \chi_a = \tau_a \chi_0 \), and by (9.2) we get the desired result.
There is another way for getting (9.3) which involves complex variable methods and the Hilbert transform. This way is sketched briefly in the additional remark at the end of this chapter.

Let $\chi_a$ be as in Lemma 9.1. The result that relates the convolution step $P_{\mu} \chi_a * K$ with $(1/4\pi) \wedge_{\mu} P_{\mu} \chi_a$ is a direct consequence of the following theorem, and is given in Remark 9.3.

**Theorem 9.2.** Let $e$ be an even function which is piecewise $C^1$ on $\mathbb{R}$ and is continuous at 0. For $x \in \mathbb{R}^2$, let $E(x) = e(|x|)$ and let $k$ be given by (5.3) with $n = 2$. If $M > \max \{|s-\delta-|a|, |s+\delta+|a|\}$ then

$$(k*P_{\mu} \chi_a)(\theta,s)$$

$$= e^{\mu<a,\theta>} \int_0^M \left[ \cos \mu(s-<a,\theta^1>-L(r,s-<a,\theta^1>)) \right] \text{re}(r) \, dr \quad (9.6)$$

where

$$L(r,s) = (2\pi)^{-1} \int_{-\pi}^{\pi} h(s-r<\phi,\theta>) e^{\mu r<\phi,\theta>} \, d\phi$$

and $h$ is as in (9.4).

**Proof.** It suffices to show (9.6) for $a = 0$, as the general case follows from (9.1). So let $a = 0$. For fixed $s$, the convolution $(k*P_{\mu} \chi_0)(\theta,s)$ depends only on the values of $k$ on $[s-\delta, s+\delta]$ and hence on its values on $[-M, M]$. Let

$$E_M(x) = \begin{cases} E(x) & \text{if } |x| \leq M \\ 0 & \text{if } |x| > M \end{cases}$$
and let \( k_M \) be the corresponding convolution kernel given by Remark (7.2). Clearly \( k_M(t) = k(t) \) if \( |t| < M \). Since \( e \) is piecewise \( C^1 \) then \( P \mu M(\theta, \cdot) \in L_p(\mathbb{R}) \) if \( p < 2 \). Hence

\[
(k**P\mu\chi_0)(\theta, s) = (k_M**P\mu\chi_0)(\theta, s)
\]

\[
= \frac{1}{4\pi} (P\mu M**P\mu\chi_0)(\theta, s)
\]

Fubini's theorem and the polar coordinates formula in \( \mathbb{R}^2 \) give for any \( g \)

\[
(P \mu M * g)(\theta, s) = \int_0^M \int_{S^1} \text{re}(r) g(\theta, s-r\phi, \theta^\perp) e^{ur<\phi, \theta>} \, d\phi \, dr. \tag{9.7}
\]

With \( g = (1/4\pi) \Lambda \mu \mu \chi_0 \) and \( t = \langle \phi, \theta \rangle \) we have from Theorem 9.1

\[
\int_{S^1} \cos \mu(s-r\phi, \theta^\perp)e^{ur<\phi, \theta>} \, d\phi
\]

\[
= \cos \mu s \int_{S^1} \cos(\mu r<\phi, \theta^\perp>)e^{ur<\phi, \theta>} \, d\phi
\]

\[
= 4 \cos \mu s \int_0^1 \cos(\mu rt) \frac{\cosh(\mu r\sqrt{1-t^2})}{\sqrt{1-t^2}} \, dt
\]

\[
= 2\pi \cos \mu s,
\]

where the last equality follows from p. 38 of [8]. Substituting back in (9.7) and using (9.3) we get (9.6) for \( \alpha = 0 \), and so we are done.
Remark 9.3. If \( M < \infty \) is chosen in (9.6) so that
\[
2\pi \int_0^M \text{re}(r) \, dr = \int_{|x| \leq M} E(x) \, dx = 1
\]
then using (9.3) we can write (9.6) as
\[
(k \ast P_a)(\theta, s) = \frac{1}{4\pi} \Lambda \mu \mu \chi_a(\theta, s) + \frac{e^{\mu <a, \theta>}}{2\pi} \int_0^M [h(s-<a, \theta^>) - L(r, s-<a, \theta^>)]) \text{re}(r) \, dr.
\]
where the second term on the right hand side of the equality can be used to estimate the difference between \( k \ast P_a \chi_a \) and \( (1/4\pi) \Lambda \mu \mu \chi_a \).

Remark 9.4. In the special case when \( s - <a, \theta^> = 0 \), \( L(r, 0) = 0 \) if \( |r| < \delta \) and \( L(r, 0) = 2\pi \) if \( |r| > \delta \). With \( M \) chosen as in Remark 9.3

\[
\frac{1}{4\pi} \Lambda \mu \mu \chi_a(\theta, s) - (k \ast P_a)(\theta, s) = e^{\mu <a, \theta>} \int_\delta^M \text{re}(r) \, dr
\]
\[
= \frac{e^{\mu <a, \theta>}}{2\pi} \int_{|x| \leq M} E(x) \, dx
\]
\[
= \frac{e^{\mu <a, \theta>}}{2\pi} [1 - \int_{|x| \leq \delta} E(x) \, ds].
\]

From the above results we see that, for a good choice of \( E \),
\( k \ast P_a \chi_a \) should be a good approximation of \( (1/4\pi) \Lambda \mu \mu \chi_a \) and hence of the right hand side of (9.3). Remark 9.3 gives an exact formula.
for the difference and allows one to check for errors in numerical calculations of the convolution kernel and estimate errors in the convolution computations.

As an immediate corollary to Lemma 4.1 and the inversion formula (7.2) we get the following which can be used to check the backprojection step in the algorithm.

**Corollary 9.5.** Let \( g(\theta, s) \) be given by the right hand side of (9.3). Then

\[
P_\mu^* g(x) = \chi_a(x).
\]

**Additional Remark.** As mentioned earlier Lemma 9.1 can be proved using complex variable methods and the Hilbert transform. We give a brief description of this method here. Again it suffices to consider the case \( a = 0 \). For simplicity let \( \delta = 1 \). By (9.5) we have

\[
P_\mu \chi_0(\theta, s) = \begin{cases} 
\frac{2 \sinh(\mu \sqrt{1-s^2})}{\mu} & \text{if } |s| \leq 1 \\
0 & \text{if } |s| > 1
\end{cases}
\]

Proceeding as in Remark 6.7 one has

\[
\Lambda P_\mu \chi_0(\theta, s) = \frac{2}{\mu} \frac{d}{ds} \left[ \cos(\mu s)(Hg_1)(s) + \sin(\mu s)(Hg_2)(s) \right]
\]

where

\[
g_1(t) = \begin{cases} 
\cos(\mu t) \sinh(\mu \sqrt{1-t^2}) & \text{if } |t| < 1 \\
0 & \text{if } |t| > 1
\end{cases}
\]
and

\[ Hg = H_{1,0} \ast g \]

is the Hilbert transform of \( g \) with \( H_{1,0} \) as in (6.1).

A theorem in complex variables gives a method to evaluate the Hilbert transform. The following is a statement of this theorem; see for instance Theorem 93, p. 125 of [23].

**Theorem.** Let \( F \) be analytic on \( \text{Im} z > 0 \) and

\[ \| F \|_2 \leq M \]

where \( F_y(x) = F(x+iy), x, y \in \mathbb{R} \). Then if \( g \) is the real boundary function of \( F \) on the real axis then \( Hg \) is the imaginary boundary function of \( F \).

To evaluate \( Hg_1 \) we pick \( F_1 \) such that

\[ F_1(z) = \sinh \mu(\sqrt{1-z^2} + iz) \]

and to evaluate \( Hg_2 \) we pick \( F_2 \) such that

\[ F_2(z) = -i[cosh(\mu \sqrt{1-z^2} + i\mu z)]. \]

\( F_1 \) and \( F_2 \) satisfy the hypothesis of the above theorem. The real boundary function of \( F_1 \) on the real axis is \( g_1 \) and the imaginary boundary function of \( F_1 \) is

\[ g_2(t) = \begin{cases} \sin(\mu t)\sinh(\mu \sqrt{1-t^2}) & \text{if } |t| < 1 \\ 0 & \text{if } |t| > 1 \end{cases} \]
\[ h_1(t) = \begin{cases} 
\sin(\mu t + \mu \sqrt{t^2-1}) & \text{if } t < -1 \\
\sin(\mu t) \cosh(\mu \sqrt{1-t^2}) & \text{if } |t| < 1 \\
\sin(\mu t - \mu \sqrt{t^2-1}) & \text{if } t > 1 
\end{cases} \]

The real boundary function of $F_2$ on the real axis is $g_2$ and the imaginary boundary function is

\[ h_2(t) = \begin{cases} 
1 - \cos(\mu t + \mu \sqrt{t^2-1}) & \text{if } t < -1 \\
1 - \cos(\mu t) \cosh(\mu \sqrt{1-t^2}) & \text{if } |t| < 1 \\
1 - \cos(\mu t - \mu \sqrt{t^2-1}) & \text{if } t > 1 
\end{cases} \]

It is worth noting here that in the definitions of $F_1$ and $F_2$ we use the analytic branch of the square root defined off of the negative real axis. The verifications of the estimates and indicated boundary functions are omitted.
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