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Incorporating Statistical Uncertainty into Nuclear Material Diversion
Pathway Analysis using Probabilistic Risk Assessment

1 INTRODUCTION

Since its beginning, nuclear technology has been irrevocably linked to weapons

of mass destruction and devastation. Any person familiar with the general history

of the world recognizes the terms \nuclear" and \atomic" and immediately think

about the bombing of Hiroshima and Nagasaki. While those bombings are the �rst

and last times a nuclear device has been used on a country, it is understandable

that the global populace is wary of nuclear technology.

One of the biggest fears across the world is that a nuclear weapon will be used

again. While the world in general does not see nuclear weapons in a positive light,

there are many state and non-state actors (e.g. terrorist organizations) that may

seek to acquire and/or use a nuclear weapon. Some of these state actors already

possess nuclear weapons and are recognized by the international community as

nuclear weapon states. Others do not yet possess nuclear weapons but desire

them, either for defense (through deterrence) or for use (against enemies). In

order to ensure that these actors do not unlawfully acquire nuclear weapons, it

is important that the global nuclear industry does its best to safeguard special

nuclear material (SNM), de�ned as plutonium, the isotope uranium-233, or the

isotope uranium-235, that could be used to develop nuclear weapons [4].

According to the International Atomic Energy Agency (IAEA), the objective of

nuclear safeguards is \to deter the spread of nuclear weapons by the early detection

of the misuse of nuclear material or technology" [1]. Most safeguards e�orts are
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focused on international safeguards at the state level, but it is also important to

examine domestic safeguards and ensure that diversion and misuse does not occur

at the facility level.

The purpose of this project is to develop a methodology that can quantita-

tively assess the e�ectiveness of domestic safeguards. This would be accomplished

by taking a pre-existing quantitative methodology and adapting it for domestic

safeguards to produce information about the probability of diversion from that

safeguards system.

Four methodologies were examined. The �rst methodology is the Diversion

Path Analysis (DPA). Developed in 1978 by the US Department of Energy (DOE),

it was designed to evaluate the risk of diversion of a safeguards system. DPA

was not chosen for two reasons: despite its use of mathematical formulas and

numerical values, it is strictly a qualitative methodology, and there is a distinct

lack of subsequent literature [3].

The second methodology is the Probabilistic Assessment of Safeguards E�ec-

tiveness (PASE) technique. Developed in 1991, it was a coordinated e�ort between

the IAEA and the Australian Support Programme to employ probabilistic meth-

ods in the design of nuclear safeguards for large reprocessing plants. The PASE

technique was not chosen for two reasons: it relies on a set of programs which

are not publicly available, and, like DPA, also has a distinct lack of subsequent

literature [5].

The third methodology is the Separations and Safeguards Performance Model

(SSPM). In 2012, Sandia National Laboratory published a report detailing SSPM,

which they developed for analyzing integrated safeguards and security systems. It

makes use of Matlab Simulink to track mass 
ow rates of nuclear material, model



3

MC&A and physical protection, and simulate diversion by a non-violent insider.

This would result in an analysis of the probability of diversion [6]. Comparisons

between SSPM and this project's methodology are further discussed in Section 4.2.

The fourth methodology is Probabilistic Risk Assessment (PRA), which is the

chosen methodology for this project. There are several reasons for this decision.

While the methodology can be applied in non-nuclear �elds, PRA was designed

with nuclear problems in mind. It is a reliable methodology that has provided

important, actionable safety insights and lessons, and the U.S. Nuclear Regulatory

Commission (NRC) encourages the use of PRA in all nuclear regulatory matters [7].

This project seeks to take PRA, normally used for nuclear safety analysis, and apply

its methodology to nuclear security in order to assess the vulnerabilities of a given

process or system to diversion of special nuclear material.

For this project, PRA is performed using the SAPHIRE program and the results

are processed in Python [8]. SAPHIRE is recognized in the nuclear industry as

a reliable tool for performing PRA. Python is a powerful programming language

used by professionals all over the world. These two software tools and their speci�c

functions for this project are brie
y described in this chapter.

1.1 Literature Review

This section is intended to provide some background on both nuclear safeguards

and PRA and discuss the tools used to apply PRA to nuclear safeguards. A brief

history of nuclear safeguards and PRA is given, followed by a discussion of their

signi�cance to the project. Finally, the use of SAPHIRE, Python, and DPA in this

project is described.
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1.1.1 Nuclear Safeguards

The concept of nuclear safeguards began with Eisenhower's \Atoms for Peace"

speech in 1953, and the subsequent birth of the IAEA in 1957 marks the beginning

of global nuclear security. As an organization independent from the United Nations,

the IAEA's mission is two-fold: promote the growth of peaceful uses of nuclear

technology and suppress the spread of military uses of nuclear technology [9]. This

mission was greatly enhanced by the signing of the Treaty on the Non-Proliferation

of Nuclear Weapons (NPT) in 1968. A total of 191 member states of the U.N. joined

the NPT, mutually agreeing to do their part to prevent the growth and spread of

nuclear weapons.

Although it was never universally accepted (four members of the United Na-

tions have never agreed to the NPT and one member has withdrawn from it), more

countries have rati�ed the NPT than any other non-proliferation agreement [10].

The NPT attempts to further the peaceful uses of nuclear technology while lim-

iting the growth of nuclear arms. Speci�cally, nuclear weapon states (NWS) will

not \transfer to any recipient whatsoever nuclear weapons . . . and not in any way

to assist, encourage, or induce any non-nuclear-weapon State to manufacture or

otherwise acquire nuclear weapons" [11]. Non-NWS will not \receive the transfer

from any transferor whatsoever of nuclear weapons . . . not to seek or receive any

assistance in the manufacture of nuclear weapons" [11]. In addition, each state

agrees to accept nuclear safeguards in order to prove to the other members of

the Treaty that they are properly adhering to their obligations. The IAEA would

make individual agreements with each state, dependent on their respective levels

of nuclear technology and expertise, to ensure that each state would have fair and

thorough safeguards [11].
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Since then, the IAEA safeguards system has evolved to become a critical part

of global nuclear security. In 2017, 181 states had some level of safeguards agree-

ment with the IAEA. 127 states had both comprehensive safeguards agreements

(CSAs) and additional protocols (APs) in place, while 46 states had CSAs but

no APs. The 5 NWS had voluntary o�er safeguards agreements and APs in

place, and the remaining 3 states chose to maintain the old safeguards agreement

based on INFCIRC/66/Rev.2, a document that detailed the IAEA's safeguards

system in 1968 [12]. A CSA is a formal agreement between a state and the IAEA,

where the state agrees to accept IAEA safeguards for all peaceful nuclear activities

and the IAEA will verify that nuclear material is not diverted to make nuclear

weapons [13, 14]. An AP is a document that complements a CSA by granting

additional tools and power to the IAEA and signi�cantly improving its ability to

inspect and verify [15]. CSAs and APs serve the purpose of legally granting access

to the IAEA to inspect the nuclear facilities, which in turn provide a neutral third

party that can con�rm that a state is acting in line with the NPT. It should be

noted that CSAs are only made by non-NWS, as they are intended forpeaceful

nuclear activities. NWS instead have made voluntary o�er safeguards agreements,

which applies to facilities the state has voluntarily o�ered for safeguarding and

the IAEA has selected for the application of safeguards. This distinction allows

NWS to protect military nuclear secrets while still ful�lling their obligations to the

NPT [14].

The IAEA de�nes safeguards as a set of technical measures that help the IAEA

to independently verify a state's legal obligation to the NPT. The implementation

of IAEA safeguards follows an annual cycle with four main processes, shown in

Figure 1. The �rst process is the collection and evaluation of safeguards-relevant
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information, which the IAEA reviews to evaluate a state's consistency with its

declarations about its nuclear program. The second process is the development of

a safeguards approach for the state, including measures to achieve the technical

objectives for veri�cation. The third process is the planning and execution stage,

where the IAEA develops a plan specifying the safeguards activities for both the

state and the IAEA, implements the plan, and reevaluates the plan if adjustments

are necessary. The fourth (but not �nal) process is the analysis stage, where the

IAEA makes conclusions about the state's ful�llment of its legal obligation to the

NPT and provides credible assurance that the state is abiding by its obligations [1].

This de�nition of safeguards covers safeguards measures at the state level, or

Figure 1: Main steps in safeguards implementation [1]

international safeguards. For the U.S. in particular, there is a second de�nition

of safeguards. The NRC de�nes domestic safeguards as \ensuring that special

nuclear material within the United States is not stolen or otherwise diverted from

civilian facilities for possible use in clandestine �ssile explosives and does not pose
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an unreasonable risk owing to radiological sabotage" [16]. The focus of the research

described in this thesis falls within this context of \domestic safeguards".

A system of safeguards can be divided into three basic subsystems: physical

protection, material control, and material accountability. Physical protection cov-

ers measures such as mechanical or electronic locks and doors. Material control

consists of instrumentation, such as seals, cameras, and detectors, to detect and

prevent unauthorized movements of nuclear material. Material accountability in-

volves thorough documentation of permitted movements and inventories of nuclear

material in order to detect if nuclear material is being diverted. By comparing the

inventories with the records, it is possible to detect diversion of nuclear material.

If diversion is detected, the records can provide accurate information to aid in its

timely location [17].

Nuclear safeguards �ll an important role in modern society. The threat of

nuclear weapons is not to be taken lightly, and numerous measures have been

taken to reduce the possibility of a nuclear detonation. However, the nature of

nuclear security implies that these measures are untested and unproven; qualitative

only, as we have no publicly known occurrences of attempted theft. We cannot be

con�dent that these safeguards can detect or prevent diversion if we do not have

any historical data on their e�ectiveness. In order to answer that question, we will

brie
y examine the history of nuclear safety, which ran into the same concerns in

its early stages of development.

1.1.2 Di�culties of Early Nuclear Safety Analysis

The development of PRA had a rocky start. In 1953, General Electric Han-

ford's statistics director wrote a memorandum proposing a probabilistic approach
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to safety. It described a \chain of events" of small malfunctions and mistakes in

a reactor that could lead to an accident occurring. These events could be indi-

vidually examined and then combined to obtain the probability of that accident.

However, GE struggled with their research, and it wasn't until the late 1960s when

the development of this approach made some headway. At this time, the nuclear

industry became interested in fault trees, which was a relatively new methodology

that had seen use in the aerospace and airline industries. GE changed tracks and

started researching how to apply fault tree analysis for nuclear safety [18].

As research of fault trees progressed, problems with their application in the

nuclear �eld were observed. Due to the infancy of the method, the numbers used

in fault trees had very large uncertainties. This led many people in the nuclear

industry to have doubts about the reliability of the technique [18]. Even the WASH-

740 report in 1957, the �rst report about the risk of a civilian nuclear power plant,

had dramatically large ranges for the estimated casualties and �nancial costs due

to uncertainty [19]. This uncertainty came from the lack of reliable or quantitative

science, forcing the analysis to be based o� expert judgment and opinion. The

disappointing results of the WASH-740 report led to a follow-up study that was

known as WASH-1400 [18].

WASH-1400, also known as the \Reactor Safety Study" or the \Rasmussen Re-

port", introduced the methodology that would later develop into PRA. WASH-1400

built on its predecessor's methodology by incorporating event trees. WASH-740 re-

lied solely on fault trees, which could not su�ciently characterize complex accident

sequences. By making use of event trees, WASH-1400 was able to rectify this issue.

This enabled WASH-1400 to make su�ciently satisfactory conclusions about the

risk that nuclear power plants posed to the public [20]. However, WASH-1400 still
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su�ered from the same problems of insu�cient supporting data and large uncer-

tainties in the probability estimates used, which remained a major criticism [18].

In response to this, the WASH-1400 stated that there is a di�erence between relia-

bility assessment, which relies on highly accurate data, and risk assessment, which

does not. In risk assessment, the objective is not theabsolutemagnitude of risk,

but the relative magnitude of risk compared to the normal level of risk. The reason

it is su�cient to use data with any level of accuracy is because the results must be

examined \to see if they are meaningful" [20].

1.1.3 Probabilistic Risk Assessment

PRA is a systematic methodology used to assess the risk of mechanical failure

in a given system [2]. Risk is de�ned by the NRC as the probability of an accident

and the consequences of the accident if it occurs [21]. PRA can be simply described

as a risk assessment methodology that answers three basic questions:

1. What are the possible steps that can lead to an undesirable outcome?

2. What is the probability or likelihood of an undesirable outcome occurring?

3. If an undesirable outcome occurs, what are the potential consequences?

The PRA method involves creating a model of a mechanical system, asking

these three questions, and determining the answers. Once these questions are

thoroughly answered, the risk of the system is known and its vulnerabilities are

identi�ed [2].

There are several bene�ts to using PRA for risk assessment. PRA provides

a consistent, quantitative measure of the risks in a given system. It considers

both mechanical in
uences and human reliability when assessing risk and explicitly
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includes uncertainty when performing calculations. It also presents a measure

we can use to compare and rank the absolute or relative importance of system

components, allowing the comparison of two or more systems that are signi�cantly

di�erent. All of these allow PRA to provide a quantitative way to judge the overall

health and safety of an engineered system [2].

PRA has three levels which di�er in the scope of the analysis. A Level 1 PRA

looks only for the probability or frequency of an accident. A Level 2 PRA considers

the immediate short-term e�ects that happen if an accident occurs. A Level 3 PRA

includes an analysis of the long-term consequences that may occur as a result of

the e�ects [22]. For nuclear power plant applications, a Level 1 PRA evaluates the

probability of core damage. A Level 2 PRA enhances a Level 1 PRA by considering

radioactivity and the operation of the containment system in order to estimate the

the amount and type of radioactivity release from containment, i.e. containment

failure. A Level 3 PRA takes this information, the material release magnitude,

and examines the o�site consequences, e.g. dose to the public, early and cancer

fatalities, contamination of the land, etc [22,23]. Since the purpose of this project

is to adapt a Level 1 PRA methodology, the remainder of this section will go into

more detail about Level 1 PRA but not Level 2 or Level 3 PRA.

A Level 1 PRA is made up of three types of components: initiating events,

event trees, and fault trees. An initiating event is an event that triggers a response

from the system and has the potential to progress into an accident. There can be

multiple initiating events for a single system, and each one needs to be analyzed

in order to accurately assess the risk [22].

An event tree shows the various accident sequences that stem from a single

initiating event. It also designates the state of the system at the end of each
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accident sequence. Each of the system's components is represented on the event

tree, and the reliability of each component contributes to the probabilities of the

accident sequences. An event tree's overall purpose is to show how an initiating

event can progress into an accident [22].

Figure 2: Sample Event Tree [2]

Figure 2 is a sample event tree. The events are as follows:

RP = Operation of the reactor-protection system to shut down the reactor

ECA = Injection of emergency coolant water by pump A

ECB = Injection of emergency coolant water by pump B

LHR = Long-term heat removal

The model begins at the initiating event A and progresses from left to right. At

each branch, a decision is made about whether this event occurs, depending on

the component's reliability. If the component successfully functions (i.e. the event

does not occur), the sequence moves upwards. If the component fails to function

(i.e. the event occurs), the sequence moves downwards. This continues until the
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sequence reaches the end of the tree.

Each sequence has a logical representation and an overall system result, or

endstate. The sequence logic indicates whether or not an event has occurred, and

the endstate indicates whether the overall system has succeeded or failed. For

example, the probability of sequence 1 is

A � B � C � E

which can also be stated as the occurrence of event A and the non-occurrence of

events B, C, and E. This sequence leads to a successful result, meaning the system

has not been compromised.

Figure 3: Sample Fault Tree [2]

A fault tree models the functions and response of a operation to calculate the

probability of that operation failing through the use of logic gates. Figure 3 is an

example of a fault tree. Fault trees can be used qualitatively to show the possible
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combinations of component failures that cause the overall operation to fail. They

can also be used quantitatively to calculate the probability of the operation failing.

The purpose of a fault tree is to determine the overall probability of failure of a

system based on the probabilities of failure of its components [22].

Fault trees can incorporate both mechanical and human components. Graphi-

cally, they make use of various symbols to indicate the logic at each of its branches.

A list of some symbols is shown in Figure 4.

There are three types of symbols: events, gates, and transfers. Events are the

component failures that can contribute to the occurrence, or failure, of the top

event. The term \top event" is used to di�erentiate the operation being modeled

from \basic events", which are the various components within the operation. Gates

prevent the further development of events unless a condition speci�c to the gate,

its logic, is ful�lled. Transfers indicate that the section of the fault tree is devel-

oped elsewhere. This can be used to represent duplicate branches or to indicate a

complex branch that bene�ts from having its own fault tree for evaluation.

A completed fault tree can be analyzed and divided into cut sets. Cut sets are

collections of basic events that, when they occur, cause the top event to occur. A

minimal cut set is the smallest possible collection of basic events, such that each

event is necessary in order for the top event to occur. For example, the minimal cut

sets from the earlier example aref T-1g, f V-1g, f P-1, V-3g, and f P-1, V-5g [22].

Cut sets are important for identifying and delineating combinations of basic

events that cause failure, which may be more di�cult to notice in complex fault

trees. This also allows us to recognize common causes, where a single condition

or event causes multiple basic events. This knowledge helps us locate vulnera-

bilities in the system, both quantitatively and qualitatively, as probabilities are



14

Figure 4: List of Fault Tree Symbols [2]
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calculated from cut sets and design 
aws can be identi�ed when similar cut sets

are compared [22].

In PRA, fault trees are used to determine the failure probabilities of events in

an event tree. Cut sets can be used in the event tree's sequence logic to determine

the exact ways each endstate is formed. For example, if event B has 5 cut sets,

event C has 2 cut sets, event D has 3 cut sets, and event E has 6 cut sets, the list

of cut sets for sequence 4 would be

A � C1 � E1

A � C2 � E1

A � C1 � E2

A � C2 � E2

A � C1 � E3

A � C2 � E3

and so on, where each variable would be replaced by the respective groups of

component failures. Each sequence has a set of cut sets that lead to its endstate,

and would be listed in a report for further analysis.

Probabilistic risk assessment is a straightforward methodology that can provide

reliable results. While the bulk of the work lies in developing the event and fault

trees, depending on their complexity, performing the actual assessment may be

very time-consuming and tedious work. The use of computer processing power

allows for the tedious work to be done by machines, making the overall process

easier and faster.
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1.1.4 Introduction to SAPHIRE and Python

SAPHIRE is a computer program designed to perform PRA. SAPHIRE stands

for \Systems Analysis Programs for Hands-on Integrated Reliability Evaluations".

It was designed for the Nuclear Regulatory Commission by the Idaho National

Laboratory, who continue to develop the software. SAPHIRE facilitates the work

needed to perform a PRA by taking advantage of computer processing power to cre-

ate graphical event and fault trees and signi�cantly reduces the analysis time [24].

A user can supply the basic event data and build the event trees and fault trees,

and then make the computer solve the trees, perform uncertainty analyses, and

generate reports for further analysis. While SAPHIRE was designed with nuclear

applications in mind, the program is 
exible enough to be used to analyze any

complex system, facility, or process [8].

SAPHIRE can be used to perform a Level 1 PRA, a Level 2 PRA, or (to a

limited extent) a Level 3 PRA. It has numerous features and functions that aid in

the development of a PRA, which are listed below [8].

� Graphical fault tree construction

� Graphical event tree construction

� Rule-based fault tree linking

� Fast cut set generation

� Fault tree 
ag sets

� Failure data

� Uncertainty analysis

� Cut set editor, slice, display, and recovery analysis tools

� Cut set path tracing

� Cut set comparison
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� Cut set post-processing rules

� Cut set end state partitioning

� End state analysis

� User-de�ned model types

� User-de�ned basic event attributes

One of the key features of SAPHIRE is its ability to generate cut sets and cut

set reports. SAPHIRE is able to quickly generate and list cut sets from the model.

These lists can be �ltered to show certain cut sets that �t a speci�c criteria, such

as those from a particular fault tree, that reach a particular endstate, or have

a speci�ed probability or greater. Once the list of cut sets has been �nalized,

SAPHIRE can publish the list as a Cut Set Report to a variety of �le types. This

makes it possible to use the Cut Set Report for further analysis [25].

Python is a well-established, high-level programming language [26]. It is fast

and powerful, being able to \achieve superior results in signi�cantly shorter timescales"

when compared to other modern programming languages such as Java or C [27].

Python is simple, easy to learn, and easy to debug, making it particularly attrac-

tive for beginning programmers. Python supports all major operating systems and

supports modules and packages, allowing users to develop code for speci�c uses

and easily reuse or share software [26]. In this project, Python is used to handle

both the input and output data of SAPHIRE.

1.1.5 Diversion Path Analysis Methodology

DPA is an evaluation methodology developed by the DOE to rank and clas-

sify the operations of a nuclear-related process by the risk of diversion, or theft,

that each operation presents. It can \determine the vulnerability of the material
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control and material accounting (MC&MA) subsystems to the threat of SNM by

a knowledgeable insider" and evaluate the capability of the subsystems to detect

the loss of SNM. Using DPA, facility personnel can systematically determine:

� How, from a adversary's point of view, to covertly acquire SNM and conceal

the theft

� How soon, if ever, the theft would be noticed

� What modi�cations, if any, could eliminate or reduce the severity of the

vulnerability [3]

A DPA speci�cally addresses the diversion of SNM by a person who has access

to the process area and/or the material, i.e. an Insider. It is not meant to assess

the threat of diversion by an outside agent, the threat of sabotage to the facility,

or the threat of dispersal of the SNM. It also does not address the removal of the

SNM from the facility site; the fact that SNM can be removed from its authorized

location should be enough cause for alarm [3]. In this way, it is similar to a Level

1 PRA in that it is only concerned with the risk of an event occurring rather than

a Level 2 or Level 3 PRA, which considers the potential consequences of the event.

A DPA evaluates the MC&MA subsystems of a process but does not address

the physical protection subsystem. It presumes that physical protection methods

such as locks fail when an Insider employs deceit and/or stealth to divert SNM. It

also does not address diversion by upper-level management of the facility, as their

access to the MC&MA subsystems may provide them with the ability to completely

conceal any diversion and escape detection, thus going unnoticed by a DPA [3].

The DPA methodology consists of �ve stages, as shown in Figure 5. These

stages can be summarized as: learn and gather information about the process, ex-
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amine, organize, and classify the process and dividing it into smaller unit processes,

assess and analyze the risk of diversion from the unit processes, collecting and sort-

ing the results to determine the �ndings and recommendations, and documenting

everything into a �nal report [3].

The second and third stages are of particular importance. The \Process Char-

acterization" stage involves the division of the process into smaller unit processes

with the purpose of simplifying the following \Analysis" stage. A unit process

can be de�ned as a segment of the overall Process where: the SNM physically or

chemically changes; a material 
ow starts, ends, or merges with another 
ow; or

signi�cant material accounting information is generated. The description of each

unit process includes information on the material 
ows, the information 
ows, and

the personnel responsibilities involved in the unit process. Essentially, each unit

process needs to be fully and accurately described so that the analysis can be done

properly [3].

The \Analysis of Diversion Paths" stage involves the members of the DPA

team mentally stepping into the shoes of the adversary and looking for diversion

paths. No assumptions are made about the adversary's intelligence, motivation, or

rationality, only that the adversary believes they can successfully divert SNM. The


ow chart used to guide the DPA team is shown as Figure 6. Every component of

each unit process is examined in order by the DPA team to discern what, if any,

paths an adversary can use to divert SNM [3].

These paths are known as speci�c diversion paths (SDPs). Once an SDP is

identi�ed, the DPA team determines: the �rst abnormal situation (where the SNM

is recognized as missing) guaranteed to occur, the person who will observe that

abnormal situation; the maximum detection time for that abnormal situation, any
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Figure 5: Basic Steps of Diversion Path Analysis [3]
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