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Abstract: Regional estimation of potential forest productivity is important to diverse applications, including biofuels supply, carbon sequestration, and projections of forest growth. Using PRISM (Parameter-elevation Regressions on Independent Slopes Model) climate and productivity data measured on a grid of 3356 Forest Inventory and Analysis plots in Oregon and Washington, we evaluated four possible imputation methods to estimate potential forest productivity: nearest neighbour, multiple linear regression, thin plate spline functions, and a spatial autoregressive model. Productivity, measured by potential mean annual increment at culmination, is explained by the interaction of annual temperature, precipitation, and climate moisture index. The data were randomly divided into 2237 reference plots and 1119 target plots 30 times. Each imputation method was evaluated by calculating the coefficient of determination, bias, and root mean square error of both the target and reference data set and was also tested for evidence of spatial autocorrelation. Potential forest productivity maps of culmination potential mean annual increment were produced for all Oregon and Washington timberland.

Introduction

Forest productivity is of interest in a wide variety of applications and, correspondingly, is measured in a wide variety of ways. Net primary productivity of forests, i.e., the rate at which energy is produced by plants through photosynthesis in excess of energy used in respiration and maintenance, is a fundamental measure of productivity in ecology (Krebs 1985). Biomass productivity in forests is of increasing interest for biofuels production and is closely related to the rate of carbon sequestration, which is of importance to understanding climate change (Marland and Schlamadinger 1997). The potential for forested lands to produce wood over time, which is the focus of this paper, has long been of interest to foresters and is closely related to these other measures of forest productivity (Gower et al. 2001).

The temporal pattern of productivity for an even-aged stand after initiation appears as (i) a period of slow but increasing productivity as trees are established, (ii) an inflection point of maximum rate of productivity, and (iii) a period of decreasing productivity as the stand fully occupies the site (Moller 1947; McArdle et al. 1949). Maximum long-term wood productivity in managed even-aged forests is realized when rotation length is set to the time of culmination of mean annual increment (Davis and Johnson 1987). The potential mean annual increment (PMAI) of wood volume that occurs at this time of culmination is a measure of the maximum potential forest productivity at a particular site. It reflects the average annual productivity of wood volume that would be realized over the long term, if rotation lengths were chosen to maximize wood production. Maximum potential forest productivity is affected by species mix and silvicultural practices, such as thinning, fertilization, or brush treatment, as well as by the basic factors that determine site, such as soils and climate.

In the western US, potential forest productivity is assessed by the Forest Inventory and Analysis (FIA) program whereby site trees are selected to produce a site index for forested field plots. The site index is then used in combina-
In the Rocky Mountain states, it is common to use habitat gree days and mapped potential future changes in site index regression, generalized additive model, tree-based model, and France (Curt et al. 2001), Portugal (Fontes et al. 2003), and America. For these reasons, habitat typing was eliminated as has become more common. Monserud et al. (2008) esti-

Alternatives to using site index trees to estimate productive potential have been described in the published literature. In the Rocky Mountain states, it is common to use habitat typing to describe potential vegetation in the absence of disturbance (Pfister et al. 1977), which is frequently crosswalked to a site index or site class. The assumptions underlying habitat typing may limit general applicability (Cook 1996), and it is only available for portions of western North America. For these reasons, habitat typing was eliminated as a source for PMAI estimates for this study.

With recent advances in geographic information systems, mapping forest productivity over large geographic regions has become more common. Monserud et al. (2008) estimated a linear model of site index explained by growing degree days and mapped potential future changes in site index under climate change. Wang et al. (2005) compared site index predictions for a variety of methods (least-squares regression, generalized additive model, tree-based model, and neural network model), using stem-analysis of lodgepole site trees in Alberta. Nigh et al. (2004) created a suite of site index models, using weather data, PRISM data for precipitation, and site index data. Studies using multiple linear regression (MLR) to relate Douglas-fir productivity to geographic and climatic variables have been completed in France (Curt et al. 2001), Portugal (Fontes et al. 2003), and central Italy (Corona et al. 1998). Swenson et al. (2005) predicted site index for all of Oregon using a process-based 1 km² resolution growth model with FIA plot data (fuzzed coordinates), DAYMET weather inputs, and soil nitrogen.

As much of this past work uses nonspatial models, there is the potential for a spatial component in prediction error, as can be seen in errors such as those reported by Swenson et al. (2005). In contrast, Monserud et al. (2006) created a spatial model of site index for lodgepole pine (Pinus contorta Dougl. ex. Loud.) in Alberta using Hutchinson’s thin-plate smoothing splines with inputs of latitude, longitude, elevation, and site index. Expanding on the work of these earlier studies, we developed an autoregressive model to reduce the spatial component of prediction error and compared the model with thin-plate splining, such as those used by Monserud et al. (2006); nearest neighbour imputation; and the nonspatial multiple linear regression used by most previous researchers.

The objective of this study was to examine and identify the best practical method for using climatic variables to estimate PMAI for forested plots in Oregon and Washington. We also produced productivity maps for forested areas in both states that can aid forest managers in management decisions. Four different imputation approaches were evaluated: nearest neighbour (NN), multiple linear regression (MLR), thin plate splines (TPS), and a simultaneous autoregressive model (SAR).

**Methods**

**Data**

Data for this study were obtained from the FIA databases for Oregon and Washington. The FIA databases are part of the national inventory of forests for the United States. A tessellation of hexagons, each approximately 2400 ha in size, is superimposed across the nation, with one field plot randomly located within each hexagon. Approximately the same number of plots is measured each year; each plot has the same probability of selection. In the western US, plots are remeasured every 10 years. Each field plot is composed of four subplots, with each subplot composed of three nested fixed-radius areas used to sample trees of different sizes. Forested areas that are distinguished by structure, management history, or forest type, are mapped as unique polygons (also called condition-classes) on the plot and correspond to stands of at least 0.4047 ha in size. PMAI is calculated from the stand’s site index, which is itself calculated from the age and height of site trees (Hanson et al. 2002). For our study area, there were 4557 forested FIA plots measured between 2001 and 2006, with PMAI values calculated based on 27 different tree species. Of the 4557 plots with PMAI values, 74% were estimated from either Douglas-fir (Pseudotsuga menziesii (Mirb.) Franco), ponderosa pine (Pinus ponderosa C. Lawson), or western hemlock (Tsuga heterophylla (Raf.) Sarg.). PMAI, elevation, and species identifier for the 3356 forested FIA plots of these three primary species in Oregon and Washington plots were obtained from the FIA annual database.

Graphical analysis of plots with site trees of at least two different species from the 3356 FIA plots indicated an upward shift in the PMAI on plots where western hemlock site tree measurements were used, while PMAI showed no discernable trend on plots with both ponderosa pine and Douglas-fir site trees. This upward shift in PMAI on plots for which western hemlock trees were used is most likely due to the shade tolerance of the species. To account for this, an indicator variable for shade tolerance (ST) was used for plots with PMAI calculated from western hemlock trees.

We used normal monthly temperature and precipitation data for the period 1971-2000 produced by the parameter-elevation regressions on independent slopes model (PRISM). The PRISM data is provided on an 800 m grid, which produced differences between measured plot elevation and overlaid PRISM grid elevation of up to 350 m in the mountainous areas of Oregon and Washington. To account for changes in climate due to these elevation differences, we
utilized a process similar to that of Wang et al. (2006), where we created a scale-free interpolation process using a 90 m digital elevation model and PRISM temperature and elevation gradients of the larger 800 m grid. The result was a 90 m monthly climate grid. Like Wang et al. (2006), we used this procedure for temperature \( T \) only and used a simple distance weighting method for precipitation \( P \).

As a measure of moisture availability, we used climate moisture index (CMI), which is a measure of precipitation in excess of evapotranspiration (ET). Hourly shortwave incoming solar radiation (SR) was calculated based on Coops et al. (2000), utilizing latitude, longitude, slope, aspect, elevation, and the PRISM monthly maximum and minimum temperatures. These hourly values were then used to create monthly averages. The daily evapotranspiration in month \( m \), \( ET_m \), was calculated using the Hargreaves method as presented in Narongrit and Yasuoka (2003) as

\[
[1] \quad ET_m = 0.0135(T_m + 17.78)\frac{238.8}{595.5 - 0.55T_m}
\]

CMI is then calculated using the following equation:

\[
[2] \quad CMI = \sum_{m=1}^{mgs} [P_m - (days_m ET_m/10)]
\]

where \( mgs \) is the months in the growing season, \( P_m \) is the precipitation in month \( m \), \( days_m \) is the number of days in month \( m \), and \( ET_m \) is the daily evaporation in month \( m \). In this study, the growing season months are those that have growing degree days above 10°C.

Descriptive statistics for the geographic variables along with the climatic variables used in the models are given in Table 1 and maps are provided in Fig. 1. Correlation coefficients between selected variables are given in Table 2.

### Table 1. Summary statistics for Forest Inventory and Analysis plot data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
<th>Minimum</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMAI (m³·ha⁻¹·year⁻¹)</td>
<td>7.4</td>
<td>6.8</td>
<td>23.8</td>
<td>0.2</td>
<td>4.08</td>
</tr>
</tbody>
</table>

**Geographic**

- Latitude (°) | 45.4 | 45.3 | 49.0 | 42.0 | 1.98 |
- Longitude (°) | -121.6 | -122.1 | -116.5 | -124.7 | 2.02 |
- Elevation (m a.s.l.) | 808.2 | 777.4 | 2171.4 | 4.9 | 503.97 |

**Climatic**

- Temperature (°C) | 8.4 | 8.5 | 13.7 | 0.8 | 2.16 |
- Precipitation (cm) | 143.7 | 127.0 | 593.9 | 25.7 | 90.62 |
- CMI (cm) | -30.3 | -34.2 | 83.8 | -80.0 | 19.61 |

Note: PMAI, potential mean annual increment; CMI, climate moisture index; SD, standard deviation.

### Table 2. The correlation matrix for the data set.

<table>
<thead>
<tr>
<th></th>
<th>PMAI</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Elevation</th>
<th>Temperature</th>
<th>Precipitation</th>
<th>CMI</th>
<th>Shade tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMAI</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latitude</td>
<td>0.12</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Longitude</td>
<td>-0.60</td>
<td>0.30</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elevation</td>
<td>-0.68</td>
<td>-0.20</td>
<td>0.63</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>0.55</td>
<td>-0.25</td>
<td>-0.67</td>
<td>-0.83</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.62</td>
<td>0.10</td>
<td>-0.63</td>
<td>-0.50</td>
<td>0.39</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMI</td>
<td>0.60</td>
<td>0.29</td>
<td>-0.47</td>
<td>-0.45</td>
<td>0.22</td>
<td>0.84</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Shade tolerance</td>
<td>0.46</td>
<td>0.22</td>
<td>-0.21</td>
<td>-0.19</td>
<td>0.05</td>
<td>0.38</td>
<td>0.41</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: PMAI, potential mean annual increment; CMI, climate moisture index.
Fig. 1. Maps of the plot, climatic variables, and potential mean annual increment (PMAI).
of climatic variables ($T_i$, CMI, TP, $T^2$, $P^2$, ST) on plot $i$. The squared Euclidian distance, $\text{dist}_p$, between target plot $j$ and reference plot $i$ was calculated as

$$\text{dist}_p = \sqrt{\sum_{p=1}^{\text{No. of var}} \left(\frac{x_{ip} - x_{jp}}{x_p}\right)^2}$$

where $x_p$ is the value of climatic variable $p$ on plot $i$, $x_{ip}$ is the mean value of climatic variable $p$, and No. of var is the total number of climatic variables. One of the best aspects of the NN approach is that the PMAI imputed to the target plot did actually occur on a reference plot with similar climatic attributes.

Multiple linear regression

The linear regression model solves an equation for a set of parameters that minimize the squared errors of a dependent variable and its predicted value from the equation. Imputing PMAI using MLR consists of solving a linear regression for the reference plots and then using that equation to calculate a predicted value for the target plots. Unlike NN, the MLR approach may produce a PMAI value for the target plot that is inconsistent with both the target plot climatic attributes and any reference plot climatic attributes. The PMAI on references plot $i$, PMAI$_i$, are given by the MLR model:

$$\text{PMAI}_i = \beta_1 + \beta_2 T_i + \beta_3 \text{CMI}_i + \beta_4 \text{TP}_i + \beta_5 T^2_i + \beta_6 P^2_i + \beta_7 \text{ST}_i + \epsilon_i$$

where $\beta_1, ..., \beta_7$ are regression parameters, $i$ is the set of reference plots, and $\epsilon_i$ is a stochastic error on plot $i$. The model is solved using ordinary least squares (OLS), and the equation for predicting imputed PMAI for target plot $j$, PMAI$_j$, was

$$\text{PMAI}_j = \hat{\beta}_1 + \hat{\beta}_2 T_j + \hat{\beta}_3 \text{CMI}_j + \hat{\beta}_4 \text{TP}_j + \hat{\beta}_5 T^2_j + \hat{\beta}_6 P^2_j + \hat{\beta}_7 \text{ST}_j + \epsilon_j$$

Thin plate splines

TPS has been widely used for interpolating spatial data. TPS minimizes prediction error by a generalization of the standard MLR in which the parametric model is replaced by a suitable smooth nonparametric model (Hutchinson 2006). This is done by the process of generalized cross validation (GCV) in which each data point is singularly removed and the error for that point is estimated from a surface fitted to the remaining data (Hutchinson and Gessler 1994). These GCV estimated errors are then utilized to minimize the error in the final fitted surface. We used the ANUSPLIN version 4.36 (Hutchinson 2006) package to impute missing site productivity data. ANUSPLIN uses a set of data points, or knots, to create its interpolated surface. While typically ANUSPLIN will determine the best points in a data set to serve as knots, for our 30 replications, the randomly chosen reference plots were given to ANUSPLIN as the knots to use. We used five independent spline variables (latitude, longitude, $T$, CMI, and $P$) to generate a third-order spline over one surface. The output from ANUSPLIN is a grid, or raster map, which can then be overlaid with data points to impute values. Given that our data points were not on a grid, we used ANUSPLIN to predict PMAI for a one-cell grid at each of our data points. This eliminates any differences that may arise if the climate of the larger grid cell differs from that of the individual point to be imputed.

Simultaneous autoregressive model

Spatial autocorrelation is a frequent occurrence in spatial vegetative modeling, as nearby observations are more similar than if they had been selected at random. The result is that the OLS parameter estimates of the original models, while still unbiased, are no longer the most efficient. While testing for and correcting autocorrelation has been prevalent in the econometrics literature for decades, it is just recently gaining acceptance as a method for solving spatial models. In a SAR model, the error term is composed of two components: a stochastic error term and an error term that is a function of the neighboring data error terms. The MLR model described above was tested for the presence of spatial autocorrelation, and a SAR model was generated, where the PMAI on reference plot $i$, PMAI$_i$, is given by

$$\text{PMAI}_i = \beta_1 + \beta_2 T_i + \beta_3 \text{CMI}_i + \beta_4 \text{TP}_i + \beta_5 T^2_i + \beta_6 \epsilon_i$$

$$+ \beta_7 \epsilon_i$$

The model contains eq. 6 with the addition of the term $\rho u_i$; where $p$ is the autocorrelation correction parameter, and $u_i$ is the spatially autocorrelated error term (which would be the $u_i$ in eq. 6). The autocorrelated error term is a function of the lagged or neighbouring error terms, and for plot $i$, $u_i$ is given as

$$\text{PMAI}_i = (\beta_1 + \beta_2 T_i + \beta_3 \text{CMI}_i + \beta_4 \text{TP}_i + \beta_5 T^2_i + \beta_6 \epsilon_i)$$

Let $W_{i,p}$ be the vector of lagged terms for the variables $\epsilon_i$, $\text{CMI}_i$, $\text{TP}_i$, $T^2_i$, $\text{ST}_i$ on plot $i$. The lagged term for the PMAI for plot $i$, PMAI$_i$, is calculated as

$$\text{PMAI}_i = \sum_{k \in NW_i} w_k \text{PMAI}_k$$

$$+ \sum_{k \in NW_i} w_k \epsilon_k$$

where $NW_i$ is the neighboring window of observation (or plot) $i$. PMAI is the PMAI value of observation (or neighbor, plot) $k$ within the neighboring window. $\epsilon_k$ is the value of climatic variable $p$ of neighboring plot $k$, and $w_k$ is the weighting term for observation (or neighbor, plot) $k$. given as the inverse Euclidian distance between observation $i$ and its neighbor $k$. This distance is calculated using longitude and latitude decimal degrees, and the neighboring window is set to 0.5° (in all directions). The model is solved using nonlinear least squares.
Comparison of approaches

For each of the four imputation methods, the random separation of the data into target versus reference stands was repeated 30 times. Fit statistics commonly used by other authors are based on comparing observed with estimated values in the simulated target data set, particularly, the squared correlation between the actual and predicted values. The average difference, often called bias, and root mean squared error (square root of the average squared difference; RMSE) were often calculated. We calculated the fit statistics for each imputation method for the reference and target plots.

To evaluate the results for each simulation, coefficient of determination \( r^2 \), bias (average difference), and RMSE were calculated separately for both the reference and target data sets for each replicate as follows:

\[
\begin{align*}
\text{RMSE} &= \frac{\sum_{i=1}^{n} (\text{PMAI}_i - \hat{\text{PMAI}}_i)^2}{n} \\
\text{bias} &= \frac{\sum_{i=1}^{n} (\text{PMAI}_i - \hat{\text{PMAI}}_i)}{n} \\
\end{align*}
\]

where \( n \) is the number of plots in either the reference or target data set.

The mean, minimum, maximum, and standard deviation of each of these three statistics were summarized over the 30 sampling replications.

Analysis of spatial autocorrelation

Spatial autocorrelation is the correlation between the model's error term and the error term of nearby observations. The presence of spatial autocorrelation violates one of the assumptions of the classical linear regression model - that the disturbance term relating to any observation is not influenced by the disturbance term relating to any other observation. Some of the possible causes of spatial autocorrelation include measurement error, omitted variables, incorrect functional form, and incorrect data transformations. Autocorrelation in an OLS regression will still result in unbiased coefficient estimates; however, they may no longer be the most efficient unbiased estimators. This potential inefficiency would lead to standard errors that are no longer appropriate, and any hypothesis testing using these standard errors may be misleading. A commonly used measure of global spatial autocorrelation is Moran's \( I \). Like a correlation coefficient, the values of Moran's \( I \) vary from -1 to 1, depending on the direction and magnitude of the spatial autocorrelation. Negative values indicate dispersal and positive values indicate clustering.

The equation used to calculate Moran's \( I \) is given as follows:

\[
I = \frac{n \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (E_i - \bar{E})(E_j - \bar{E})}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (E_i - \bar{E})^2}
\]

where \( n \) is the number of plots in either the reference or target data set.

A Z score can then be calculated to represent the statistical significance of the \( I \) value. The Z score is given as

\[
Z = \frac{(I - (1-n))}{\text{SE}(I)}
\]

Results and discussion

Evaluation of imputation methods

Table 3 has the \( r^2 \), RMSE, and bias values for each of the modeling methods. The NN model performed the worst on this data set, with \( r^2 \) values of 0.50 and 0.49 and RMSE values of 3.14 and 3.15 m$^2$·ha$^{-1}$·year$^{-1}$ for the reference and target data sets, respectively. The MLR model had very similar performance on both the reference and target data sets with RMSE values of 2.45 and 2.46 m$^2$·ha$^{-1}$·year$^{-1}$, respectively, and an \( r^2 \) of 0.64 for both. Both the TPS and SAR models, which use additional information regarding each plot's error term, outperformed the simpler NN and MLR models. The TPS model had an \( r^2 \) of 0.71 for the reference data, while its \( r^2 \) for the target data fell by 2.6% to 0.69 for the target data. None of the other three models exhibited a drop in \( r^2 \).
from the reference to the target data of more than 0.5%. Likewise, the TPS model had a reduction of precision of 3.2%, as RMSE increased from 2.21 to 2.28 m³·ha⁻¹·year⁻¹ from the reference to the target data sets. The highest loss in precision among the other models was 0.7%. The top performing model for both the reference and target data sets was the SAR model with \( r^2 \) values of 0.74 and 0.73 and RMSE values of 2.09 and 2.11 m³·ha⁻¹·year⁻¹, respectively.

Among the four imputation methods examined, the NN method resulted in the widest range of bias for both the reference and target data sets (Table 3). The wide range of bias resulting from using the NN method has also been reported in estimating other variables, including stand density (LeMay and Temesgen 2005), stand tables (Eskelson et al. 2008), and abundance of cavity trees (Temesgen et al. 2008).

### Table 3. Average statistics from 30 replications.

| Imputation approach | Reference data set | | | | Target data set | | | |
|---------------------|--------------------|--------|--------|--------|----------------|--------|--------|--------|--------|
|                     | Average | Minimum | Maximum | SD | Average | Minimum | Maximum | SD |        |
| \( r^2 \)            | NN | 0.50 | 0.47 | 0.52 | 0.017 | 0.49 | 0.45 | 0.54 | 0.021 |
|                     | MLR | 0.64 | 0.62 | 0.66 | 0.008 | 0.64 | 0.61 | 0.67 | 0.016 |
|                     | TPS | 0.71 | 0.69 | 0.72 | 0.008 | 0.69 | 0.65 | 0.72 | 0.015 |
|                     | SAR | 0.74 | 0.72 | 0.75 | 0.007 | 0.73 | 0.70 | 0.77 | 0.013 |
| RMSE                | NN | 3.14 | 3.03 | 3.26 | 0.062 | 3.15 | 2.99 | 3.29 | 0.083 |
| | MLR | 2.45 | 2.36 | 2.50 | 0.026 | 2.46 | 2.35 | 2.62 | 0.052 |
| | TPS | 2.21 | 2.15 | 2.29 | 0.030 | 2.28 | 2.11 | 2.43 | 0.066 |
| | SAR | 2.09 | 2.04 | 2.14 | 0.024 | 2.11 | 2.01 | 2.22 | 0.049 |
| Bias                | NN | -0.005 | -0.090 | 0.058 | 0.036 | 0.004 | -0.206 | 0.252 | 0.107 |
| | MLR | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.009 | -0.176 | 0.129 | 0.073 |
| | TPS | -0.008 | -0.049 | 0.044 | 0.023 | 0.015 | -0.089 | 0.098 | 0.046 |
| | SAR | 0.000 | 0.000 | 0.001 | 0.000 | 0.017 | -0.132 | 0.109 | 0.067 |

**Note**: NN, nearest neighbour; MLR, multiple linear regression; TPS, thin plate splines; SAR, simultaneous autoregressive model.

Spatial autocorrelation

Spatial autocorrelation is a relationship between the error terms of nearby observations. We investigated the spatial relationship of the residuals of the four models, as presented in Fig. 2. We used Moran’s I to test for the presence of spatial autocorrelation. An important component of Moran’s I is the weighting of the observations. Weights are typically defined as a geographic window of influence, some sort of inverse distance function, or a combination of both. We employed both the commonly used inverse distance function as well as a window of influence, which we set at 0.5° of latitude and longitude. The window of influence was determined by examining the residuals from the NN, MLR, and TPS models. In particular, the 0.5° represents the approximate radius of the clusters of underestimation errors found on the far western border of Oregon and Washington and also that of the overestimation cluster found in the far southwest of Oregon in the three models.

Table 4 gives the Moran’s I value and Z scores for the four models for both the reference and target data sets. The NN, MLR, and TPS models all display significant clustering of the errors terms, corroborating what Fig. 2 showed. The MLR model has both the highest magnitude and most significant levels of spatial autocorrelation. The SAR model has significant but low levels of dispersion of the error term, as indicated by the -0.01 value of Moran’s I.

### Table 4. Moran’s I values for the four imputation methods.

| Imputation approach | Reference data set | | | | Target data set | | | |
|---------------------|--------------------|--------|--------|--------|----------------|--------|--------|--------|--------|
|                     | Average | Minimum | Maximum | SD | Average | Minimum | Maximum | SD |        |
| Spatial autocorrelation

Spatial autocorrelation is a relationship between the error terms of nearby observations. We investigated the spatial relationship of the residuals of the four models, as presented in Fig. 2. We used Moran’s I to test for the presence of spatial autocorrelation. An important component of Moran’s I is the weighting of the observations. Weights are typically defined as a geographic window of influence, some sort of inverse distance function, or a combination of both. We employed both the commonly used inverse distance function as well as a window of influence, which we set at 0.5° of latitude and longitude. The window of influence was determined by examining the residuals from the NN, MLR, and TPS models. In particular, the 0.5° represents the approximate radius of the clusters of underestimation errors found on the far western border of Oregon and Washington and also that of the overestimation cluster found in the far southwest of Oregon in the three models.

Table 4 gives the Moran’s I value and Z scores for the four models for both the reference and target data sets. The NN, MLR, and TPS models all display significant clustering of the errors terms, corroborating what Fig. 2 showed. The MLR model has both the highest magnitude and most significant levels of spatial autocorrelation. The SAR model has significant but low levels of dispersion of the error term, as indicated by the -0.01 value of Moran’s I.

Regional mean annual increment maps

Figure 3 contains the PMAI maps for the four imputation methods along with the actual plot PMAI values given in Fig. 1. As seen on the map, in general, the regression techniques of the MLR and SAR methods produced much smoother transitions between the PMAI classes. The NN map has the least smooth PMAI class transitions, as each individual pixel is assigned a class independent of the neighbouring pixel values. The overestimation of PMAI in the southwest of Oregon (as seen in Fig. 2) for both the NN
Table 4. Average spatial autocorrelation statistics for 30 replications.

<table>
<thead>
<tr>
<th></th>
<th>Reference data set</th>
<th></th>
<th>Target data set</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>Minimum</td>
<td>Maximum</td>
<td>SD</td>
</tr>
<tr>
<td>Moran’s I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>0.05</td>
<td>0.03</td>
<td>0.06</td>
<td>0.007</td>
</tr>
<tr>
<td>MLR</td>
<td>0.23</td>
<td>0.22</td>
<td>0.24</td>
<td>0.006</td>
</tr>
<tr>
<td>TPS</td>
<td>0.10</td>
<td>0.08</td>
<td>0.10</td>
<td>0.005</td>
</tr>
<tr>
<td>SAR</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.002</td>
</tr>
<tr>
<td>Z score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>10.3</td>
<td>7.0</td>
<td>14.1</td>
<td>1.7</td>
</tr>
<tr>
<td>MLR</td>
<td>51.1</td>
<td>48.8</td>
<td>54.4</td>
<td>1.3</td>
</tr>
<tr>
<td>TPS</td>
<td>21.6</td>
<td>18.6</td>
<td>23.5</td>
<td>1.2</td>
</tr>
<tr>
<td>SAR</td>
<td>-2.3</td>
<td>-3.1</td>
<td>-1.7</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Note: NN, nearest neighbour; MLR, multiple linear regression; TPS, thin plate splines; SAR, simultaneous autoregressive model.

Fig. 3. Potential mean annual increment (PMAI) maps for each imputation method.
and MLR models appears to be the result of high coastal PMAI values, which are not found in the TPS and SAR maps. Conversely, the underestimation of PMAI (from Fig. 2) at the mouth of the Columbia River on the western border of Oregon and Washington by the NN, MLR, and TPS models is abated by higher PMAI values in the region predicted by the SAR model.

Conclusions and recommendations

This study compared the performance of four techniques to impute site productivity based on climatic variables in the Pacific Northwest. Based on 30 random divisions of the data into reference and target data, the SAR model outperformed the NN, MLR, and TPS models in both $r^2$ and RMSE, while at the same time it had the lowest bias of the four modeling techniques. The SAR model also had the least problem with spatial autocorrelation, which was significant and visible in the error maps of the other three methods.

As concern over the impact of climate change leads to increased efforts to model climate change effects across the landscape, spatial modelers will need to become more sophisticated in their techniques. Inflated standard errors of coefficients estimated by OLS with spatial autocorrelation present in the model could lead to errors in interpreting the impacts on productivity of changes in climatic parameters, and entire regions mapped using the model could be prone to systematic errors. Methods such as the SAR model estimated in this study could prove invaluable in their ability to potentially identify regions more susceptible to climatic change. Elasticities of changes in productivity with respect to changes in climatic variables could be mapped, and statistical significance for those elasticities could be presented. Elasticities could also be paired with climate model data, such as the Special Report on Emissions generated for the 4th Assessment Report of the Intergovernmental Panel on Climate Change, to map and quantify changes in future productivity under various scenarios.
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### List of symbols

- **CM** growing season precipitation in excess of evapotranspiration, \( \text{mm} \)
- **E** prediction error of the models
- **ET** potential daily evapotranspiration, \( \text{mm} \cdot \text{day}^{-1} \)
- **L** lagged value indicator for SAR model
- **mgs** months of the growing season
- **n** number of plots
- **NW** neighborhood window for SAR model
- **P** annual precipitation, \( \text{mm} \)
- **Pm** total precipitation in month, \( \text{mm} \)
- **PMAI** potential mean annual increment at culmination, \( \text{m}^3 \text{ha}^{-1} \text{year}^{-1} \)
- **SR** incident solar radiation, \( \text{MJ} \text{m}^{-2} \text{day}^{-1} \)
- **ST** shade tolerance indicator variable, 0, 1
- **T** average annual temperature, °C
- **Tm** average temperature in month, \( \text{°C} \)
- **w** weight for SAR model
- **x** the vector of climatic variables \( (T, \text{CM}, TP, T2, p2, ST) \)