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Greenland ice core water isotopic composition (δ18O) provides detailed evidence for abrupt climate changes, but is by itself insufficient for quantitative reconstruction of past temperatures and their spatial patterns. We investigate Greenland temperature evolution during the last deglaciation using independent reconstructions from three ice cores and simulations with a coupled ocean-atmosphere climate model. Contrary to the traditional δ18O interpretation, the Younger Dryas period was 4.5±2 °C warmer than the Oldest Dryas, due to increased CO2 forcing and summer insolation. The magnitude of abrupt temperature changes is larger in central Greenland (9-14 °C) than in the northwest (5-9 °C), fingerprinting a North-Atlantic origin. Simulated changes in temperature seasonality closely track changes in the Atlantic overturning strength, and support the hypothesis that abrupt climate change is mostly a winter phenomenon.
The last deglaciation (~19-11 ka before present) is the most recent example of natural global warming and large-scale climate reorganization, providing an exceptional opportunity to study the interaction between different components of the climate system (1) and climate sensitivity to changes in radiative forcing (2). Much of the regional and global climate variability of this period can be explained as the superposition of two distinct modes (3, 4); a global increase in surface temperature related to increased radiative forcing (Fig. 1C), and an inter-hemispheric redistribution of heat associated with variability in the Atlantic meridional overturning circulation (AMOC) strength (Fig. 1D).

High resolution records of Northern Hemisphere (NH) high-latitude climate are provided by Greenland ice core water isotopic composition ($\delta^{18}O$ and $\delta D$), a proxy for local condensation temperature (Fig. 1A). Past water isotopic variations reflect site temperature ($T_{\text{site}}$) to first order (5), but are also influenced by changes to the atmospheric hydrological cycle, such as evaporation conditions (6, 7), moisture origin and transport pathways (8, 9) and precipitation intermittency or seasonality (10). Assuming a linear $\delta^{18}O$-$T_{\text{site}}$ relationship suggests that Greenland climate did not begin to warm until the Bølling onset (14.7 ka), lagging much of the globe and implying a negligible Greenland temperature response to increasing atmospheric CO2 (11-14). Such delayed Arctic warming is hard to reconcile with past sea levels and NH ice sheet extent that indicate substantial ice loss prior to the Bølling (15). This paradox is exemplified by lower Greenland Summit $\delta^{18}O$ levels during the Younger Dryas period (YD, 12.8-11.7 ka BP) than during the Oldest Dryas period (OD, 18-14.7 ka BP), despite the rise in boreal summer insolation (Fig. 1B) and a ~50 ppm increase in atmospheric CO2 (14, 16).

Accurate temperature reconstructions are required to improve our understanding of the mechanisms controlling Greenland climate during the last deglaciation, and to benchmark transient climate simulations (17, 18). Here we circumvent the issues that confound water isotope interpretation by using four independent temperature reconstructions from three ice cores (NEEM, NGRIP and GISP2) (Fig. 1G-I), which we combine with transient general circulation model (GCM) simulations (4, 16, 17). Our work provides a consistent picture of the temporal, spatial and seasonal trends in the Greenland surface temperature response to external (insolation) and internal (CO2, AMOC, ice topography) climate forcings during the last deglaciation.

Our primary $T_{\text{site}}$ reconstruction method utilizes gas phase $\delta^{15}N$-$N_2$ data (Fig. 1F), and the inversion of a dynamical firn densification model to find the $T_{\text{site}}$ history that optimizes the fit to the $\delta^{15}N$ data through an automated algorithm. The method builds on earlier $\delta^{15}N$ work, in which mostly the abrupt transitions were investigated (5, 19-21). Our approach also allows investigation of $T_{\text{site}}$ evolution between abrupt transitions, and robustly quantifies the uncertainty associated with the temperature reconstruction by exploring 216 combinations of densification physics and model parameters at each site. Details on the method are given in Figs. S1-S7 (22). For the NGRIP core, a second reconstruction method uses the temperature sensitivity of water isotope diffusion in the firn column (23). The isotope diffusion length is calculated along the core from high-resolution $\delta^{18}O$ data using spectral techniques. $T_{\text{site}}$ is estimated from the
diffusion length after accounting for firm densification, solid ice diffusion and thinning due to ice
flow. We perform a sensitivity study with 2000 reconstructions in which values of four key
diffusion model parameters are altered. Both NGRIP reconstructions agree within uncertainty,
and we therefore average the results. We further use transient climate simulations performed
with the coupled ocean-atmosphere Community Climate System Model version 3 (CCSM3),
which have been shown to correctly capture many aspects of deglacial climate history (4, 11, 16,
17). The CCSM3 model has an equilibrium climate sensitivity of 2.3°C for a doubling of CO$_2$
(T31 grid), which is within the range of IPCC estimates (24).

First, we investigate the temperature difference between the YD and OD periods. Our
reconstruction methods yield an ensemble of $T_{\text{site}}$ reconstructions for each site, and we bin the
results (Fig. 2A). For comparison, mean annual surface air temperature (SAT) changes from the
GCM simulations are marked in black on the horizontal axes. All four reconstructions show that
the YD period was warmer than the OD, on average by 4.5 ± 2°C (1σ uncertainty). This
contrasts with Summit δ$_{18}$O, which is more strongly depleted during the YD than the OD (12,
13). Our reconstruction is consistent with increased CO$_2$ and boreal summer insolation during the
YD relative to the OD (16), as well as NH non-ice core proxy synthesis results (Fig. 1E) that also
exhibit a positive YD-OD difference (11). CCSM3 reproduces our reconstructed YD-OD
warming well, simulating a 5.4°C YD-OD difference averaged over the sites. Transient
simulations with an Earth system model of intermediate complexity also find a ~5°C YD-OD
temperature difference (18). Our reconstructions are thus compatible with current understanding
of the role of CO$_2$ forcing on climate. Additional CCSM3 simulations in which the different
climatic forcings are isolated (4) suggest that the YD-OD warming due to greenhouse gas forcing
is about three times as large as the warming caused by increased insolation (Fig. S9). The $T_{\text{site}}$
reconstructions show a poleward enhancement of the YD-OD signal, with warming being largest
at the NEEM site. This spatial pattern is also captured in the CCSM3 model response (Fig. 2E).
While homogeneous Greenland warming is simulated in response to increased CO$_2$ or insolation,
changes in the Laurentide ice sheet topography induce atmospheric circulation changes which
affect N-Atlantic climate and can explain the observed spatial gradient (Fig. S9).

Second, we investigate the abrupt climatic events that are superimposed on the gradual warming
of the background climate; the magnitudes of the abrupt warming/cooling (∆T) at the Bølling
(14.7 ka), YD (12.8 ka) and Holocene (11.6 ka) onset are shown in Figs. 2B-D. At all sites ∆T is
larger at the Bølling transition than at the Holocene transition. For all three abrupt events ∆T is
smallest (5-9°C) in Northwest Greenland (NEEM) and largest (9-14°C) in central Greenland
(GISP2). This spatial gradient, which is not reflected in δ$_{18}$O, is also observed for several
Dansgaard-Oeschger events (19), suggesting it is a robust feature of abrupt climate change over
Greenland. CCSM3 fails to reproduce the timing of the Holocene transition, and underestimates
the ∆T magnitude of the Bølling and Holocene transitions by ~20%, and the magnitude of the
YD cooling by ~75%. Yet CCSM3 qualitatively captures the observed spatial ∆T gradient. In the
simulations, AMOC invigoration at the Bølling onset is associated with maximum SAT change
in the N-Atlantic (Fig. 2F) due to increased northward oceanic heat transport and an associated reduction in sea ice cover (Fig. S10). As a result, the simulated SAT changes are largest for ice core sites closest to the N-Atlantic (i.e., GISP2) and smallest in Northwest Greenland.

In the simulations, AMOC variations are induced by a freshwater forcing to the N-Atlantic, using a meltwater discharge scenario designed to be broadly consistent with available evidence of past sea level, ice sheet extent and meltwater routing (15). We recognize that processes other than freshwater may have contributed to, and perhaps even caused, the AMOC and sea ice variations of the deglaciation. Regardless of its cause, AMOC invigoration will result in N-Atlantic warming and a reduction in sea ice cover, which in turn affects the atmospheric circulation and Greenland SAT. Atmosphere-only GCM experiments of N-Atlantic sea ice removal under LGM conditions show a ΔT pattern qualitatively similar to that simulated by CCSM3, suggesting sea ice variability by itself may be sufficient to explain this pattern (25). The northward reduction in ΔT magnitude we reconstruct over Greenland is thus likely a fingerprint of the N-Atlantic origin of abrupt climate change, irrespective of the precise roles played by freshwater forcing and AMOC variations.

Our $T_{\text{site}}$ reconstructions provide annual mean temperatures, and to investigate seasonal temperature changes we turn to the CCSM3 simulations. Simulated Greenland temperature seasonality is strongly linked to AMOC strength and mean climate state, with large (small) seasonality during periods of weak (strong) overturning (Fig. 3B). Most of the seasonality signal is due to winter (DJF) SAT, which changes more than summer (JJA) SAT (Fig. 3A). The dominance of winter SAT is most clearly manifested during abrupt transitions, where simulated DJF ΔT (marked blue in Figs 2B-D) is much larger than JJA ΔT (orange). This contrasts with the (primarily CO2-forced) YD-OD warming, for which DJF and JJA warming are nearly identical (within 10% of the mean annual change). Our simulations thus support the hypothesis that abrupt climate change is mostly a winter phenomenon (25-28). In the simulations, reduced AMOC strength and attendant heat transport (such as during the YD and OD) results in an extensive N-Atlantic winter sea ice cover (Fig. S10). This extended sea ice, in turn, insulates the atmosphere from the moderating influence of the large oceanic heat capacity, resulting in extremely low winter SAT and increased temperature seasonality over Greenland. Because ablation of land based ice occurs primarily during summer months, summer SAT is the main control on continental ice volume (26). If AMOC variability mainly affects winter SAT, as suggested by the CCSM3 simulations, it has only a limited impact on margin positions and ice volume, which may in part explain the paucity of YD moraines found across Greenland (29) and the continued sea level rise across the OD and YD intervals (15). Our temperature reconstructions, as well as the strong AMOC-seasonality link we simulate, can inform efforts to understand and model Greenland ice sheet evolution during the deglaciation.

The independent reconstructions can be used to investigate non-temperature influences on $\delta^{18}O$. To this end we calculate the effective isotope sensitivity $\alpha_{\text{eff}} = \Delta\delta^{18}O_{\text{corr}} / \Delta T$, with $\Delta\delta^{18}O_{\text{corr}}$ the change in $\delta^{18}O$ (corrected for mean ocean $\delta^{18}O$) associated with temperature change ΔT (Fig.
3D). As in other studies (5, 19, 20), we find that $\alpha_{\text{eff}}$ varies both between sites and in time, showing the limitations of the $\delta^{18}$O paleothermometer. On average, $\alpha_{\text{eff}}$ at NEEM is closest to sensitivity values obtained from the present day spatial $\delta^{18}$O-$T_{\text{site}}$ relationship and Rayleigh-type distillation models (7). Going southwards $\alpha_{\text{eff}}$ decreases, reflecting an increasing net effect of non-temperature influences on $\delta^{18}$O. This meridional gradient in $\delta^{18}$O bias is further demonstrated by the Dye3 core in south Greenland (Fig. 3C), where the YD-OD $\delta^{18}$O anomaly is most pronounced. GCM simulations suggest that changes in precipitation seasonality most strongly affect South Greenland, in general agreement with the meridional $\alpha_{\text{eff}}$ gradient we observe (Fig. S11B). Moisture tracking in the CCM3 atmospheric GCM (8) furthermore suggests an increased relative contribution of (strongly distilled) Pacific vapor during the LGM, which is most pronounced at NEEM (Fig. S11A) – and consistent with the observed stronger glacial $\delta^{18}$O depletion at NEEM. The apparently stable and high $\alpha_{\text{eff}}$ values at NEEM may be caused by compensating $\delta^{18}$O biases, and do not necessarily imply a more faithful $\delta^{18}$O paleothermometer. Our $T_{\text{site}}$ reconstructions can be used in conjunction with GCM isotope modeling to unravel the ice core water isotopic signals ($\delta^{18}$O, deuterium-excess and $^{17}$O-excess), potentially providing constraints on atmospheric circulation changes during the last deglaciation.

In summary, our independent temperature reconstructions reveal the magnitude and spatial structure of deglacial Greenland temperature changes, for which $\delta^{18}$O by itself does not provide reliable, quantitative information. Our work demonstrates the role of CO$_2$ in forcing Greenland climate during the last deglaciation, shows a spatial pattern of the abrupt deglacial transitions that fingerprints a North Atlantic origin, and identifies an important connection between AMOC strength and temperature seasonality. These results provide a valuable target to benchmark transient climate model simulations, can help refine estimates of past climate sensitivity, and can provide realistic climate forcing for Greenland ice sheet models during the last deglaciation.
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Fig. 1. Paleoclimate records and Greenland temperature reconstructions for the last deglaciation. (A) Greenland Summit ice core $\delta^{18}O$ from GISP2 (blue) and GRIP (grey, offset by -3‰ for clarity). (B) June 21 insolation at 65°N. (C) Atmospheric CO$_2$ mixing ratios (14). (D) Bermuda rise (core OCE326-GGC5) $^{231}$Pa/$^{230}$Th as a proxy for AMOC strength (green) (30), and GCM AMOC strength (grey) in Sv (1 Sv = $10^6$ m$^3$ s$^{-1}$). (E) Surface temperature stacks for 30°N-60°N and North-Atlantic region (11). (F) GISP2 (blue, offset by +0.3‰ for clarity), NGRIP (purple, +0.15‰ offset) and NEEM (green) model fit to $\delta^{15}N$ data (black dots). (G-I) Greenland temperature reconstructions with ±1σ uncertainty envelope for GISP2 (blue), NGRIP (purple) and NEEM (green) and CCSM3 GCM output (grey) (16, 17).
Fig. 2. Spatial patterns in Greenland temperature change. (A) Temperature difference between YD and OD. (B) Magnitude of Bølling transition. (C) Cooling at YD onset. (D) Holocene transition. Stated uncertainties give 2σ standard deviation; GCM results are marked in black, orange and blue for mean annual, JJA and DJF, respectively. Published ∆T estimates (arrows) are from refs. (20, 31-33). NGRIP values in panels (A) and (C) are potentially impacted by an unexplained abrupt shift in the δ15N data (Section S1.6). Sensitivity studies suggest that if this shift is due to a calibration error, the δ15N-based YD-OD difference may be 2°C larger, and the YD cooling 2°C smaller in magnitude. (E-F) CCSM3 spatial SAT patterns for YD-OD (left panel) and Bølling transition (right panel). Dye 3 and Renland/Scoresby Sund locations are indicated with a white circle and diamond, respectively. NEEM, NGRIP, GISP2 and Dye3 are abbreviated as NM, NG, G2 and D3, respectively. Details on all evaluated time intervals is given in Table S1 (22).
**Fig. 3. Greenland isotopes and temperature seasonality.** (A) Simulated summer (JJA), winter (DJF) and mean annual temperatures (grey) relative to present day at Scoresby Sund (see Fig. 2F), the site studied by Denton et al. (26). (B) CCSM3 temperature seasonality JJA-DJF (grey) and AMOC strength in Sv (turquoise). (C) $\delta^{18}$O of four Greenland ice cores corrected for mean oceanic $\delta^{18}$O, relative to present day $\delta^{18}$O. (D) Effective isotopic temperature sensitivity for GIPS2 (blue dots), NGRIP (purple) and NEEM (green), with present day spatial isotope sensitivity (0.69 ‰ K$^{-1}$) and Rayleigh-type distillation model prediction (0.88 ‰ K$^{-1}$) (dashed lines).
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S1: Methods: reconstructing Greenland temperature from $\delta^{15}$N

Diffusive transport in the firn column alters the isotopic composition of molecular nitrogen ($\delta^{15}$N-N$_2$) relative to the overlying atmosphere through gravitational and thermal fractionation (34-38). The latter is commonly used to estimate the magnitude of temperature change at abrupt climate transitions (5, 19, 21, 31-33, 38-40). The gravitational fractionation contains temperature information as well because firn densification is temperature dependent. However, uncertainties in firn densification physics, past convective zone thickness (37, 41) and other modeling parameters make interpretation more challenging. Here we use an inverse method to estimate past temperatures from both thermal and gravitational fractionation of the nitrogen isotopic composition in N$_2$ ($\delta^{15}$N), combined with a sensitivity study to incorporate uncertainties. This approach allows us to estimate relative temperature changes over abrupt transitions, as well as absolute temperatures. Our approach is similar to a recent work at NGRIP (20), but uses three ice coring sites, is highly automated, optimized for the deglaciation, and deals with modeling uncertainties in a more robust way.

S1.1 Data description

The $\delta^{15}$N-N$_2$ data from GISP2 and NEEM were measured at Scripps Institution of Oceanography and the University of Rhode Island (USA), following procedures described in detail elsewhere (42, 43). In short, air was extracted from 10-15 g ice samples using a melt-refreeze technique, and analyzed using dual inlet isotope ratio mass spectrometry (IRMS). Routine analytical corrections are applied. Reported values are replicate averages. NEEM and GISP2 $\delta^{15}$N data are a combination of new and previously published data (21, 32, 33, 44, 45). The $\delta^{15}$N-N$_2$ data from
NGRIP were measured at the University of Bern (Switzerland) using a continuous melt, continuous flow IRMS method (46), and published previously (20). Analytical precision is around 0.005‰ and 0.02‰ for the Scripps and Bern data, respectively. NGRIP δ¹⁵N data differ from the NEEM and GISP2 time series by showing a very pronounced 0.04‰ jump within the relatively stable YD (Fig. S7B); we discuss this in more detail in section S1.6.

NGRIP and GISP2 δ¹⁸O data were published and described elsewhere (47, 48). NEEM water stable isotope (δ¹⁸O) data were measured on 0.55m samples (so-called bag mean) jointly at the Centre for Ice and Climate, Niels Bohr Institute (Denmark) and at Laboratoire des Sciences du Climat et de l'Environnement in Saclay (France), using standard IRMS techniques. Reported values are the averages of both laboratories. NEEM bag mean δ¹⁸O data covering marine isotope stage (MIS) 5e were published elsewhere (49). Analytical precision is better than 0.1‰. For the isotope diffusion $T_{site}$ reconstruction method high resolution (5 cm) NGRIP δ¹⁸O data were used (23); such data are currently not available for the other coring sites.

S1.2 Firn model description

We use a coupled firn densification- heat diffusion model with three different descriptions of densification physics: a dynamical version of the Herron-Langway model (50), the Pimienta-Barnola model (51, 52) and the Arnaud model (31, 53). The model has 0.5 m spatial depth resolution down to 1000 m, the lower model boundary (54). The heat diffusion model uses a Crank-Nicolson scheme to numerically solve the heat diffusion-advection equation and a zero temperature gradient lower boundary condition. The densification and heat diffusion modules have 2 and 0.4 year time steps, respectively; reducing the densification time step to 1 year does not change the output. Δage and δ¹⁵N are simulated at 4 year resolution. Following Schwander et al. (54), we use a lock-in density that equals the mean close-off density (55) minus 14 kg m⁻³.

Gas ages are calculated using an empirical parameterization based on firn air measurements from 10 sites in the Arctic and Antarctic (56). The model allows for including softening of firn with impurity content, as suggested by recent work (57).

The forward model uses time series of site temperature ($T_{site}$) and accumulation ($A$) as an input, and generates δ¹⁵N and Δage (the ice age-gas age difference) as an output (Fig. S1). We run the model inversely, where we ask the model to find the $T_{site}$ and $A$ history that best fits the δ¹⁵N data (i.e., both the thermal and gravitational components). The initial guess of $T_{site}$ is based on δ¹⁸O. The initial guess for $A$ is taken from Cuffey and Clow (1997) for GISP2 (12); for NEEM and NGRIP we use annual layer thickness inferred from the GICC’05 depth-age scale corrected for ice flow using a 1-D Dansgaard-Johansen flow model (58-60).

The model makes adjustments to both input functions in order to minimize the root mean square deviation with the δ¹⁵N data:
\[
\text{RMSD} = \left( \frac{1}{N} \sum_{i} \left( \frac{d_i - m_i}{\sigma_i^2} \right)^2 \right)^{\frac{1}{2}}
\]  

(S1)

where \(d_i\) are the data, \(m_i\) the interpolated modeled values at the same depth, \(\sigma_i\) the data uncertainty (0.01 \(\%_o\) at NEEM and GISP2, and 0.02 \(\%_o\) at NGRIP) and \(N\) the total number of data points. For each given model configuration the forward model is run 200 times to reach a final solution; the RMSD does not decrease significantly by further increasing the number of model iterations. The same model and inverse method were used elsewhere to derive the ice age-gas age difference (\(\Delta\text{age}\)) for the deep NEEM ice core (59).

S1.3 Adjustment of \(T_{\text{site}}\) and \(A\) scenarios

Let \(T_{\text{init}}\) and \(A_{\text{init}}\) be the initial guess for the temperature and accumulation history of the site, respectively. The final reconstructions are described by:

\[
T_{\text{site}}(t) = T_{\text{init}}(t) \cdot [1 + f_T(t)] \\
A(t) = A_{\text{init}}(t) \cdot [1 + f_A(t)]
\]  

(S2)

Our optimization procedure consists of finding the functions \(f_T\) and \(f_A\) that minimize Eq. (S1). The procedure is illustrated in Fig. S2. We use two series of coefficients, \(\{a_i\}\) and \(\{b_i\}\) to adjust \(f_T\) and \(f_A\), respectively. At the indicated times the \(f_T\) and \(f_A\) functions are set to equal these coefficients; for the intervals between the time points we linearly interpolate (Figs S2B, C). Through this procedure the problem of adjusting the \(T\) and \(A\) histories is reduced to adjusting a limited number of coefficients. Coefficient \(a_4\) is omitted for the GISP2 site where \(\delta^{15}\text{N}\) data is absent during much of the Bølling-Allerød (B-A) interval; coefficient \(b_7\) is set to equal \(b_6\) at NEEM where \(\delta^{15}\text{N}\) data is absent for the OD interval. In this way the procedure has 5 (6) degrees of freedom to adjust the temperature history at GISP2 (NEEM and NGRIP), and 6 (7) degrees of freedom to adjust the accumulation history at NEEM (GISP2 and NGRIP). Note that the coefficients \(\{a_i\}\) were selected to allow the procedure to adjust all major climatic transitions of the deglaciation. The values \(\{a_i, b_i\}\) are optimized in an automated gradient method.

\(T_{\text{init}}\) (in K) was found by converting \(\delta^{18}\text{O}\) to temperature using a sensitivity \(\alpha_{\text{init}} = 0.43, 0.45\) and 0.51 \(\%_o\) K\(^{-1}\) for GISP2, NGRIP and NEEM, respectively. The \(\alpha_{\text{init}}\) values were chosen manually to provide a good model fit to \(\delta^{15}\text{N}\) during the three abrupt cooling events within the B-A period, and agree with published calibrated sensitivities of the paleo-thermometer (12, 19-21, 40, 61). It is important to point out that our choice of \(\alpha_{\text{init}}\) does not influence the key climatic transitions we evaluate in Fig. 2 of the main text: their magnitude is determined by the optimization procedure. These \(\alpha_{\text{init}}\) values fall within the range of \(\alpha_{\text{eff}}\) values we derive in the main text (Fig. 3D), and show the same meridional gradient. We apply a moving average to the \(\delta^{18}\text{O}\) timeseries to reduce noise.

As described above, our initial accumulation estimate \(A_{\text{init}}\) is based on annual layer thickness estimates and ice flow modeling. These estimates have two main sources of uncertainty. First,
layer counting over this interval is complicated by strong changes in dust loading (by about an order of magnitude) between stadial and interstadial climates. The counting error estimated for the late glacial period is about 5% \( (58, 62) \). Second, the layer thinning function due to ice flow is derived from simplified 1-D models and is poorly constrained. Borehole logging shows a strong relationship between ice deformation and dust loading \( (63) \), yet variations in ice rheology are not included in the modeling. Also elevation changes, ice divide migrations and other glaciological complications are not included. Our \( A \) reconstructions require a reduced glacial accumulation (10-25% reduction between the sites) compared to estimates from layer thinning, in agreement with findings from other \( \delta^{15} \)N modeling work \( (5, 19, 20, 31) \).

S1.4 Sensitivity study

To incorporate the uncertainties inherent to firn modeling we use an ensemble approach where we reconstruct \( T_{\text{site}} \) for a realistic range of model parameters. We examine the five most important sources of uncertainty:

1. Model physics (3×). We use three different physical descriptions of the densification process: a dynamical version of the Herron-Langway model \( (50) \), the Pimienta-Barnola model \( (51, 52) \) and the Arnaud model \( (31, 53) \). Implementing the first stage of densification \( (\rho < 550 \text{ kg m}^{-3}) \) in the Arnaud model proved unsuccessful after several attempts, so for this first stage we use the Herron-Langway description instead; note that this is a small part of the firn column, and does not significantly influence the results.

2. Convective zone (CZ) thickness (4×). The first three scenarios have a static CZ of 0 m, 4 m (roughly present day NEEM conditions \( (64) \)) and 8 m (twice the present day). Following suggestions that CZ thickness depends on \( A \) \( (41, 65) \), we additionally use a scenario where the CZ thickness is given by \( (12-100 \cdot A) \); whenever \( (12-100 \cdot A) \) would be negative, the CZ thickness is set to 0 m instead. This scaling gives a glacial-interglacial CZ contrast of ~ 8 m.

3. Dust softening (3×). Recent work suggests an impurity softening effect in firn \( (57) \). A first scenario assumes no impurity influence, which is how firn densification has traditionally been modeled. A second scenario includes empirical softening of ice that scales with the logarithm of the Ca\(^{2+}\) concentration, where we used Ca\(^{2+}\) data from Greenland summit in ppb \( (66) \). The softening is achieved by multiplying the thermal activation energy \( (50, 51, 53) \) by the dust softening factor \( 1 - \gamma \ln([\text{Ca}^{2+}] / [\text{Ca}_{\text{crit}}^{2+}]) \), where \( [\text{Ca}_{\text{crit}}^{2+}] = 0.33 \text{ ng g}^{-1} \) \( (J. \text{ Freitag, personal communication 2012}) \). The sensitivity factor \( \gamma = 0.0021 \) is determined by fitting density, \( \Delta \)age and \( \delta^{15} \)N data from present day Greenland sites (NEEM, GISP2). In a third scenario we doubled this best-estimate dust sensitivity \( (\gamma = 0.0042) \) to obtain an upper bound on the influence of dust.

4. Surface density (2×). We use a static surface density of 360 kg m\(^{-3}\), or an existing parameterization in which surface density scales linearly with \( A \) and \( T \) \( (67) \).
5. Initial temperature (3×). We use three scenarios. One assumes the $\delta^{18}$O thermometer to be reliable throughout the entire 20-14.7 ka interval with constant sensitivity $\alpha_{\text{init}}$; the other two assume a linear deviation from this first scenario by 0°C at 14.7ka (the Bølling transition), and $\pm$ 2°C at 20 ka (the beginning of our reconstruction). This is indicated by the dashed lines in Fig. S2b.

We run the inverse model for all permutations of these model settings, yielding a total of 216 (3×4×3×2×3) individual $T_{\text{site}}$ reconstructions for each ice core. Rather than trying to select a single “best” solution (which would be as difficult as it is arbitrary), we use the ensemble of solutions in our analysis after discarding the 20% of the solutions with the highest RMSD. A distribution of the RMSD fit of all solutions is shown in Fig. S6A, together with the RMSD cutoff applied to eliminate the 20% of solutions that provide the poorest fit to the $\delta^{15}$N data. The 20% was chosen because it eliminates the long tail of the RMSD distribution (Fig. S6A). Further analysis shows the exact choice of the cutoff value is of little influence to the key climatic transitions we estimated in the main text (Fig. S6B), and choosing a different value does not alter our conclusions.

S1.5 $\delta^{15}$N-based reconstructions

Figures S3-S5 show the reconstructed temperatures, accumulation rates and the fit to the $\delta^{15}$N data. The shaded regions show the range of accepted solutions, with the average values shown as dark lines and $T_{\text{init}}$ and $A_{\text{init}}$ in black (the shaded regions used in Fig 1F-1I of the main text denote $\pm$ 1σ). We find LGM temperatures consistent with results from borehole thermometry at Greenland summit (12, 68, 69). It is important to point out that the temperature reconstructions are constrained by both thermal and gravitational fractionation signals in $\delta^{15}$N, whereas past accumulation rates only influence the gravitational signal. Because the thermal fractionation constrains $\Delta T$ across the abrupt transitions very robustly, the $T_{\text{site}}$ reconstructions should be considered more reliable than the $A$ reconstructions. For this reason we choose to focus our analysis on the $T_{\text{site}}$ reconstructions.

Figures S3-S5A also show the YD and OD averages we use in our analysis as yellow lines. Table S1 gives all the time intervals used in the evaluations. For the Bølling and Holocene transitions we use slightly different intervals in evaluating GCM and $T_{\text{site}}$ reconstructions to account for the fact that the transitions are less abrupt, or even delayed, in the GCM simulations; these cases are marked in red in Table S1.

In Fig. S3A we furthermore compared our GISP2 reconstruction to a $T_{\text{site}}$ reconstruction for the nearby GRIP site that uses a seasonality correction based on Laurentide ice volume, a $T_{\text{source}}$ correction based on deuterium excess ($d$-excess) and a mixed cloud isotopic model (7). The latter method finds similar temperatures during the B-A warm period, but warmer temperatures during the glacial period. Note that the $d$-excess correction alone leads to an underestimation of the magnitude of the abrupt transitions, which are robustly constrained by $\delta^{15}$N. This suggests that the $\delta^{18}$O-$T_{\text{site}}$ relationship is not stationary in time, and does not only depend on Laurentide ice
volume (7). The $\delta^{15}N$ method is based on a relatively simple physical process (gas fractionation in the firn column), that occurs locally at the site and has been widely studied in modern day firn under a wide range of climatic conditions. By contrast, interpretation of the isotopic $\delta^{18}O$ and $d$-excess signatures requires uncertain assumptions regarding atmospheric transport, the hydrological cycle, precipitation seasonality and cloud physics, which render the method more uncertain.

In Figs. 3B-5B we plotted the GCM accumulation rates in red. The accumulation is simulated most successfully for GISP2, and as we go northwards the GCM overestimates the accumulation rates, particularly during the YD interval. Note that we have no NEEM $\delta^{15}N$ data for the early OD period, and consequently NEEM accumulation in that period is not well constrained.

### S1.6 Comparison for NGRIP

Figure S7A compares three different temperature reconstructions for NGRIP. The green and red curves show the $\delta^{15}N$-based and isotopic diffusion-based (23) reconstructions used in this study, respectively. The black curve shows the average of these two reconstructions, together with a 1σ uncertainty estimate (root sum square of 1σ uncertainties in individual reconstructions) in grey. The blue curve gives a recent temperature reconstruction using the same $\delta^{15}N$ data by Kindler et al. (20). The latter reconstruction is on average about 3°C warmer than ours, and consequently we subtracted 3°C from the Kinder reconstruction in this comparison; note that this does not influence the relative changes in temperature that are the focus of this work. The 3°C offset is discussed further in section S1.7.

All three reconstructions agree within the estimated 1σ uncertainty envelope. To enable a more quantitative analysis we compare the four climatic transitions discussed in the main text in Table S2. When comparing both $\delta^{15}N$-based reconstructions we find excellent agreement for 3 out of 4 transitions, the exception being the YD cooling (12.8 ka bp) where our method gives more cooling than the Kindler et al. method does. The fit of both models to the $\delta^{15}N$ data is shown in Fig. S4C, and indeed the model solutions diverge at the YD onset, with our method providing a slightly better fit than the Kindler et al. model. Over the 18.5 ka to 10 ka interval our method obtains an RMSD = 1.01 fit to the $\delta^{15}N$ data, while the Kindler et al. model has RMSD = 1.42.

Next we compare the diffusion-based and $\delta^{15}N$-based reconstructions. For the Bølling and Holocene transitions both methods agree with each other well within the uncertainty estimates (Table S2). However, the $\delta^{18}O$ diffusion method finds YD temperatures that are about 4°C warmer than reconstructed using the $\delta^{15}N$ method (Fig. S7A), and consequently a larger YD-OD temperature difference and a smaller YD cooling (Table S2). We believe that an unusual signal in the NGRIP $\delta^{15}N$ data is the primary cause of this mismatch. Plotting the raw $\delta^{15}N$ timeseries at all three sites (Fig. S7B) reveals that the NGRIP data have a sudden increase within the (relatively stable) YD period that is absent at the other two sites; at 12.5 ka NGRIP $\delta^{15}N$ still
shows the lowest values of all three sites, while at 12.2 ka it has increased to the largest $\delta^{15}$N values of all three sites. Fig. S4C shows that the firn densification models are unable to reproduce the abruptness of the NGRIP mid-YD $\delta^{15}$N increase. To obtain such a thick firn column in the late YD, the model requires low YD temperatures (note from Fig. S2 that the algorithm does not have the freedom to change early and late YD temperatures independently). This $\delta^{15}$N signal could either be due to (highly) anomalous local firn effects, such as a sudden ~8m thinning of the convective zone. Such a rapid convective zone thinning would only be expected in the case of abrupt changes in accumulation or wind speed. There is no evidence for either of these effects in the layer count or dust records, respectively, making this scenario implausible. Alternatively, the $\delta^{15}$N jump could be a calibration problem in the analytical procedure, as the jump occurred between two separate measurement campaigns. We performed a sensitivity study in which we lowered the $\delta^{15}$N data between 12.3 to 11.2 ka by 0.035‰ (to correct for putative calibration effects). The result is an increase of ~2°C in the YD temperature, considerably improving the agreement between both reconstruction methods, as well as the agreement with $T_{site}$ reconstructions from the other two sites. In the absence of proof for $\delta^{15}$N calibration errors we choose to use the original reconstruction; replication of the NGRIP YD $\delta^{15}$N data is needed to resolve this issue.

The final NGRIP reconstruction is the average of the $\delta^{15}$N-based and diffusion-based (23) reconstructions. We resample both NGRIP reconstructions on 10 year intervals using linear interpolation, and then take their mean. The uncertainty on the combined NGRIP reconstruction is the root sum square of the uncertainty on both individual records. In table S2 we give both the arithmetic mean, and the weighted mean for the 4 transitions.

Note that sufficiently high resolution (5 cm) $\delta^{18}$O data needed for the isotope diffusion method are currently not available for sites other than NGRIP. Consequently we cannot perform the comparison at the NEEM and GISP2 sites.

S1.7 Evaluating potential biases in the $\delta^{15}$N-based reconstructions

The constant offset observed between our $\delta^{15}$N-based reconstruction and that by Kindler et al. (Fig. S7) suggests that either method may suffer from a calibration offset. To investigate the offset we test our method under present day conditions at the NEEM, GISP2 and NGRIP sites, where mean annual temperatures are well known. We ask the model to predict $T$ and $A$ based on $\delta^{15}$N and $\Delta$age at the sites, which is analogous to the paleo situation where $\Delta$age is known from comparing the timing (gas phase) thermal fractionation $\delta^{15}$N warming signal to the (ice phase) $\delta^{18}$O warming signal (38). Note that because the $\Delta$age isopleths and $\delta^{15}$N isopleths run perpendicular to each other in $T$, $A$-space (Fig. S1), there is a unique solution of $T$ and $A$ for each combination of $\Delta$age and gravitational $\delta^{15}$N.
The present day $\delta^{15}$N is known from measurements, and the present day $\Delta$age and CZ thickness are known from combining firn air pumping experiments with accurate (layer counted) ice age chronologies (41, 56, 64, 70). Values are given in Table S3. For all three sites our method correctly predicts the surface temperature within $\pm0.8^\circ$C. On average, our method underestimates the temperature of the three modern sites by only 0.13$^\circ$C, suggesting no systematic bias. Accumulation rates appear to be slightly underestimated (by about 5%). Both the $T$ and $A$ offset are well within our stated uncertainties. We use Herron-Langway (H-L) firn densification physics in this test (50). In our reconstructions we observe no systematic offset between the different formulations of densification physics used (S1.4).

There are two additional lines of evidence that our $\delta^{15}$N -based reconstructions do not have a systematic bias. First, in terms of absolute temperatures we find good agreement between the $\delta^{15}$N and diffusion based reconstructions at NGRIP. When subtracting the mean temperature of the $\delta^{15}$N -based results from the mean temperature of the diffusion-based results, we obtain a difference of +0.8$^\circ$C for the entire 20-10 ka BP interval, and a difference of -0.4$^\circ$C for the glacial segment (20-14.7 ka BP). These differences are well within our stated uncertainties, and do not suggest a strong systematic calibration bias in our reconstructions.

Second, our $\delta^{15}$N method gives LGM (20 ka BP) temperatures around -50$^\circ$C at all three sites, implying a LGM to present day temperature difference in the 19 $^\circ$C to 21$^\circ$C range (using present day observed site temperatures). Reliable, independent estimates of the LGM-present temperature difference can be derived from borehole thermometry; published estimates from this method are 21$^\circ$C, 20$^\circ$C and 23$^\circ$C, see refs (12, 68, 69). Our reconstructions are therefore in good agreement with results from the borehole method. The Kindler et al. reconstruction, on the other hand, gives LGM temperatures around -45.5$^\circ$C, implying an LGM-present day temperature difference of only 14.5$^\circ$C. Note that due to heat diffusion, the borehole temperature profile cannot be used to directly constrain the YD-OD temperature difference.

The 2013 study by Kindler et al. uses an older densification model (54), which does not include a convective zone. Sensitivity studies suggest that omitting the convective zone leads to warmer reconstructed temperatures by 1-2$^\circ$C. The impurity enhancement of densification rates that we include furthermore reduces reconstructed temperatures by 1-2$^\circ$C on average. Combined, these two effects can explain a large fraction of the offset observed between our reconstructions, and those by Kindler et al..

S2: Ice sheet surface elevation changes

Our reconstructions give temperature changes at the ice sheet surface, rather than at constant altitude as is desirable for climate reconstructions. Figure S8 shows elevation changes derived by two ice sheet models that include isostatic adjustment of the bedrock with their respective optimal Earth models (71-74), with the corresponding temperature change using a surface lapse rate of 7.1$^\circ$C km$^{-1}$ as observed in present day Greenland climatology (75). For the deglaciation
the correction is < 1°C for all sites, which is within the uncertainty of our method. By averaging both elevation models we obtain a correction for the YD-OD temperature difference (Fig. 2A) of +0.4, +0.3 and +0.2 °C for GISP2, NGRIP and NEEM, respectively; for the abrupt transitions the ΔT correction is negligible as the ice sheet responds slowly. Note that the elevation correction would increase the estimated YD-OD temperature difference, making our claim of a warmer YD more robust. However, given the small elevation changes and the uncertainties inherent to ice sheet modeling, we choose not to correct our reconstructions for elevation.

**S3: Single-forcing GCM experiments**

In order to understand the cause of the poleward enhancement in the YD-OD temperature difference (Fig. 2E) we investigate four single-forcing transient GCM simulations using the fully-coupled CCSM3 model (4): the first is forced only with changes in greenhouse gases (GHG, Fig. S9A); the second only with meltwater fluxes from both NH and Antarctic ice sheets (AMOC, Fig. S9B); the third only with variations in the Earth’s orbit (ORB, Fig. S9C); and the fourth only with ice sheet topography variations following the ICE-5G (72) reconstruction (ICE, Fig. S9D); all remaining forcings are kept constant at their LGM values. The single forcing runs for 22-14.3ka were published by He et al. (4), here we use extended simulations that include the YD period.

The model runs suggest that the Greenland warming between the OD and the YD is caused by a combination of increased greenhouse gas and insolation forcing (16). The former is strong enough to affect the N-Atlantic sea ice cover, leading to enhanced warming due to positive feedbacks mechanisms such as the ice-albedo feedback. During both the YD and OD periods the model AMOC is in a collapsed state (Fig. 1D), and consequently there is no significant temperature response over Greenland when comparing both periods in the AMOC run. Last, the ICE model run shows a strong SAT dipole pattern. Retreat of the Laurentide ice sheet leads to warming over North America, and cooling over much of the N-Atlantic due to changes in planetary waves and more zonal winds than reduce northward transport of warm air. The ICE-5G reconstruction gives only a modest elevation increase over this period (Fig S8), which can explain up to 0.4°C of the modeled Greenland cooling in the ICE model run. In summary, the GCM suggests that the observed poleward enhancement of the YD-OD Greenland warming is a combination of a fairly uniform warming due to increased CO₂ and orbital forcing, which is partly compensated in southern Greenland by a cooling due to retreat of the Laurentide ice sheet.

The Bølling and Holocene transitions are of such short duration that CO₂, insolation and ice sheet topography do not change appreciably; the model attributes the SAT changes over these transitions to AMOC variability.
S4: GCM sea ice changes during the Bølling transition

Sea ice provides a powerful positive climate feedback due to the ice-albedo feedback as well as its ability to insulate the atmosphere from the modulating influence of the high heat capacity of the ocean. Furthermore, sea ice cover can react much more quickly than the oceanic overturning, making it an interesting candidate to explain the abruptness of climatic changes observed in Greenland (25-27, 76-81). Figure S10 shows a contour plot of the CCSM3 GCM annual mean sea ice fraction just prior to (panel A), and after (panel B) the Bølling transition. Clearly the Bølling warming is accompanied by a strong reduction in sea ice extent in the model, due to increased northward heat advection upon AMOC resumption. Bølling sea ice extent more closely resembles the present day situation, with much of the north-Atlantic being ice free year round.

The GCM reproduces the observed spatial $\Delta T$ gradient for the Bølling transition well (Fig. 2B, F), implying a north-Atlantic origin for the climatic changes. The simulation is forced with variable freshwater fluxes, based on the premise that abrupt transitions are caused by AMOC variability in response to these freshwater perturbations (17). A growing body of observational evidence is linking abrupt climate change to reorganizations in ocean circulation (30, 82-86). Alternative causes for AMOC variability have been suggested, such as e.g. shifts in wind fields (87), ocean-sea ice interactions in the Nordic Seas (81), ice shelf collapse (77) or Southern Ocean sea ice extent (88). Whatever causes the re-invigoration of the AMOC, the warming pattern is likely to resemble that shown in Fig. 2F. Furthermore, an atmosphere-only GCM experiment in which the sea ice cover is removed without an accompanied AMOC resumption finds a similar warming pattern, with the largest SAT increase over the North Atlantic and southeast Greenland (25). Therefore we suggest that regardless of the underlying mechanics, any model that invokes AMOC variability, changes in sea ice extent, or a combination thereof to explain abrupt climatic change is likely to produce a $\Delta T$ pattern similar to what we observe.

S5: Greenland water isotope sensitivity during the deglaciation

Many parameters other than $T_{\text{site}}$ influence the isotopic composition of precipitation (89), such as e.g. source temperature (6), moisture transport and origin (7-9, 90-92) and precipitation seasonality and intermittency (10, 93-96). A common approach in ice core literature is to “calibrate” the $\delta^{18}O$ paleo-thermometer using independent estimates of temperature change derived from $\delta^{15}N$ or borehole temperatures (12, 19, 61, 69). An unfortunate side effect of this approach is that all abovementioned processes affecting $\delta^{18}O$ are lumped together, and consequently one obtains an “effective” sensitivity $\alpha_{\text{eff}}$, which turns out to be time- and place-dependent (19, 20).

Two of the main non-temperature influences on $\delta^{18}O$ are vapor origin and changing precipitation seasonality. Changes in precipitation origin (Fig. S11A) were simulated using the CCM3 atmospheric GCM with moisture tracking functionality, coupled to a slab ocean forced with CLIMAP (97) sea surface temperature (SST) estimates (8). Only the three dominant sources are
shown; full results can be found in the original study (8). Under LGM conditions North-American sources are strongly reduced relative to present day (CTRL) due to the presence of the Laurentide ice sheet. The model suggests that during the LGM the relative contribution of (strongly distilled) Pacific vapor increased – the increase is strongest at NEEM and weaker to the South. At the same time the relative contribution of (lightly distilled) Atlantic vapor decreased – the decrease being small at Dye3 compared to central and northern Greenland. In a qualitative sense, the GCM results suggest that the δ¹⁸O bias introduced by vapor changes would have a meridional gradient, with the bias at NEEM being most negative, and at Dye3 most positive, in agreement with observations (Fig 3C of main text). It is important to point out, however, that different atmospheric models may simulate different changes in precipitation origin (9, 98).

Figure S11B shows changes in precipitation seasonality from the atmospheric CCM3 model (black), and the fully coupled CCSM3 model used in this study (red). The seasonality is expressed as the ratio of winter (DJF) to summer (JJA) precipitation. Both models suggest present day summer precipitation exceeds winter precipitation at all three sites, yet the dominance of summer precipitation is greatest at the northern NGRIP and NEEM sites, as also suggested elsewhere (99). Evaluation of present day precipitation seasonality is complicated by snow drift and (thermally activated) densification, and no reliable data are available for these sites (8, 75). It must be pointed out that the present day DJF/JJA ratio of 0.1 at NEEM as found in the CCM3 model is too low (99). Modeled seasonality for the glacial period (LGM, OD) generally indicates winter precipitation is further reduced, with the exception of the NEEM and NGRIP sites in the CCM3 model where the relative contribution of winter precipitation is actually enhanced. Despite their differences, CCM3 and CCSM3 consistently show the largest reduction in glacial winter precipitation at Dye3, which is expected to bias the δ¹⁸O towards summer (i.e., positively). The smallest reduction, or even an increase, in winter precipitation is simulated at NEEM, resulting in a minimal δ¹⁸O seasonality bias.

Ice core δ¹⁸O is generally considered to be a precipitation weighted temperature proxy (96, 100). In Fig. S11C we show the GCM simulated mean annual GISP2 temperatures (blue), as well as the simulated precipitation weighted temperatures (orange). The orange curve uses monthly data in the precipitation weighting, for the orange dots daily data were used (6 snapshots of 50 years). We subtracted 5°C from the daily weighted averages to make them overlap with the monthly values, suggesting that (overcast) days with high precipitation tend to be about 5°C warmer than days without precipitation. Model results are very similar for all sites, and we decided to focus on GISP2, where the best agreement is obtained between the simulated precipitation amount and our reconstruction (Figs. S3-S5). We first note that precipitation weighted temperatures are higher than the mean annual temperatures because GCM precipitation is highest during the (warm) summer months. All the abrupt transitions, clearly visible in winter and annual mean temperature, are strongly muted in the precipitation weighted temperature. The reason for the muted response is that the fraction of annual precipitation occurring during winter (ratio of DJF to annual precipitation) is strongly correlated with winter temperatures ($r = 0.95$) in the CCSM3
simulations. During abrupt warming events, the model produces an increase in the amount of winter precipitation, which therefore damps the magnitude of warming in the precipitation weighted temperature.

Surprisingly, the GCM precipitation weighted temperatures deviate more strongly from the Greenland $\delta^{18}O$ isotopic records than the simulated annual mean temperatures do, even though the ice core records are thought to represent a precipitation weighted signal. This discrepancy may arise from inaccuracies in the simulated precipitation seasonality, which will skew the precipitation weighting. Alternatively, the water isotopic signals recorded in ice cores may have been subject to alteration after initial snow deposition. A recent study has demonstrated that surface snow isotopic composition can change in between snowfall events in response to changes in air mass trajectories (101). So far, these vapor exchange effects are not yet modeled, and their amplitude has not been accurately assessed. If post-depositional vapor exchange dominates the recorded $\delta^{18}O$ signal, this could result in a closer relationship between $\delta^{18}O$ and annual mean temperature than between $\delta^{18}O$ and precipitation weighted temperature. Finally, a direct comparison of precipitation weighted temperatures with $\delta^{18}O$ records neglects changes in moisture source conditions and transport pathways, that are known to affect the $\delta^{18}O$ of precipitation (6, 7).

This analysis highlights many of the complications in traditional $\delta^{18}O$ interpretation, demonstrating the importance of independent temperature reconstructions.
S6: Tables and Figures

**Figure S1: Firn densification modeling.** Upper panel shows the schematic of the forward model with input \((A, T)\) and output \((\Delta \text{age}, \delta^{15}\text{N})\). Listed model parameters are varied in the sensitivity study; the number in parenthesis indicates how many values were included (see text). Lower panels show contour lines of equal \(\Delta \text{age}\) (left) and equal gravitational \(\delta^{15}\text{N}\) (right) under equilibrium climatic conditions \((T, A)\) using the steady state Herron-Langway model (50) and a lock-in density that equals the mean close-off density from Martinerie et al. (55) minus 14 kg m\(^{-3}\).
Figure S2: $T_{\text{site}}$ and $A$ reconstruction in an inverse modeling approach. (A) $\delta^{18}$O profile used for $T_{\text{init}}$ estimation with position of adjustment points. (B) Adjustment function $f_T$ in percent with adjustment coefficients $\{a_i\}$. (C) $A_{\text{init}}$ from layer thinning with adjustment points. (D) Adjustment function $f_A$ in percent with adjustment coefficients $\{b_i\}$.
Figure S3: δ¹⁵N-based $T_{\text{site}}$ reconstruction for GISP2. (A) Range of $T_{\text{site}}$ estimates (shaded region) with mean (dark blue line), $T_{\text{init}}$ (black line), $T_{\text{site}}$ reconstruction from Masson-Delmotte et al. (orange line) (7) and OD/YD averages (yellow horizontal lines). A comparison to GCM simulated temperatures is shown in Fig. 1 of the main text. (B) Range of $A$ estimates (shaded region) with mean (dark blue line), $A_{\text{init}}$ (black line) and GCM accumulation (red line). (C) Range of δ¹⁵N model solutions (shaded region) with mean (dark blue line) and δ¹⁵N data (black dots).
**Figure S4: $\delta^{15}$N-based $T_{\text{site}}$ reconstruction for NGRIP.** (A) Range of $T_{\text{site}}$ estimates (shaded region) with mean (dark purple line), $T_{\text{init}}$ (black line) and and OD/YD averages (yellow horizontal lines). A comparison to GCM simulated temperatures is shown in Fig. 1 of the main text. (B) Range of $A$ estimates (shaded region) with mean (dark purple line), $A_{\text{init}}$ (black line) and GCM accumulation (red line). (C) Range of $\delta^{15}$N model solutions (shaded region) with mean (dark purple line), model simulation from Kindler et al. (blue line) (20) and $\delta^{15}$N data (black dots); Kindler et al. results were transferred from the SS09 to the GICC’05 chronology used in this study.
Figure S5: $\delta^{15}$N-based $T_{\text{site}}$ reconstruction for NEEM. (A) Range of $T_{\text{site}}$ estimates (shaded region) with mean (dark green line), $T_{\text{init}}$ (black line) and OD/YD averages (yellow horizontal lines). A comparison to GCM simulated temperatures is shown in Fig. 1 of the main text. (B) Range of $A$ estimates (shaded region) with mean (dark green line), $A_{\text{init}}$ (black line) and GCM accumulation (red line). (C) Range of $\delta^{15}$N model solutions (shaded region) with mean (dark green line) and $\delta^{15}$N data (black dots).
Figure S6: Sensitivity of key results to RMSD cutoff. (A) RMSD distribution of the 216 solutions with cutoff (black vertical line). (B) Sensitivity of reconstructed climatic transitions on RMSD cutoff value. We have chosen the RMSD cutoff such that the 20% of the solutions with the poorest fit to the data are rejected (black vertical lines); choosing a different percentage of discarded solutions does not notably change the result in most cases.
Figure S7: Comparison of NGRIP T site reconstructions. (A) The $\delta^{15}$N (green) and $^{18}$O diffusion-based (red) reconstructions, their average (black) with 1σ uncertainty estimate (shaded) and the reconstruction by Kindler et al. (20) with 3°C subtracted to match the other reconstructions (blue). The Kindler reconstruction has been converted to the GICC’05 chronology (58, 62, 102). (B) Raw $\delta^{15}$N timeseries for the three sites.
Figure S8: Modeled changes in Greenland ice sheet surface elevation. Surface elevation changes corrected for glacial isostatic adjustment (left axis) and corresponding temperature change (right axis) at GISP2 (blue), NGRIP (purple) and NEEM (green) from the Simpson et al. (solid lines) and ICE-5G (round markers) reconstructions (71, 72). Changes are relative to 20 ka bp.
Figure S9: The YD-OD SAT difference using single forcing transient GCM runs. (A) Greenhouse gas forcing only. (B) Meltwater fluxes only. (C) Orbital (insolation) forcing only. (D) Ice sheet orography only.
**Figure S10: changes in GCM sea ice extent for the Bølling transition.** Contour plot of annual mean sea ice fraction. The fraction indicates the area actually covered by sea ice, which is averaged over the year. So an area with 100% sea ice cover for only half of the year, and an area with 50% sea ice cover for an entire year, would both have a mean annual fraction of 0.5. (A) prior to the transition (14.9-14.7 ka bp) and (B) after the transition (14.4-14.2 ka bp).
**Figure S11: Non-temperature influences on δ¹⁸O.** (A) Modeled changes in vapor origin between present day (CTRL, solid) and LGM (dashed) using the CCM3 atmospheric GCM (8).

(B) Modeled changes in the ratio of winter (DJF) over summer (JJA) precipitation using the CCM3 GCM (black) from (8), and the CCSM3 GCM (red) from (16, 17); indicated periods are present day (CTRL, solid), LGM (dashed) and OD (dot-dashed, CCSM3 only).

(C) GCM simulated GISP2 temperature (blue), monthly precipitation weighted GISP2 temperature (orange line), and daily precipitation weighted GISP2 temperature (orange dots, with 5°C subtracted).
Table S1: Time intervals used in the evaluations. All values are given in ka bp (with the year 1950 C.E. as zero age); for each transition the mean value over the first interval was subtracted from the mean value over the second interval. Where the intervals used for the $T_{site}$ and GCM evaluation differ, values are marked in red.

<table>
<thead>
<tr>
<th></th>
<th>YD-OD</th>
<th>Bølling Tr.</th>
<th>YD cooling</th>
<th>Holocene Tr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{site}$ reconstruction</td>
<td>16.5 to 15.5 vs. 12.5 to 12.0</td>
<td>14.9 to 14.7 vs. 14.55 to 14.35</td>
<td>13.5 to 13.3 vs. 12.5 to 12.3</td>
<td>11.9 to 11.7 vs. 11.2 to 11.0</td>
</tr>
<tr>
<td>GCM simulations</td>
<td>16.5 to 15.5 vs. 12.5 to 12.0</td>
<td>14.9 to 14.7 vs. <strong>14.4 to 14.2</strong></td>
<td>13.5 to 13.3 vs. 12.2 to 12.0</td>
<td>11.9 to 11.7 vs. <strong>11.0 to 10.8</strong></td>
</tr>
</tbody>
</table>

Table S2: Comparison of NGRIP temperature reconstructions. All values are given in °C. Arithmetic and weighted means are given by $\bar{x}_a = \frac{1}{2}(x_1 + x_2)$ and $\bar{x}_w = (\sigma_1^{-2}x_1 + \sigma_2^{-2}x_2)/(\sigma_1^{-2} + \sigma_2^{-2})$, respectively, where $x_i$ give the values obtained by the two individual reconstruction methods, and $\sigma_i$ give the corresponding uncertainties. Uncertainties in the mean values are calculated using $\bar{\sigma}_a = \frac{1}{2}(\sigma_1^2 + \sigma_2^2)^{1/2}$ and $\bar{\sigma}_w = (\sigma_1^{-2} + \sigma_2^{-2})^{-1/2}$.

<table>
<thead>
<tr>
<th></th>
<th>YD-OD</th>
<th>Bølling Tr.</th>
<th>YD cooling</th>
<th>Holocene Tr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta^{15}N$ this study</td>
<td>1.7 ± 1.3</td>
<td>10.8 ± 2.0</td>
<td>-10.9 ± 2.0</td>
<td><strong>11.4 ± 3.2</strong></td>
</tr>
<tr>
<td>$\delta^{18}O$ diffusion</td>
<td>5.9 ± 4.5</td>
<td>11.4 ± 4.7</td>
<td>-5.3 ± 5.0</td>
<td><strong>10.4 ± 4.9</strong></td>
</tr>
<tr>
<td>Arithmetic mean</td>
<td><strong>3.8 ± 2.3</strong></td>
<td><strong>11.1 ± 2.6</strong></td>
<td><strong>-8.1 ± 2.7</strong></td>
<td><strong>10.9 ± 2.9</strong></td>
</tr>
<tr>
<td>Weighted mean</td>
<td>2.0 ± 1.3</td>
<td>10.9 ± 1.8</td>
<td>-10.1 ± 1.9</td>
<td><strong>11.1 ± 2.7</strong></td>
</tr>
<tr>
<td>$\delta^{15}N$ Kindler</td>
<td>1.5</td>
<td>11.6</td>
<td>-6.2</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Table S3: Investigating calibration offsets for the present day.
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